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ABSTRACT OF THE DISSERTATION 

 

Towards Single-Molecule Nanopore DNA and Protein Sequencing 

 

by 

 

Wenxu Zhang 

 

Doctor of Philosophy in Materials Science and Engineering 

University of California San Diego, 2021 

Professor Xiaohua Huang, Chair 

 

Precise determination of DNA and protein sequences is essential to understanding 

biological systems. After more than 30 years of development, nanopore technology has been 

demonstrated to be capable of real-time long-read sequencing of single DNA molecules. 

However, current nanopore DNA sequencing is still limited by low consensus accuracy due to 

systematic error in reading homopolymers and other sequences with similar levels of ionic 
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blockage. While nanopore DNA sequencing technology is revolutionizing genomics research, 

whether an analogous nanopore technology can be used to identify and sequence protein 

molecules remains largely unexplored. In the first part of this dissertation, I investigated the 

feasibility of ultraacurate nanopore DNA sequencing based on experimental sequencing data and 

computational modeling.  In the second part of the dissertation, I investigated the theoretical 

feasibility of protein identification and sequencing using nanopore technologies. I also presented 

experimental work on the development of an integrated opto-electrical system for nanopore 

fabrication process and its potential application in single-molecule protein identification using 

high-speed optical detection. 
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Chapter 1   Introduction 

1.1 Overview of sequencing technologies 

Deoxyribonucleic acid (DNA), ribonucleic acid (RNA), and protein play essential roles 

in all known forms of life. They all are composed of fundamental building blocks. DNA is a 

molecule consisting of two chains. Both chains consist of four nucleotides linked together by 

covalent bonds. The sequence of the nucleotides in the DNA molecules encodes the instructions 

for forming all other cellular components. Unlike double-stranded DNA, RNA is a single-

stranded molecule. Several types of RNA molecules exist in cells, and each type carries out 

specific functionality, such as protein synthetic and gene regulation. Proteins, which comprise 

one or more long chains of amino acid residues, carry out most functions in living systems. The 

function of a protein depends on its amino acid sequencing. Quantitative understanding of 

biological operating systems and human diseases requires precise determination of DNA, RNA, 

and protein sequence. 

1.1.1 Overview of DNA sequencing technologies 

DNA sequencing developed by Sanger(1-3) uses the random early termination of DNA 

synthesis which is caused by dideoxynucleoside triphosphates (ddNTPs). In the Sanger 

sequencing, standard nucleotides, chain-terminating nucleotides (ddNTPs) and DNA 

polymerases are mixed. DNA synthesis is interrupted by ddNTPs and then DNA fragments with 

different lengths are generated. The lengths of those fragments are measured by gel 

electrophoresis, which can achieve separation with single nucleotide resolution. The DNA 

sequence is determined after four rounds of synthesis and electrophoresis, with one of four 

ddNTPs (ddATP, ddTTP, ddGTP, and ddCTP) and all normal dNTPs being added each time. 

The relative positions of the various bands on the gel encode the DNA sequence. 
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Illumina sequencer, a wildly used next-generation sequencing (NGS) platform, 

significantly increases sequencing throughputs(1). In Illumina sequencer, the genome sequences 

are first fragmented and immobilized on a solid surface. The immobilized single molecule 

template is then amplified into a dense cluster by bridge amplification on a silicon chip. The 

sequencing steps comprise cycles of biochemistry reaction and fluorescence imaging. The 

images are then analyzed to extract the DNA sequence. NGS is much cheaper and faster 

compared to Sanger sequencing. However, NGS is limited to short read length (50 – 500 bp), 

and the whole sequencing takes from hours to days to complete. The sequencing machine is also 

heavy and expensive. 

Third-generation sequencing technologies offer the capability of sequencing a single 

molecule in real-time. Compared to NGS technologies, third-generation technologies can achieve 

a read length of more than 100kb. Two widely utilized sequencers, Pacific Bioscience (PacBio) 

and Oxford Nanopore Technologies (ONT), use different strategies to accomplish single-

molecule long-read DNA sequencing. PacBio uses a zero-mode waveguide, optically observing 

polymerase-mediated synthesis in real time(4, 5). ONT uses ionic flow, electronically sensing 

nucleotides when a DNA molecule is translocated through a nanoscale pore. 

1.1.2 Overview of RNA and protein sequencing technology 

The current standard workflow on RNA sequencing is involved with library preparation 

and complementary DNA (cDNA) sequencing(6, 7). However, cDNA amplification will bring 

bias, distortion of relative abundances, and dropout of some species(8). 

Edman degradation(9) and mass spectrometry are currently available methods for protein 

sequencing. In Edman degradation, the amino-terminal residue is cleaved from the peptide and 

then identified. This process is repeated until all amino acids in the peptide are determined. Mass 
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spectrometry offers an alternative method for protein sequencing. The protein molecule is first 

ionized and then moved under the electric and magnetic fields. The path of molecule movement 

is uniquely determined by its mass-to-charge ratio, and can be used to distinguish amino acids 

with very high accuracy. However, these methods require substantial effort, large quantities of 

protein and expensive instruments. 

1.2 Development of nanopore technology 

In 1989, David Deamer and George Church individually proposed the idea of nanopore 

sequencing(10). In an electrolytic solution environment, a thin membrane separates two liquid 

chambers. When a nanoscale pore is present on the thin membrane, ions could transport through 

the pore freely. Due to ion transportation, a small current could be observed with a bias voltage 

applied on this thin membrane. When a single-stranded DNA is translocated through the pore, 

different nucleotides will block the pore to a different extent and induce current fluctuation since 

each nucleotide has its unique size and chemical properties. The current readout will be decoded 

to its DNA sequence by a properly designed algorithm, such as Viterbi algorithm or Long Short-

Term Memory (LSTM) neural network. 

A well-behaved nanopore is essential to achieving high sequencing accuracy. First, the 

nanopore should have a similar diameter compared to the size of nucleotides. The thickness of 

the nanopore should also be compatible with the length of nucleotides. Otherwise, a more than 

the ideal number of nucleotides will be sensed simultaneously, and the current signal will be 

highly convoluted. It poses challenges to signal analysis. Second, nanopore with atomic-level 

positioning is essential to sequencing. Nanopores produced from different batches need to be 

homogeneous. A high variation in the pore property will cause inconsistent current fluctuation. 

While reproducibly fabricating solid-state nanopores(11, 12) with similar geometry could be 
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challenging, a biological nanopore(10, 13-17) designed with a bottom-up strategy could easily 

achieve single-atomics level positioning.  

Besides precisely controlled nanopore fabrication technology, the temporal resolution for 

a single nucleotide during nanopore sensing needs to improve in order to increase sequencing 

accuracy. On the one hand,  polymerases(14, 18), helicases(19, 20) are used to slow down DNA 

translocation to enable a better signal reading per nucleotide. On the other hand, current 

amplifier(21) with MHz level data acquisition bandwidth has been developed to acquire more 

data per nucleotide. However, higher bandwidth usually introduces a higher noise level. It also 

brings difficulty in signal processing. 

Nanopore sequencing offers a wide range of unique benefits. It shows potential in 

genome assembly(22, 23), pathogen evolution(24-26), and other applications. As a direct and 

real-time sequencing platform, it eliminates unwanted amplification bias. It does not require any 

surrogate markers. Additionally, nanopore sequencing could directly detect base 

modification(27), while detecting methylation with bisulfite sequencing in the NGS requires 

additional chemical reactions. 

In addition to DNA sequencing, nanopore technology has been used to develop a parallel, 

directly, amplification-free RNA sequencing method(8). Compared to NGS, nanopore 

sequencing does not need the reversed transcriptase step from RNA to cDNA. The direct RNA 

sequencing method also enables the analysis of RNA modifications(28). 

Single-molecule protein fingerprinting and sequencing with nanopore technology is still 

in the nascent stage(29, 30). Enzymatic control of protein unfolding and translocation through 

the α-hemolysin has been demonstrated(31). However, it lacks the resolution to distinguish 

single amino acids.  
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1.3 Scope of the dissertation 

The objective of this dissertation work is to develop new theories and technologies for 

nanopore sequencing of DNA and protein.  

In this work, we first laid the foundations for ultra-accurate DNA nanopore sequencing. We 

then investigated the feasibility of single-molecule protein identification and sequencing using a 

nanopore. An opto-electrical system was developed to monitor nanopore controlled dielectric 

breakdown process. It could be additionally utilized for future protein fingerprinting experiments 

with synchronized optical and electrical measurement. 

  



6 

 

Chapter 2   Feasibility of Ultra-accurate Nanopore DNA Sequencing 

2.1 Abstract 

Nanopore DNA sequencing has great promise to enable accurate haplotype-resolved 

sequencing and assembly of individual human genomes. However, the current technology 

offered by Oxford Nanopore Technologies (ONT) is limited by low single-pass and consensus 

accuracy due to systematic errors in reading homopolymers and other sequences with similar 

levels of ionic blockage. We used computational modeling to investigate the nucleotide-to-

nucleotide transition events through the CsgG nanopore employed in the ONT platform and 

found that the current profiles follow a sinusoid, which is observable in experimental sequencing 

data. Our modeling suggested that the CsgG nanopore has the dimensions required for accurate 

DNA sequencing. We performed computational sequencing of the human genome at 20 kHz 

detection bandwidth and showed that ultra accurate nanopore DNA sequencing is feasible (zero 

error in 140 million bp sequenced at 20x). Our modeling of how nanopore geometries influence 

current signal detection also provides insights for future nanopore engineering. 

2.2 Introduction 

Nanopore technology has enabled direct and rapid electronic sequencing of single DNA 

molecules with long read lengths with a portable device(10, 32, 33). It is now possible to 

sequence and assemble human genomes using the ONT platforms(33).  However, the full 

potential of the technology has not been realized due to the relatively low consensus accuracy 

that can be achieved (99.97% at 100x)(33-35). The inability to increase consensus accuracy has 

been primarily ascribed to systematic errors, mostly deletions and insertions, in reading 

homopolymers and certain sequence combinations having similar levels of ionic current 

blockage(33-36). The lengths of the homopolymers are usually estimated by dwell time(35, 37). 
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Even though a helicase is employed to control DNA translocation, the velocity of nucleotide-to-

nucleotide translocation still varies stochastically and has a relatively broad distribution(35, 37), 

which contributes to systematic errors in homopolymer sequencing. Systematic errors could also 

arise for certain sequence combinations that have similar or statistically indistinguishable current 

blockage levels(38). In principle, these systemic errors can be completely eliminated if the 

nucleotide-to-nucleotide transition events can be reliably detected and sequences with similar 

current levels can be resolved. 

In this work, we used computational modeling to investigate the nucleotide-to-nucleotide 

transition events and whether the events are observable in experimental sequencing data acquired 

with MinION R9.4 chemistry. We also studied the physical origins of the current signal 

variations to better understand the characteristics of the measured current profiles. Finally, we 

investigated the theoretical single-pass and consensus sequencing accuracies that can be 

achieved using the current generation of CsgG nanopore device, and the influence of nanopore 

geometries on the detectability of the nucleotide-to-nucleotide transition events. 

2.3 DNA modeling 

We used finite element analysis (FEA) and the Poisson Nernst-Planck (PNP) equation 

system to compute ionic currents through nanopores. The geometry of the mutant CsgG 

nanopore was constructed based on the crystal structure of the wild-type protein(39), and further 

refined using experimental open-pore currents (Supplementary Figure 2.1a)(8, 33). Six 

consecutive DNA bases contribute to current blockade level. Constructing the large number of 

3D models of 4096 DNA hexamers with fine structural features for FEA would be very 

challenging and computationally unmanageable. Therefore, we modeled DNA as a linear 

structure composed of connected cylinders with axial symmetry, which enabled us to use 2D 
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modeling to acquire data for the 3D models. The deoxyribonucleosides (dA, dC, dG and dT) are 

modeled as cylinders with the same height but of different diameters, and the phosphodiester 

linker is also modeled as a cylinder (Figure 2.1a). 
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Figure 2.1 Sinusoid profiles of nucleotide-to-nucleotide DNA translocation through a 

nanopore.  

(a) DNA translocation through a mutant CsgG nanopore. The translocation from one hexamer 

(H1) to the next hexamer (H2) transits through a pentamer (P1). The dashed line indicates the 

estimated narrowest constriction site. Illustrated are the 2D cross sections through the nanopore 

vertical axis. (b) Current profiles of homopolymers. The deoxyribonucleosides of the 

homopolymers are modeled as oval cylinders and the translocation was simulated by computing 

the current levels of the models at twenty equally spaced positions along the vertical axis of the 

nanopore. (c) Current profile of a non-homopolymer transition. The translocation from 

CATTGG to ATTGGG transits through a pentamer ATTGG. The pentamer and hexamers were 

modeled as circular cylinders, and translocation was simulated by computing the current levels 

of the models at eleven equally spaced positions along the vertical axis of the nanopore. (d) Raw 

experimental sequencing data of a homopolymer poly(dT)17. The data was extracted from a 

region covering 23-base poly(dT)23. For clarity, the signal for the last three dT bases at each 

boundary was removed.  (e) Mapping of experimental data to a sine wave function. The evenly 

spaced time-serial data points are mapped well to a sine wave with 17 periods in the spatial 

domain using a Viterbi algorithm (R2 = 0.75). 



10 

 

 

We developed a genetic algorithm to determine the diameters and heights that best 

represent the deoxyribonucleosides and phosphodiester linker based on experimental mean 

current levels of DNA hexamers(40) (Detail in Methods). Our initial attempt to use one diameter 

to model each nucleoside did not result in a good correlation between the model and 

experimental data (R2  0.5). Therefore, we optimized the diameters by modeling each 

deoxyribonucleoside with 16 slightly different diameters depending on its nearest neighbors 

(Supplementary Tables 2.1 and 2.2). The optimized set of parameters were used to construct the 

models of 4096 DNA hexamers. Each hexamer was positioned inside the mutant CsgG nanopore 

with the center phosphodiester linker at the approximated narrowest constriction site (Fig. 2.1a), 

and FEA and PNP equation system were used to compute the ionic current level through the 

nanopore device (Supplementary Fig. 2.1b). Experimentally, several discrete current levels are 

observed for each hexamer(40), perhaps due to the stepwise behavior of the helicase(38, 41). 

Therefore, we compared the current levels of our models to the experimental mean values of the 

corresponding hexamers. The overall correlation is surprisingly good (R2 = 0.91, Supplementary 

Fig. 2.3). 

In addition to current level variations, significant signal variations within each current 

level are also observed in the experimental data(40). Since both vertical translocation and lateral 

movements contribute simultaneously to the current signals, it is not possible to pinpoint 

precisely the physical origins of the variations. However, by modeling each process separately, 

we can determine the origins and magnitudes of the variations. We computed the standard 

deviation of the signal variations associated with the lateral movements by positioning the DNA 

hexamer at various accessible locations from the nanopore center. With the simplistic circular 
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cylinder model of DNA, we found that the signal variation is much greater than the experimental 

value (2.91 pA vs. 0.80 pA for (dC)6). To provide a more realistic model to mimic the overall 

shape of the deoxyribonucleosides, we modeled each nucleoside as an oval cylinder. The 

dimensions of the oval cross sections were optimized based on several constraints 

(Supplementary Figs. 2.4-2.6, and Supplementary Table 2.3). Using the oval cylinder models, we 

constructed the 3D models of four homopolymers, and computed the standard deviations of 

current levels due to lateral movements, including translations and rotations. The standard 

deviations for (dA)6, (dC)6, (dG)6, and (dT)6 were determined to be 0.77, 0.59, 0.97 and 0.74 pA, 

respectively, correlating very well with the experimental values (Supplementary Table 2.4). 

2.3 Homopolymers translocation 

Next, we investigated whether the nucleotide-to-nucleotide translocation of 

homopolymers through the mutant CsgG nanopore produces an observable periodic pattern. The 

current profiles were simulated by positioning the homopolymers at twenty consecutive locations 

along the vertical axis of the nanopore. Interestingly, we found that the current blockage profile 

of each nucleotide-to-nucleotide translocation event follows one period of a sine wave and the 

root mean square (RMS) amplitudes of the sinusoids range from 1.53 to 1.99 pA for the four 

different homopolymers (Fig. 2.1b, Supplementary Fig. 2.7 and Table 2.5). Non-homopolymers 

also follow a similar behavior with an average RMS amplitude of 1.72 pA (Fig. 2.1c, 

Supplementary Fig. 2.8a, b). Given that the RMS amplitudes are substantially greater than the 

signal variations due to lateral movements and measurement electronics noise (~ 1 pA), there is a 

possibility that the sinusoid patterns are observable in the experimental sequencing data. Since 

the sinusoid patterns of homopolymers are visually more apparent (Fig. 2.1b), we investigated 
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the possibility by examining the raw experimental current signal profiles of 25622 homopolymer 

regions (20-40 bases long) in chromosome 20 of the human genome(33). 

The experimental current profiles are acquired at a fixed frequency (4 kHz), but the DNA 

translocation velocity is not uniform. Therefore, the sinusoid pattern is warped in the spatial 

domain and may not be apparent in the temporal profiles. We developed a Viterbi algorithm to 

unwarp and map the current profiles into a sine wave function as predicted by our modeling. Not 

surprisingly, the current profiles of many homopolymers are mapped well to sine wave functions 

(Fig. 2.1e and Supplementary Fig. 2.9a-h). We found that ~70% of the nucleotide-to-nucleotide 

transition events are mapped well to a sine wave period. The remaining 30% of the events are 

mapped poorly because they either have two or fewer measured data points or the data points 

cluster in the spatial domain, perhaps due to the stepwise behavior of the helicase(38) 

(Supplementary Fig. 2.10). The inability to reliably detect the 30% or so transition events very 

likely leads to a high systematic error in decoding the lengths of many homopolymers. Based on 

the mapping results, we also determined data point and translocation velocity distributions 

(Supplementary Fig. 2.11). About 15% of nucleotide-to-nucleotide translocation events have 

three or fewer measured data points. Due to the sinusoid behavior of the current profiles and 

uneven spatial distribution of the limited number of data points acquired, the assignment of a 

single value to the current level of a hexamer is very problematic, potentially resulting in an 

uncertainty greater than the signal variations of lateral motions or electronic measurement noise. 

The large uncertainty could also make the current levels of many hexamers indistinguishable, 

leading to higher systematic errors. 

Our modeling results and analysis of the experimental data described above suggested 

that the current version of the mutant CsgG nanopore has the geometry required for highly 
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accurate DNA sequencing, and that the performance of the current ONT platform is limited by 

the detection bandwidth (4 kHz). We investigated whether ultra accurate DNA sequencing can 

be achieved if the bandwidth is increased to 20 kHz, which is achievable with a standalone (e.g. 

Axopatch 200B) or custom-designed CMOS amplifier(42). First, we modeled each hexamer to 

hexamer transition event by translocating the DNA in eleven spatially equal steps through the 

mutant CsgG nanopore using 2D models (Fig. 2.1a, c). The current levels of all possible hexamer 

to hexamer transition events were determined using 4096 x 11 models (Supplementary Fig. 2.8a, 

b). Signal variations due to lateral motions and electronic noise were simulated using a Gaussian 

distribution. The stochastic variations of translocation velocity were simulated using an inverse 

Gaussian distribution function (Supplementary Figs. 2.11, 2.12). We simulated the current 

profiles of 140,000 fragments of 1,000-base long sequences randomly selected from the 

reference human genome(33). Twenty current profiles (10 for the template strand and 10 for the 

reverse complement) were generated for each sequence. The simulated current profiles closely 

resemble those of the raw experimental sequencing data (Fig. 2.2a, b). The profiles were 

processed with a bandpass filter and segmented into three-level current profiles. The signals were 

then decoded using a Viterbi algorithm and a 3-state hidden Markov model (HMM) (Fig. 2.2c. 

Supplementary Fig. 2.13). Surprisingly, we achieved a high single-pass accuracy of 99.4% and 

extremely high consensus accuracy (zero error in 140 million bp at 20x sequencing depth). At a 

higher measurement bandwidth, the nucleotide-to-nucleotide transition events can be reliably 

detected, allowing for accurate homopolymer sequencing and the complete elimination of 

insertion and deletion errors. We also found that potential systematic errors due to decoding 

certain sequences with essentially indistinguishable current profiles can be completely eliminated 

by sequencing the complementary strands (Supplementary Fig. 2.14).  
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Figure 2.2 Sequence decoding using the sinusoid profiles of DNA translocation and a 3-

state HMM.  

(a) Raw experimental current profiles and decoded sequence. The profile was extracted from 

published data(33). The current profile (dotted line) was segmented into current levels 

(horizontal bars) using Metrichor and decoded using Guppy. The decoded sequence, which has 

two deletion errors, is shown below the reference sequence. (b) Simulated sequencing current 

profile. The same reference sequence from (a) was used for the simulation. The simulated profile 

(blue dots) is shown along the filtered data (orange) after the application of a 400-500 Hz 

bandpass filter. The DC component of the signal has been added to the filtered data for 

visualization purpose. (c) Sequence decoding using a 3-state HMM. The simulated data were 

segmented into 3-level current profiles based on the sinusoid pattern (Fig. 2.1b, c) and decoded 

using a Viterbi algorithm and a 3-state HMM. In this case, the sequence is decoded with 100% 

accuracy, identical to the reference. 

 

2.4 Optimal nanopore geometry 

Furthermore, we investigated how the nanopore geometries influence the amplitude of 

the sinusoid pattern, and current level variations (Fig. 2.3 and Supplementary Table 2.6). 

Unexpectedly, we found that the amplitude oscillates when the height of a nanopore with 1.0 nm 
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diameter decreases from 1.2 nm to 0.6 nm, and that a nanopore with 1.0 nm in both height and 

diameter produces an amplitude less than the signal variation due to lateral movements (Fig. 

2.3a, c). We also found that the sinusoid amplitude decreases quickly below the lateral signal 

variation as the diameter of a nanopore with 0.8 nm height increases from 1.0 nm to 1.4 nm (Fig. 

2.3b, d). A nanopore with a diameter of 1.0 nm and a height of 0.8 nm gives a very pronounced 

root mean square amplitude (3.9 pA), much greater than that of the mutant CsgG nanopore (1.53 

pA) and lateral signal variation (~1 pA). Engineering such a nanopore to further improve the 

detectability of nucleotide-to-nucleotide transition events and sequencing accuracy is potentially 

feasible considering that protein nanopores with similar dimensions already exist in nature and 

are being employed for DNA sequencing (e.g. the height of MspA nanopore is ~0.6 nm(43, 44) 

and the diameter of wild-type CsgG nanopore is only 0.95 nm(39)).  

 



16 

 

0

1

2

3

4

5

6

0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6

C
u

rr
e
n

t 
va

ri
a
ti
o

n
  

(p
A

)

Nanopore height (nm)

Vertical

Lateral

0

1

2

3

4

5

6

1.0 1.1 1.2 1.3 1.4

C
u

re
n

t 
va

ri
a

ti
o

n
 (

p
A

)

Nanopore diameter (nm)

Vertical

Lateral

50

60

70

80

90

100

110

120

130

0 0.5 1 1.5 2

C
u

rr
e

n
t 

(p
A

)

Translocation distance (nt) 

50

100

150

200

250

300

350

400

0 0.5 1 1.5 2

C
u

rr
e

n
t 

(p
A

)

Translocation distance (nt)

b

d

a

c

1.0 nm

0.6 nm

1.6 nm

1.2 nm

1.4 nm

1.0 nm

1.1 nm

1.3 nm

 

Figure 2.3 Influence of nanopore geometries on detecting nucleotide-to-nucleotide 

translocation.  

The nanopores are modeled as circular cylinders. The homopolymer (dC)9  is used as the DNA 

model and dC is modeled as an oval cylinder.  (a) Influence of nanopore height on current profile 

of homopolymer translocation. The diameter of the nanopore is kept constant at 1.0 nm while the 

height is varied from 0.6 nm to 1.6 nm (top to bottom in 0.1 nm step). (b) Influence of nanopore 

diameter on current profile. The height of the nanopore is kept constant at 0.8 nm while the 

diameter is varied from 1.0 nm to 1.4 nm. (c) Current signal variation vs. nanopore height. Root 

mean squares of the sine wave signals in (a) are shown along the standard deviations of signal 

variations due to lateral movements. (d) Current signal variation vs. nanopore diameter. Root 

mean squares of the sine wave signals in (b) are shown along the standard deviations due to 

lateral movements. 
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2.5 Methods 

2.5.1 Materials and general methods 

Finite element analysis (FEA) was performed using a Multiphysics software package 

(COMSOL, Inc.). The nanopore sequencing data acquired using MinION R9.4 chemistry were 

obtained from Jain et al(33). We used the current levels for DNA hexamers and current signal 

standard deviations, and software (Tombo, Scrappie, Metrichor and Guppy V2.1.3) provided by 

ONT for our analysis(45). Custom programs were written using MATLAB (MathWorks, Inc.) or 

Python.   

2.5.2 Physical model of mutant CsgG nanopore 

The geometry for the engineered mutant CsgG nanopore was extracted based on the X-

ray crystal structure of the wild-type protein and the open-pore current of the mutant protein. 

First, a surface contour map was taken from the crystal structure of Escherichia coli CsgG 

(Supplementary Fig. 2.1a)(39). The fine contour lines were then simplified by representing the 

curved surfaces of the two constriction areas with smooth arcs and the surfaces of the other less 

curvy areas with straight lines. Finally, the contour of the nanopore was approximated by slightly 

changing the curvatures of the two constriction areas such that the open-pore current of our 

model is in agreement with the experimental value of the mutant CsgG protein pore, which was 

approximated from raw sequencing data (about 200 pA under typical operation conditions of 300 

to 500 mM KCl and 180 to 250 mV applied voltage across the nanopore)(8, 33). The open-pore 

current of our CsgG model was computed using FEA and the PNP equation system described 

below.  
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2.5.3 Physical model of nanopore device and calculations of ionic currents 

The overall device is constructed as a cylinder of 200 nm in both diameter and height, 

which is divided into two equal chambers (cis and trans), with a nanopore protein positioned at 

the center separating the chambers (Supplementary Fig. 2.1b). FEA was used to calculate the 

electromagnetic field and ion fluxes through the pore. The potential and ions concentrations were 

determined using the Poisson equation: 

2
0( )/ rK Cl

F C C  + − =− − , 

where   is the potential inside the nanopore device, F is the Faraday constant, 
K

C + is the 

concentration of K+, 
Cl

C − is the concentration of Cl-, 0 is the dielectric permittivity of vacuum, 

and r is the relative dielectric permittivity of the medium. Nanopore surface charge may 

influence the flux of ions. In our model, however, the nanopore surface is assumed neutral. Both 

the cis and trans chambers contain 400 mM KCl and a 180 mV potential is applied across the 

chambers. Water in confined space has been reported to have a very low dielectric permittivity (

2r = )(46). DNA in free solution also has a low dielectric permittivity ( 6r = )(47). Its 

permittivity in confined space has not been determined, but is likely very low as well. Therefore, 

we used a low relative permittivity ( 2r = ) for both water and DNA inside the nanopore region. 

The ion fluxes were computed using the Nernst-Planck Equation: 

diff
B

eZC
J D C

k T


→  
=−  +  

 
, 
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where 𝐽 is the ion flux, Ddiff is the effective diffusion coefficient, C is the concentration of ions, e 

is the elementary charge, Z is the ionic charge, 𝑘𝐵 is the Boltzmann constant, and T is the 

absolute temperature. The diffusion coefficients of K+ and Cl- were set to 1.95×10-9 m2/s and 

2.03×10-9 m2/s, respectively. T was set to 293.15 K. The hydrodynamic radii of K+ and Cl- were 

assumed equal with a value of 3.3 Å as reported(48). When the distance of the ion is one 

hydrodynamic radius or greater from the nanopore surface, the diffusion coefficient is expected 

to be constant as in bulk solution (
0
diffD ). As the ion approaches the surface of the nanopore, its 

diffusion coefficient is expected to decrease due to increasing friction. The effective diffusion 

coefficient ( diffD ) was modeled as a function of distance (d) from the nanopore surface:

0
diff diffD D= , where /3.3d=  for d < 3.3 Å and α = 1 for d   3.3 Å.  

To minimize computations, the models were discretized using mesh sizes with finer 

meshes for the locations closer to the surfaces of the DNA and nanopore, and with larger mesh 

sizes for other areas. Since our nanopores and cylinder models of DNA have cylindrical 

symmetry around the vertical axis through the center, only 2D models are required for FEA. The 

ion fluxes for the 3D models were calculated by integrating across the vertical cross-sectional 

area of the nanopore. We calculated the ionic fluxes using five cross-sectional areas 

perpendicular to the vertical axis of the nanopore between the deoxyribonucleosides and 

phosphodiester linker in the center of the pore. The median value of the five calculated fluxes 

was used to represent the ionic current level. The calculated current was then normalized by 

multiplying its value with a correction factor of 0.89, which is the ratio of the open pore current 

of experimental measurement (200 pA) to that calculated from our model (224 pA). The use of 

2D models for finite element analysis dramatically reduced the amount of computations required, 



20 

 

allowing us to model tens of thousands of configurations using a desktop computer (Intel Core i9 

4 GHz processor with 16 cores/32 threads running and 128 GB of DDR4 RAM). The extensive 

modeling would not be feasible using all-atom molecular dynamic simulations.  

2.5.4 Modeling of DNA as a linear structure of connected circular cylinders 

Briefly, we used FEA and PNP system to compute the ionic current levels of ten 

thousand models of DNA hexamers with various combinations of putative diameters and heights 

through the mutant CsgG nanopore. We developed an algorithm for accurate prediction of the 

current levels of any hexamer (Supplementary Fig. 2.2). An optimal set of diameters and heights 

of the nucleosides and phosphodiester linker was then obtained by evolving the dimensions of 

the DNA hexamers such that their current levels best fit the corresponding experimental data 

(Supplementary Fig. 2.3). 

We first investigated whether DNA can be approximated as a simple circular cylinder 

model with axial symmetry, and whether the dimensions of the nucleosides and phosphodiester 

linker can be extracted from the current levels of 4096 hexamers that are determined from 

experimental nanopore DNA sequencing data. We modeled DNA as a rigid linear structure of 

connected cylinders. The deoxyribonucleosides (dA, dC, dG and dT) were modeled as cylinders 

with the same height, but of different diameters. The phosphodiester linker was also modeled as 

a cylinder. Our aim was to determine the optimal set of diameters and heights based on 

experimental data such that the computed ionic current levels of all 4096 hexamers through the 

CsgG nanopore have a good correlation to those measured experimentally. The task turned out to 

be quite challenging due to the extensive modeling required to explore the large parameter space 

(millions of combinations). Therefore, we developed a genetic algorithm to overcome the 

challenge.   
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To reduce the amount of modeling required, we first established a method for predicting 

current level of any DNA hexamer. Ten thousand models of hexamers with various combinations 

of putative diameters and heights were constructed and their ionic current levels through the 

CsgG nanopore were determined using FEA and PNP equation system. The diameters and 

heights were randomly sampled within a reasonable ranges estimated from the crystal and 

chemical structures of DNA. The model dataset (M) contains the height and diameter parameters, 

and the current levels of the hexamers:  

 1 1 2 2 10000 10000( , ),( , ),...,( , ),...,( , )i iM D I D I D I D I= , 

where iD is an instance of the 10,000 models and Ii is the corresponding current level. iD is 

represented as:  

 1 2 3 4 5 6, , , , , , , ,i i Base i Linker i i i i i i i LinkerD h h d d d d d d d− − −= ,  

where hi-Linker is the linker height, hBase is the height of the deoxyribonucleosides, di1 to di6 are the 

diameters at the 1st to 6th positions along the hexamer, and di-Linker is the diameter of the 

phosphodiester linker. The model dataset was used to predict the current level of any hexamer 

with any dimensions based on the similarity of the dimensions of its constituents to those in the 

model dataset. Since the DNA base closer to the narrowest constriction site of the nanopore 

contributes more to current blockade than the ones further away, the contributions of the 

hexamer  1 2 3 4 5 6, , , , , , , ,Base Linker Linkerx h h d d d d d d d=  at different positions were weighted by a 

factor 
ker 1 2 3 4 5 6 ker

{ , , , , , , , , }
Base Lin Lin

I I I I I I I I I
f

h h d d d d d d d

        
=
        

. The partial derivative is taken at the center of 

the parameter space. The algorithm was implemented using MATLAB as described below.  
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Algorithm 2.1 Algorithm for predicting the current level of any DNA hexamer 

Input:  Dimensions of nucleosides and linkers of a given hexamer (x), weight factor f, and the 

model dataset (M): 

 1 2 3 4 5 6, , , , , , , ,Base Linker Linkerx h h d d d d d d d= , 

 1 1 2 2 10000 100000( , ),( , ),...,( , ),...,( , )i iM D I D I D I D I= ,  

where  1 2 3 4 5 6, , , , , , , ,i i Base i Linker i i i i i i i LinkerD h h d d d d d d d− − −=  

Output: Predicted current level (Ix) of the input hexamer x. 

Outline of algorithm: 

For all Di in M  

 Calculate the dimensional similarity distance between 𝑥 and iD using similarity 

distance (SD): 

  

9
2

,
1

( )i j j i j
j

SD f x D
=

= − , where the subscript j represents each of the 9 

corresponding sub elements in f, x and Di. 

End 

Identify the k hexamers that are most similar to x based on similarity (with the smallest SD 

values, k = 7); 

Compute the current level (Ix) for 𝑥 by averaging the current levels of the most similar 

hexamers. 

The accuracy of our prediction algorithm was assessed by leave-one-out cross validation. 

The correlation between the predicted and the model current levels is excellent with a root mean 

square error of 1.90 pA and R2 of 0.996 (Supplementary Fig. 2.2).  

Next, we developed a genetic algorithm to evolve a set of parameters for the diameters 

and heights of the deoxyribonucleosides and phosphodiester linker using experimentally 

determined current levels of 4096 DNA hexamers. The experimental data set consists of: 

 1 1 2 2 4096 4096( , ),( , ),...,( , ),...,( , )E E i Ei EE E I E I E I E I= ,  

where Ei is one of the 4,096 DNA hexamer and IEi is its corresponding experimental current 

level. The experimental current data were provided online by ONT(40). Our initial attempt to use 

only one diameter to model each nucleobase gave reasonable correlation between the model and 
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experimental current levels (R2  0.5). However, it is well known that each nucleobase interacts 

with its two nearest neighbors, thus the effective hydrodynamic radius of each nucleobase is 

expected to vary slightly depending on its two nearest neighbors. Therefore, we optimized the 

diameters by modeling each base with 16 slightly different diameters depending on its two 

nearest neighbors. 

The parameter space consists of the diameters and heights for four deoxyribonucleosides 

and a phosphodiester linker. Considering nearest neighbor effect, the entire set of parameters can 

be represented by ( ) ( ) ( ) ( ) 1 16 1 16 1 16 1 16base Linker Linker A C G TH ,H ,D , D , D , D , D
− − − −

= , where HBase is the 

height of the nucleosides, HLinker is the height of the phosphodiester linker, DLinker is the diameter 

of the phosphodiester linker, and (DA)1-16, (DC)1-16, (DG)1-16 and (DT)1-16  are the diameters of the 

dA, dC, dG and dT, respectively, each with 16 different nearest neighbor pairs. Each individual 

in the population P consisting of 4096 hexamers is represented as  1 2 3 4 5 6iP X ,X ,X ,X ,X ,X ,= , 

where X1 to X6 is any one of the nucleosides (dA, dC, dG or dT). First, the parameter set  was 

initialized with a random set of values roughly within the ranges estimated from the chemical 

structures of DNA. The current level for each of the hexamer Pi was calculated using the 10,000-

model dataset and the current prediction algorithm (Algorithm 2.1) as described above. The 

fitness of the parameters was evaluated by the sum of the root mean square errors between the 

predicted and the experimental current levels for all hexamers. The set of parameters giving the 

smallest root mean square error has the best fitness. The population was then updated with the 

parameters that gave the best fitness and the evolution process continued until convergence or 

termination. The algorithm was implemented using MATLAB as follows. 
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Algorithm 2.2 Genetic algorithm for optimizing the diameters and heights of 

deoxyribonucleosides and phosphodiester linker based on experimental data 

Input: A reference experimental dataset (E) and 10k model dataset (M):   

  1 1 2 2 4096 4096( , ),( , ),...,( , ),...,( , )E E i Ei EE E I E I E I E I=  

 1 1 2 2 10000 10000( , ),( , ),...,( , ),...,( , )i iM D I D I D I D I= , 

Output: The diameters and heights of the cylinders used to represent the four 

deoxyribonucleosides and the phosphodiester linker. To account for nearest neighbor 

effect, a set of 16 slightly different diameters is determined for each nucleoside.  

Outline of the algorithm: 

Initialize the first-generation population using a set of parameters; 

While the termination condition of the algorithm is not satisfied do 

 For each individual Pi in the population do 

  Generate the dimensional parameters of all hexamers; 

  Predict the current levels of all hexamers using the prediction algorithm (Algorithm 

1) and model data set M; 

  Compute sum of the root mean square errors between predicted and experimental 

current levels as a fitness function using the predicted current levels and 

experimental data set E; 

 End 

 Update the next generation of population based on the fitness function; 

End 

Output the optimized set of parameters. 

 

After the extraction of a set of optimal parameters for the cylinder models of the 

nucleosides and phosphodiester linker (Supplementary Tables 2.1 and 2.2), the current levels for 

all DNA hexamers through the MinION CsgG nanopore were determined using FEA and PNP 

equation system as described earlier. The correlation between the modeling results and 

experimental data was calculated (Supplementary Fig. 2.3). 

2.5.5 Modeling of DNA as connected oval cylinders 

Even though the four deoxyribonucleosides share the same deoxyribose moiety, each 

nucleoside has a different size and shape. To provide a more realistic model for the DNA bases, 

we modeled each nucleoside with an oval cylinder with one axis of reflection symmetry. The 
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shape of each nucleoside was constructed using three circular arcs based on several constraints 

(Supplementary Figs. 2.4-2.6) as follows: 1) the cross sectional area be equal to that of the 

cylinder models; 2) the ionic current level be equal to that of the cylinder models; 3) the diameter 

of one of the arcs (rs) be equal to the diameter of the cylinder representing the phosphodiester 

linker, 4) the distance between the centers of the two arcs on the long axis (d) be chosen such 

that the standard deviation of the signal variations due to the movements of the center of mass of 

the model along the long axis from the center of the nanopore is close to the same-level standard 

deviation of the experimental data. 

First, rs was set to be equal to the radius of the phosphodiester linker determined earlier 

using the cylindrical models. Various values were assigned to d to calculate rb and R based on 

the constraint that the total cross sectional area of the oval be equal to that of the circular cylinder 

model, and the current level be equal to that of the cylinder model. A 3D model was constructed 

for each homopolymer hexamer. The current level of the hexamers with center of mass 

positioned at several different distances from the horizontal center of the CsgG nanopore were 

computed using FEA and PNP equation system. Since the current levels for equal displacement 

of center of mass of the oval along both the long and short axes from the nanopore center are 

found to be almost identical (Supplementary Fig. 2.5b), the standard deviations of the current 

signals due to lateral movements from the nanopore center can be calculated. If we assumed each 

position in the horizontal cross section of the nanopore is accessible to the DNA hexamer with 

equal probability, the standard deviation of current variations due to lateral movements can be 

determined by: 

max max

22

2 20 0
max max

2 2l l
l llI lI

dl dl
l l


 

= − 
 

  , 
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where l is the lateral displacement from the nanopore center (at which l = 0), maxl is the 

maximum accessible displacement, lI is the current level when the DNA hexamer is laterally 

displaced l distance from the pore center. For each homopolymer hexamer with the various 

putative d values, the standard deviations of current variations were computed. The optimal set 

of parameters (rs, rb, d and R) was then determined by minimizing the difference between the 

standard deviations of the model and experimental data (Supplementary Fig. 2.6, Supplementary 

Table 2.3). 

2.5.6 Modeling of nucleotide-to-nucleotide translocation of DNA homopolymers through 

nanopores 

The nucleotide-to-nucleotide translocation of four different DNA homopolymers through 

the mutant CsgG nanopore were simulated by computing the current levels of homopolymers 

positioned at 20 consecutive locations along the vertical axis of the nanopore (Fig. 2.1a). The 

nucleosides were modeled as oval cylinders with their cross sectional center of mass positioned 

along the nanopore vertical axis. In addition to electric-field-driven translocation along the 

vertical axis of the nanopore, the DNA molecule may also undergo rapid rotation and lateral 

translational movements inside the nanopore due to thermal kinetic energy. These thermal 

motions also introduce variations in the current levels. Therefore, we also computed the current 

level variations of the homopolymers as described above (Supplementary Table 2.4).  For 

comparison, we also computed the current profiles for homopolymers modeled as circular 

cylinders. The profiles are also identical to the profiles obtained with the oval cylinder models 

(Supplementary Fig. 2.7). 
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2.5.7 Mapping of homopolymer sequencing data to sine wave functions 

We extracted the raw current profiles of 25622 sequences containing between 20-40-base 

homopolymers on chromosome 20 of the human genome that has been sequenced using MinION 

R9.4 chemistry for our analysis(33).  The raw current signals were aligned to the genome 

sequences using Tombo and decoded using Metrichor and Guppy. The decoded sequences were 

aligned to the reference genome sequences based on the time stamps in the processed data. Prior 

to mapping, the baselines for the current profiles and the signal boundaries of the homopolymers 

were determined. The baselines were calculated by averaging using a window of 11 data points. 

The boundaries of the current signals for the homopolymers were first estimated using Tombo 

and Metrichor segmentation data, and then further narrowed down based on the variation of 

several nearby data points. Two bases at both ends of the signal were not included in the analysis 

to exclude the influence of the nearby non-homopolymer sequences. 

The experimental data were acquired at a fixed frequency of about 4 kHz and a read rate 

of about 450 nt/s (~9 data points per base), but the translocation process is stochastic due to 

thermal motions and stepwise behavior of the helicase. Therefore, the data points acquired 

during the translocation from one nucleotide to another are spatially warped, and therefore are 

not expected to fit literally to a sine wave. To investigate whether the data follow a sinusoid 

pattern if the time-serial data points are mapped or unwarped into spatial data with equal spacing 

in distance, we developed a method based on the Viterbi algorithm for mapping the experimental 

data to sine wave functions.  

The experimental time-serial data for each homopolymer is represented by: I = {I1, I2, …, 

Ii, …, IL}, L is the total number of data points. The associated baseline data is represented by: B = 

{B1, B2, …, Bi, …, BL}. The sinusoid model data of an N base long homopolymer represented by 
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N sine wave periods were digitized into data points with equal spatial spacing: M = {S1, S2, …, Sj 

,…, Sz}, where z = N×k and k is the number of data points per sine wave period. To account for 

potentially large warping in the experimental data, we used a large number of data points per 

sine wave period (k = 100). We assumed that DNA translocation velocity for the temporal data 

points collected at fixed 4 kHz frequency follows an inverse Gaussian distribution function. The 

sine wave was assumed to have an amplitude of 2.2 pA, which is approximately equal to the 

lowest value determined from the experimental and modeling data (Supplementary Table 2.5). 

The algorithm was implemented using Python as described below. 
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Algorithm 2.3 Viterbi algorithm for mapping experimental data to sine wave functions 

Input: 1) Experimental current data I and baseline data B, both with L data points;  

2) Model data M of N sine wave periods, each of which has k data points; 

3) Standard deviation () of the current signal variation due to thermal lateral 

movements; 

4) Specified mean ( ) and shape parameter ( ) for the inverse Gaussian function ( ,g m
); 

5) Frequency of data sampling rates ( f ).  

Output: Map the experimental temporal data points onto the periods of a sine wave function 

with equal spacing in distance. 

Outline of algorithm: 

Initialize: map the first signal I1 onto the first sine wave period. 

  for i =1 to k, calculate 

  
1

2
1 1

2

( )
exp

2
i i
I

I B S
p



 − −
= − 

 
 

For i = 2 to L do 

For m = i to k×i, (m = k×N if i > N), determine  

 
1 ,max( )gm m m

i i g i i
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I I S I B

g
p p  

−
=  for g from (m – k) to ( 1m− ), (g = 1 if (m - k) < 1) , 
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1 ,argmax( )gm m m

i i g i i

SS S S
I I S I B

g

q p  
−

=  for g from (m – k) to ( 1m− ), (g = 1 if (m - k) < 1); 

 End 

End 

argmax( )g

L

S

L I
g

Q p=  for g from 1 to k×N 

For i = L - 1 to 1, calculate 

1

1

Qi

i

S

i IQ q +

+
=  

End 

Assign each experimental data point (I1, I2,…, Ii, …,IL) onto a position of a sine wave 

function 1 2( , ,..., ,..., )i LQ Q Q Q . 

 

Up on close examination of the raw current signals, we found that the velocity distribution, 

noise level and baseline signal could vary substantially for individual homopolymer region. 
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Therefore, we accounted for the local variations by refining the parameters based on the current 

profile of the individual homopolymer region. The mapping was performed iteratively using the 

algorithm. In the first iteration, a set of average parameters that were determined from all the 

data (µ = 450 nt/s, λ = 800 nt/s and  = 0.9 pA) was used for the mapping. The parameters (µ,  

and ) were then refined based on the mapped positions of the experimental data points relative 

to the sine wave periods and another round of mapping was performed. The process was repeated 

until the mean square error between experiment current levels and sine wave function could not 

be minimized any further. The coefficient of determination (

2 2 2
Measured Model Measured Baseline1 (I  - I ) / (I I )R = − −  ) was calculated and used as one measure of 

mapping quality score. In addition, the quality of the mapping was also quantified by the 

distribution of the data points in 6 equally spaced sub-segments of each sine wave period: good 

(≥ 1 data point in at least 5 sub-segments), fair (≥ 1 data point in 3 or 4 sub-segments), and poor 

(≤ 2 sub-segments have data points) (Supplementary Fig. 2.10)  

To further validate our approach, we also mapped simulated evenly spaced sine wave data 

with a similar amplitude (2.2 pA) and added signal variation (standard deviation  = 0.9 pA), 

and simulated data with random noise (normal distribution with standard variation  = 2.0 pA) 

(Supplementary Fig. 2.9g, h)  

2.5.8 Translocation velocity distribution 

We determined the mean and variation of translocation velocity using both homopolymer 

mapping data and 1 million base randomly selected from the experimental sequencing data 

(Supplementary Fig. 2.11a-d). For the homopolymers, we extracted the number of data points in 

each sine wave period (and thus nucleotide) to obtain the distribution (data points/nt), and 
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calculated the translocation velocity distribution. For the other sequencing data, per-base data 

points were determined based on the segmented current levels (using the software Tombo). The 

distribution was then transformed into velocity distribution. The means and standard deviations 

of the distributions were then determined. 

2.5.9 Simulations of nanopore sequencing of human genome 

We expect that nucleotide-to-nucleotide transition events of all DNA hexamers follow a 

sinusoid. If observable and considered, the sinusoid patterns not only allow for the accurate 

counting of the numbers of bases in homopolymer regions, but also enable higher single-pass 

basecalling accuracy and consensus accuracy. To simulate the current profiles associated with 

the nucleotide-to-nucleotide transition events requires the construction and analysis of a large 

number of 3D models for all 4096 DNA hexamers (20 x 4096), which is computationally very 

demanding or impractical.  

To make our modeling computationally manageable, we used several strategies to 

simplify our modeling and computations. First, we used circular cylinder models to represent the 

DNA hexamers and pentamers. Because of the axial symmetry of the circular cylinder models, 

the current levels of the hexamers and pentamers through CsgG nanopore can be modeled and 

computed using 2D modeling. We found that there is a good correlation between the model and 

experimental data (R2 = 0.91, Supplementary Fig. 2.3) and the current profiles of the cylinder 

models and the oval models of the four DNA homopolymers are almost identical (Fig. 2.1b and 

Supplementary Fig. 2.8). Second, the current signal variation due to lateral movements and 

measurement electronics noise is approximated using the mean of the standard deviations (0.9 

pA) of the experimentally determined values of homopolymers. The value is slightly higher than 

the mean value computed (0.77 pA) based on the oval cylinder models of four DNA 
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homopolymers (Supplementary Table 2.4). Third, to model the nucleotide-to-nucleotide 

translocation of all 4096 hexamers, we constructed 11 models for each transition from one 

hexamer to another hexamer by positioning the models at 11 equally spaced steps along the 

vertical axis of the CsgG nanopore. The current levels of all the models (4096 x 11) were 

computed using FEA and the PNP equation system. The root mean square amplitude of each sine 

wave associated with each transition event was determined as square root of the difference 

between the current level of the pentamer and the mean value of the two hexamers. For the 

computational sequencing experiments, we simulated the current profiles using the same CsgG 

nanopore employed in the ONT MinION R9.4 chemistry and the same signal variation due to 

lateral movements (0.9 pA), but at a higher measurement bandwidth (20 kHz). The stochastic 

behavior of translocation velocity was modeled using an inverse Gaussian distribution: 

2

3 2

( )
( ; , ) exp

2 2

v
f v

v v

  
 

 
 −

= − 
 

, 

where vis the DNA translocation velocity (nt/s),   is the mean velocity, and is the shape 

parameter that is determined by the standard deviation of the velocity distribution (
3 2/ v  = ) . 

The mean and standard deviation of translocation velocity (  = 450 nt/s and v =239 nt/s) 

were chosen to mimic closely the experimental conditions of the ONT MinION platform 

(Supplementary Fig. 2.11a-e). Signal variations due to lateral movements were simulated using a 

Gaussian distribution. 140 million base pairs (140,000 sequences of 1 kbp fragments) were 

randomly selected from the human genome (GRCh38) and sequenced at 20x depth (10 each of 

the two complementary strands). 
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Next, we developed an algorithm to decode the simulated current profiles into DNA 

sequences. First, the simulated data were processed using a bandpass filter with a bandwidth of 

400 Hz to 500 Hz (using bandpass function in MATLAB). Second, the time stamps of the local 

maximum and minimum values on the filtered signal profiles were used to estimate the positions 

of current levels corresponding to the pentamers and hexamers. The current levels of the 

pentamer and hexamer were determined by averaging three current levels (data points) around 

the crest and trough of each sine wave period, respectively. Third, the current profiles were 

decoded into DNA sequences using a Viterbi algorithm by finding the optimal paths through the 

data represented as a 3-state HMM (Fig. 2.1c, Fig. 2.2c, Supplementary Fig. 2.13). In our 

implementation, we treated the transitions from one state to another differently. Only one 

possibility is allowed for a transition from a hexamer to a pentamer, but four possible transitions 

are allowed for the transition from a pentamer to a hexamer. For example, the pentamer transits 

to hexamer ACGTAC must be ACGTA, and the pentamer ACGTA is allowed to transit to any 

one of four possible hexamers (ACGTAA, ACGTAC, ACGTAG and ACGTAT). The very ends 

of the profiles (20 bases at each end) were excluded from the analysis.  

The simulated current profiles were processed and decoded. Single-pass accuracy was 

determined by aligning the decoded consensus sequences for the template and reverse 

complementary strands of each sequence separately by the progressive alignment method (using 

multialign function in MATLAB). The consensus sequences were then aligned to the reference 

sequences using the Smith-Waterman algorithm to identify errors. If a consensus basecall does 

not agree with the reference, the basecall is considered as an error (either mismatch, insertion or 

deletion). A basecall is considered correct if the consensus basecalls of both strands or the 

consensus basecall by one strand with a higher quality score agrees with the reference. The 
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quality score is calculated as the percentage of the consented calls out of the 10 sequencing 

experiments for each strand. In some rare cases, the consensus basecalls of the two 

complementary strands do not agree with one another and the percentages of both consensus 

basecalls out of the 10x sequencing experiments are the same. Out of the 140 million bp 

sequenced, we encountered 63 such cases. Very interestingly, we found that one of the 

complementary strands contains a sequence with a current profile which is essentially 

indistinguishable from another sequence combination, leading to the ambiguity in calling the 

profile into two different bases with almost equal probability (Supplementary Fig 2.14). In those 

cases, we calculated the RMS of the Euclidean distance between the current profiles of the two 

ambiguous calls. A higher quality score was assigned to the strand with a larger RMS distance 

since the accuracy of the call is greater for a sequence with a profile that is less similar to other 

sequence(s) (Supplementary Fig. 2.14). As expected, in all 63 cases, the RMS distances of the 

profiles of the putative pair of one strand  are on the order of or less than the signal variation due 

to lateral movements and electronic noise (with a standard deviation of 0.9 pA), the profiles of 

the pair cannot be reliably differentiated, leading to ambiguity in basecalling. However, in all 

cases, the RMS distances of the profiles of the putative pairs of their corresponding 

complementary strands are much greater than 0.9 pA, enabling accuracy basecalling. 

2.6 Conclusions 

In conclusion, the use of simple cylinder models to represent DNA enabled us to perform 

extensive modeling of DNA translocation through nanopores using FEA, and the classical 

Poisson Nernst-Planck equation system. The work would not be feasible computationally using 

molecular dynamic simulations. Despite the simplicity of our models and the use of the 

continuum physics, the results from our modeling of current levels, signal variations due to 
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vertical translocation and lateral movements correlate well with experimental data. We showed 

that the current profiles of the nucleotide-to-nucleotide translocation of DNA through CsgG 

nanopore follow a sinusoid and that the behavior is observable in the experimental sequencing 

data. Moreover, our modeling also revealed the feasibility of accurate sequencing using the 

CsgG nanopore, and the bandwidth limitation of the current MinION platform. Using a 20 kHz 

measurement bandwidth and a 3-state HMM for sequence decoding, we performed 

computational sequencing of the human genome and demonstrated the feasibility of ultra 

accurate nanopore DNA sequencing (with single-pass accuracy of 99.4%, zero error in 140 

million bp at 20x sequencing depth). Our modeling also provides insights into the physical 

origins of the current signal variations and the engineering of nanopores to improve the detection 

of nucleotide-to-nucleotide transition events and sequencing accuracy.  

2.7 Supplementary information 

Supplementary Table 2.1 Optimized dimensions of deoxyribonucleosides and 

phosphodiester linker based on experimental data 

The dimensions were determined using only models and experimental data for four 

homopolymers, (dA)6, (dC)6, (dG)6, (dG)6, and (dT)6. 

Linker and Base Height (Å) Radius (Å) 

Phosphodiester linker 2.99 2.31 

dA  

2.88 

 

 

3.90 

dC 3.65 

dG 4.04 

dT 3.81 
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Supplementary Table 2.2 Optimized dimensions of deoxyribonucleosides and 

phosphodiester linker with consideration of nearest-neighbor effect 

The effective radius of each base is dependent on its two nearest neighbors. Sixteen values are 

determined for each nucleoside. 

Radius (Å) 
Neighboring nucleoside above Neighboring 

nucleoside  
below dA dC dG dT 

N
u

c
le

o
s
id

e
 (

in
 t

h
e
 m

id
d
le

) 

 

dA 

3.90 4.12 3.88 4.26 dA 

3.73 3.95 3.77 4.09 dC 

4.07 4.18 4.04 4.35 dG 

3.65 3.90 3.63 4.00 dT 

dC 

3.23 3.48 3.26 3.85 dA 

3.46 3.65 3.41 3.90 dC 

3.33 3.63 3.41 3.91 dG 

3.31 3.57 3.26 3.74 dT 

dG 

4.01 4.11 3.93 4.31 dA 

3.85 4.02 3.79 4.20 dC 

4.17 4.15 4.04 4.38 dG 

3.76 3.89 3.63 4.05 dT 

dT 

3.07 3.23 3.20 3.74 dA 

3.08 3.32 3.24 3.79 dC 

3.33 3.34 3.33 3.80 dG 

3.28 3.48 3.31 3.81 dT 
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Supplementary Table 2.3 Dimensions of oval cylinder models of deoxyribonucleosides 

 

Parameter 
Dimensions (Å) 

dA dC dG dT 

Oval long axis 4.34 4.32 4.36 4.33 

Oval short axis 3.56 3.17 3.89 3.48 

R 4.76 5.67 4.49 4.88 

d 3.21 3.42 3.01 3.25 

rb 3.15 2.90 3.40 3.10 

rs 2.31 

Height 2.88 
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Supplementary Table 2.4 Current signal variations due to lateral movements inside mutant 

CsgG nanopore 

ND: not determined. 

Measured or modeled 

Standard deviation of signal variation (pA) 

(dA)6 (dC)6 (dG)6 (dT)6 

             Experimental 0.94 0.80 0.95 0.91 

Modeling Oval cylinder 0.77 0.59 0.97 0.74 

 Circular cylinder ND 2.91 ND ND 

             Electronic/amplifier noise ~1.0  

 

Supplementary Table 2.5 Current level variations of nucleotide-to-nucleotide translocation 

through mutant CsgG nanopore 

The homopolymers are modeled as linear connected oval cylinders. 

Measured or Modeled (dA)6 (dC)6 (dG)6 (dT)6 

Experimental  

Mean current level (pA) 86.49 98.89 73.67 90.68 

Standard deviation of levels (pA) 1.52 1.40 1.51 1.51 

1/2 of peak to peak variation 

(pA) 
2.15 1.98 2.14 2.14 

Modeling 

Mean current level (pA) 88.10 101.17 75.47 90.92 

Root mean square of sine wave 

(pA) 
1.77 1.53 1.99 1.69 

Amplitude of sine wave (pA) 2.46 2.15 2.86 2.45 
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Supplementary Table 2.6 | Vertical and horizontal current variations for nanopores with 

various dimensions. The data were based on modeling of (dC)6.  

Nanopore 

Diameter (nm) 
Nanopore Height 

(nm) 

Variation due to 

translocation 

along vertical 

axis (pA) 

Variation due to  

lateral horizontal 

movement (pA) 

1.0 

0.6 5.30 0.585 

0.7 5.08 0.573 

0.8 3.84 0.567 

0.9 1.97 0.558 

1.0 0.21 0.547 

1.1 1.17 0.524 

1.2 1.96 0.510 

1.3 2.08 0.504 

1.4 1.69 0.489 

1.5 0.89 0.472 

1.6 0.12 0.456 

1.1 

0.8 

2.92 1.733 

1.2 2.09 2.556 

1.3 1.37 2.353 

1.4 0.83 1.488 
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Supplementary Figure 2.1 Mutant CsgG nanopore geometry and nanopore device model. 

(a) The surface contour map was taken from the crystal structure of the wild-type protein. The 

2D contour around the constriction site is approximated by three arcs, which were positioned 1Å 

from the surface contour of the crystal structure to account for mutations made to the wild-type 

CsgG nanopore protein. The narrowest constriction point of the nanopore geometry was 

estimated by modeling of current level using FEA and PNP equation system. (b) A model of the 

nanopore device used for FEA. Not drawn to scale. 
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Supplementary Figure 2.2 Accuracy of algorithm for prediction of current levels of DNA 

hexamers.  

The accuracy of our prediction algorithm was assessed by using leave-one-out cross validation. 

The correlation (R2) and root mean square error between the predicted current levels and the 

model current levels were determined to 0.996 and 1.90 pA, respectively. 
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Supplementary Figure 2.3 Correlation of model and experimental current levels of DNA 

hexamers.  

The 4096 hexamers were modeled as circular cylinders. The correlation between the modeling 

and experimental data is excellent (R2 = 0.91). 
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Supplementary Figure 2.4 Determination of the dimensions of the oval cross sections of 

deoxyribonucleosides.  

The oval cross section for each nucleoside was constructed using three arcs with different radii. 

The dimensions of the arcs were optimized using three constraints: cross section area, current 

level and current signal variations due to the lateral movements from the nanopore center. 
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Supplementary Figure 2.5 Current variations due to lateral movements from nanopore 

center and the dimensions of models. 

(a) Illustration of the lateral movements along the long axis or short axis of an ellipse inside a 

nanopore.  (b) Changes in current level due to movements of the center of mass of an elliptical 

cylinder with cross section of 3.8 Å (short axis) x 4.2 Å (long axis) away from nanopore center. 

(c) Changes in current level when the cross section is morphed from a circle with 4 Å radius to 

elliptical cross sections of various long axis length while the total cross sectional area is 

maintained the same. (d) Standard deviations of current levels due to lateral movements of 

elliptical cylinders with various long axis lengths inside the nanopore. The cross section areas of 

the ovals were kept the same as the sectional area of the cylinder used to represent the 

deoxyribonucleoside (dG in this example). 
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Supplementary Figure 2.6 Modeling of deoxyribonucleosides as oval cylinders. 

Show are the cross sections of the oval cylinders used to model the DNA nucleosides (dA, dC, 

dG and dT). 
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Supplementary Figure 2.7 Sinusoid profiles of nucleotide-to-nucleotide translocation of 

DNA homopolymers through mutant CsgG nanopore. 

The homopolymers were modeled as circular cylinders using the dimensions from 

Supplementary Tables 2 and 3. The nucleotide-to-nucleotide translocation was modeled by 

moving the DNA along the nanopore vertical axis in twenty equal steps.   
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Supplementary Figure 2.8 Sinusoid profiles of nucleotide-to-nucleotide DNA translocation 

through a mutant CsgG nanopore and distribution of RMS amplitudes of the transition 

events. 

The translocation from one hexamer (H1) to the next hexamer (H2) transits through a pentamer 

(P1). The current levels of the hexamers and pentamers, which were modeled as circular 

cylinders, were determined using FEA and the PNP equation system by positioning the circular 

cylinder models of the DNA at eleven evenly spaced positons along the vertical axis of the 

mutant CsgG nanopore.  (a) Current profiles of non-homopolymer transition events. For 

examples are shown. The profiles of about 80% of the 4096 hexamers are similar to the top two 

profiles (red and blue). The remaining 20% of the hexamers have profiles similar to the bottom 

two profiles (yellow and green). (b) Distribution of RMS sine wave amplitudes. The hexamer to 

hexamer transition events follow a sine wave pattern and the RMS of the sine wave amplitude of 

each transition events was computed by dividing the peak-to-peak amplitude by 2 2 . The 

peak-to-peak amplitude was calculated as the difference between the current level of the 

pentamer and the mean of the current levels of the two corresponding hexamers.  
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Supplementary Figure 2.9 Mapping of current signals to sine wave functions and decoding 

of homopolymers. 

The raw experimental time-serial data and simulated data have evenly spaced data points. The 

temporal data points are unwarped and mapped to a sine wave function with equally spaced data 

point in the spatial domain.  (a)-(f): Six examples in which there are at least one data point 

mapped to 5 or more of the 6 equally divided segments of each sine wave period. (g) Mapping of 

simulated sine wave data. The data were simulated using a RMS amplitude of 2.2 pA and a 

standard deviation of 0.9 pA for signal variation. (h) Mapping of simulated random noises. The 

data were simulated using random signal variations with a standard deviation of 2.0 pA. 
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Supplementary Figure 2.10 Statistics of mapping current signals to sine wave functions. 

The results are based on the mapping of 25622 experimental signal profiles of 20-40-base long 

homopolymers that has been sequenced using the MinION R9.4 Chemistry. The quality of the 

mapping is classified into three categories based on the data points mapped to 6 equally spaced 

sub-segments of each sine wave period: good (≥ 1 data point in at least 5 sub-segments), fair (≥ 1 

data point in 3 or 4 sub-segments), and poor (2 or fewer sub-segments have data points). 
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Supplementary Figure 2.11 Distributions of measured data points and velocity of 

nucleotide translocation. 

(a) Distribution of data points per nucleotide translocation. The distribution was determined 

using experimental sequencing data covering 1 million bases in human genome(33). A few 

obvious outliner data points were removed. (b) Distribution of translocation velocity derived 

from (a). The mean (µ) and standard deviation () of the velocity are determined to be about 

450 nt/s and 239 nt/s, respectively. (c) Distribution of data points per nucleotide translocation of 

homopolymers. The distribution was determined using sequencing data of 25622 homopolymers 

(20-40 bases long)(33). (d) Distribution of translocation velocity derived from (c). The mean and 

standard deviation of the velocity are determined to be about 415 nt/s and 236 nt/s, respectively. 

(e) The inverse Gaussian distribution function used to simulate the translocation velocity 

variation. The mean and standard variation of translocation velocity are 450 nt/s and 239 nt/s, 

respectively. 
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Supplementary Figure 2.12 Simulated current profile of a nucleotide-to-nucleotide 

translocation event. 

The translocation from CATAGC to ATAGCA transits through a pentamer ATAGC (Fig. 2.1a). 

The distribution of data points in the spatial domain was simulated at 20 kHz using the computed 

current levels of the DNA models positioned at eleven equally spaced locations along the vertical 

axis of a mutant CsgG nanopore (Fig. 1a). The variation of translocation velocity was simulated 

using an inverse Gaussian distribution function with a mean of 450 nt/s and a standard variation 

of 239 nt/s. Signal variation due to lateral movements and measurement noise was simulated 

using a Gaussian distribution with a standard deviation of 0.9 pA. Model current levels are 

shown in blue. The simulated data points (about 44 data points per nucleotide translocation) are 

shown in orange. The three short horizontal bars indicate the current levels corresponding to the 

two hexamers and the pentamer. 
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Supplementary Figure 2.13 Simulated nanopore sequencing and sequence decoding using a 

3-state HMM. 

(a) Experimental nanopore sequencing data. The raw data (blue dots) obtained from Jain et 

al(33) were segmented using Metrichor (horizontal bars) and decoded using Guppy V2.1.3. The 

decoded sequence (bottom) is aligned to the reference sequence (top). The decoded sequence has 

one deletion error. (b) Simulated current profile. The same reference sequence corresponding to 

experimental data in (a) was used for the simulation at a bandwidth of 20 kHz. The nucleotide-

to-nucleotide translocation was assumed to follow a sinusoid pattern in the spatial domain but 

follow an inverse Gaussian function in the temporal domain with a mean of 450 nt/s and standard 

deviation of 239 nt/s. Signal variations due to lateral thermal motions were simulated using a 

standard deviation of 0.9 pA. A bandpass filter (400-500 kHz) was applied and the filtered data 

(offset by the DC component of the signal) is shown (orange sine wave). (c) Sequence decoding 

using a 3-state HMM. The simulated current profile was segmented into current levels by 

mapping to sine wave segments of the filtered data (orange). The segmented data represented as 

3-state HMM was decoded using a Viterbi algorithm. The decoded sequence (bottom) is aligned 

to the reference sequence (top). In this case, the sequence is decoded with 100% accuracy. 
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Supplementary Figure 2.14 Elimination of ambiguous basecalls by sequencing the 

complementary strands. 

For 63 bases out of the 140 million bp sequenced at 20x depth, the consensus basecalls of the 

two complementary strands do not agree with one another. In all cases, the sequence of one of 

the complementary strands is essentially indistinguishable from another sequence, leading to the 

calling of one of the bases as two possible bases with almost equal probability. In these cases, to 

resolve the ambiguity, the RMS of the Euclidean distance between the current profiles of the two 

putative sequences for both complementary strands are calculated. The strand with a larger 

distance is assigned with a higher quality score. Shown are four examples, in which the top 

strand is assigned a lower quality score due to the presence of another sequence with almost 

identical current profile. (a) In this case, the consensus call of the template strand is 5’- 

TCGGGCA-3’ while the consensus call of the reverse complementary is 5’-TGCTCGA-3’. 

Thus, the consensus basecalls of the two strands do not agree with one another. The RMS of the 

Euclidean distances between the profiles of 5’-TCGAGCA-3’ and 5’-TCGGGCA-3’, and 

between the profiles of 5’-TGCCCGA-3’and 5’-TGCTCGA-3’) were calculated to be 0.97 pA 

and 8.2 pA, respectively. Therefore, the consensus basecall of the reverse complementary strand 

has a higher quality score and is used for basecalling. (b)-(d): another three examples. In all 63 

cases, the bases are called correctly (identical to the corresponding bases in the reference 

sequences).   
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Chapter 3  Nanopore Single-molecule Protein Identification 

3.1 Abstract 

A physical method for identification and counting of single protein molecules has remained 

unattainable. We investigated the feasibility of using the patterns of lysine residues in single 

protein molecules that are acquired with a nanopore as fingerprints for identification. We 

developed an algorithm for mapping the nanopore signal profiles to the reference lysine profiles 

in the human proteome database and found that both full-length proteins and protein fragments 

can be identified with high accuracy. 

3.2 Introduction 

Proteins are the workhorses of living systems. Complete cataloging and accurate 

quantification of this physiologically important class of molecules are essential for proteome-

scale elucidation of their functions, and the development of precise protein-based diagnosis and 

treatment of human diseases. With recent advances in protein mass spectrometry, whole 

proteome analysis is getting closer to becoming a reality(49). For example, the SWATH-MS 

method allows for label-free identification and quantification of thousands of proteins with large 

dynamic ranges(49, 50). Microfluidics-based immunoassays can also be used for sensitive 

analysis and digital counting of proteins(51, 52). However, these methods have limitations. Mass 

spectrometry methods require a relatively large amount of sample and expensive instruments for 

analysis, while immunoassays are indirect methods that rely on antibodies with high affinity and 

specificity to the protein analytes. 

3.3 Lysine patterns as protein fingerprint 

Unlike nucleic acids, no molecular machinery exists in nature that can amplify protein 

molecules. Therefore, exhaustive characterization of whole proteomes requires physical methods 
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capable of direct identification and counting of single protein molecules. Several recent reports 

have described attempts at single-molecule protein identification using fluorescence microscopy 

in combination with Edman degradation(53), molecular motors for threading protein 

molecules(30), or solid-state nanopore(54), and by electron tunneling(55). Here, we describe a 

nanopore-based method for identification of single protein molecules (Fig. 3.1). Most human 

proteins contain many lysine residues distributed along the long primary sequences 

(Supplementary Fig. 3.1a, b). In our method, a protein analyte is identified by measuring its 

lysine profile using a nanopore and mapping it to a reference proteome database. (Fig. 3.1a, b). 

Transform into digital form

a

C
u
rr

e
n
t 
(I

) 
(a

.u
)

Time (a.u.)
0 10 20 5030 40

100

200

Px = {000…111111111000…..1111111111100...11111111…..0000} 

0

1

Identify by mapping to 
proteome database

P1 = {000…0001111111111000.....1111111111000…..0000000000} 
P2 = {000…1111111111000000..…000001111111111…..00000000} 
…
PX = {000…1111111111000…..111111111100...1111111111…..0000} 
…
PM = {000…00000…..1111111111000…0001111111111…..000} 

b

KCl +SDS

Ag/AgCl electrode

Ag/AgCl electrode (+)

KCl +SDS

Nanopore

I

V

Reference proteome database

(-)

Lys

Lys

Lys

Lys

SDS

Open 

 
Figure 3.1 Nanopore-based single-molecule protein identification. 

(a) Nanopore measurements of lysine profiles. A fully denatured protein with chemical labels on 

lysine residues is electrophoretically translocated through a nanopore and the ionic current 

blockage profile is acquired. Not to scale. (b) Strategy for computational identification. The 

measured current profile is transformed into a digital form and mapped to the references in the 

proteome database to identify the protein analyte. a.u: arbitrary unit. 

 
 

We used computational simulations to investigate the feasibility and performance of our 

method. Several assumptions were made about potential experimental implementation. First, a 

reference proteome database is available. Due to technological advances in DNA sequencing and 
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protein mass spectrometry, proteomes of thousands of organisms have become avilable(56). 

Second, a method is available for persistent and unidirectional translocation of denatured protein 

molecules through a nanopore. Experimentally, this can be realized by using an anionic detergent 

such as sodium dodecyl sulfate (SDS) to simultaneously denature the protein molecules and 

impart a uniform charge density along the linear polypeptides (Fig. 3.1a). Commonly employed 

in SDS-PAGE methods for electrophoretic separation of proteins, SDS molecules bind to linear 

polypeptides at a ratio of about one SDS molecule per two amino acid residues, mostly through 

hydrophobic interactions independent of ionic strength and the composition of the proteins(57, 

58). Third, the current amplifier has the bandwidth required for length measurements with 

sufficient accuracy. Fourth, the lysine residues are labeled with high efficiency and the chemical 

label is sufficiently large such that the level of current blockage by the labeled lysine is greater 

than those by unlabeled amino acid residues. Due to the reactive amine group on the side chain, 

lysine residues can be labeled with many chemical moieties almost quantitatively using coupling 

agents commonly employed in protein conjugation chemistry. Since the current blockage level of 

the labeled lysine residues is easily distinguishable from other unlabeled amino acids, the analog 

current blockage profiles can be transformed into a digital binary format (Fig. 3.1b). 

We used the UniProt human proteome database (Release 2018_11) as the reference(59). 

The theoretical lysine profiles of all proteins in the database were generated with the assumption 

of perfect labeling efficiency and distance measurements. To account for the possibility of a 

polypeptide translocating through the nanopore from either N-terminus to C-terminus or vice 

versa, two reference profiles were generated for each protein. Experimentally, the chemical 

labeling efficiency is unlikely to be unity, and the translocation process is stochastic with 

potentially large fluctuations in translocation velocity, and thus large uncertainties in distance 
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measurements. Therefore, in our computational experiments, we simulated current blockage 

profiles under nine different conditions. The simulated profiles with data streams of binary bits 0 

and 1 were reformatted into numerical lysine distance profiles (Fig. 3.2a). 

3.4 Mapping between lysine patterns and proteins 

To investigate whether lysine patterns are sufficiently unique for accurate protein 

identification, we developed an algorithm for mapping each measured signal profile to the 

theoretical profile of every reference sequence in the database (see Methods for detail). To 

minimize the computations required, the algorithm was implemented using dynamic 

programming and a set of a priori criteria to direct the process. Briefly, the quality score of the 

alignment was calculated analytically based on the labeling probability and distance information. 

The alignments were performed roughly along the diagonal portion of the matrix to find the path 

with the highest mapping quality score (Fig. 3.2b). For each signal profile, the algorithm output a 

short list of reference sequences ranked by mapping quality scores (Fig. 3.2c). The protein 

analyte was identified as the sequence with the highest score. 
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Figure 3.2 Protein identification by mapping to a proteome database. 

(a) Measured and reference profiles. As an example, the simulated and reference profiles of 

human serum albumin are shown. The measured profile is simulated with 85% lysine labeling 

efficiency and 20% CV in distance measurements. One of the unlabeled lysine residues is 

indicated by a circle. (b) Illustration of mapping process. Dynamic programming is used to 

implement an algorithm to compute the best quality score of mapping the signal profile to a 

theoretical reference profile from the proteome database. (c) Alignment and identification. The 

protein analyte is identified as the sequence in the reference database with the highest mapping 

quality score. 

 

 

We first assessed the upper bounds of identification accuracy by mapping the signal 

profiles of all human proteins with perfect labeling efficiency and length measurements. 

Essentially all proteins that contain at least one lysine residue, 99.4% of the 20,416 human 

proteins in the database, were uniquely identified (Fig. 3.3a, and Supplementary Table 3.1). The 
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remaining 0.6% proteins failed to be identified due to the absence of lysine residues in their 

sequences (Supplementary Fig. 3.1a). 

Next, we investigated identification accuracy using the profiles simulated with nine 

different combinations of three chemical labeling efficiencies (85%, 95% and 100%) and three 

coefficients of variation (CV) in distance measurements (0%, 20% and 50%). Two thousand 

proteins were randomly selected from the human proteome for the computational experiments. 

We found that most proteins can be identified with high accuracy (Fig. 3.3a and Supplementary 

Table 3.1). The identification accuracy reaches almost 99% if the labeling efficiency is 95% and 

CV of lysine distance measurements is 20%. Even with a labeling efficiency of only 85% and a 

large coefficient of variation of 50% in distance measurements, about 95% of the proteins are 

uniquely identified (Fig. 3.3a). When the labeling efficiency is increased from 85% to 95%, the 

identification accuracy improves appreciably (up to ~3% increase) while further increase in 

labeling efficiency from 95% to 100% results in almost negligible improvement in identification 

accuracy (<0.3% increase). The variation in distance measurements has similar influence on 

accuracy. At 85% labeling efficiency, identification accuracy improves appreciably (up to 3%) 

when the CV of distance measurements decreases from 50% to 20%. A very small percentage of 

proteins cannot be identified correctly primarily because either they have lysine patterns similar 

to other proteins in the database (Supplementary Table 3.1) or they contain fewer than 5 lysine 

residues (Supplementary Table 3.2). Their identities can be narrowed down to several candidates 

by ranking their mapping scores (Supplementary Table 3.1). 
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Figure 3.3 Identification of full-length proteins and fragmented proteins using lysine 

profiles. 

(a) Accuracies of full-length protein identification. The simulations were performed under nine 

different combinations of the indicated labeling efficiencies and coefficients of variation in 

distance measurements. Two thousand proteins randomly selected from the human proteome 

were used for the simulations. (b) Accuracies of protein fragment identification. For each group, 

one thousand fragments were randomly selected from full-length signal profiles simulated with 

85% labeling efficiency and 20% CV in distance measurements. 

 
Due to degradation, fragments of proteins are commonly present in biological samples. 

Certain proteins such as histone proteins also contain chemically modified lysine residues(60). 

Thus, we also investigated whether protein fragments can be identified. We randomly selected 

portions of simulated full-length signal profiles and used our algorithm to determine the 

identities of the protein fragments. Depending on their lengths, about 60 to 80% of the fragments 

were identified correctly (Fig. 3.3b). The relatively lower accuracy is primarily due to the 

presence of too low of a number of labeled lysine residues in the fragments for unique 

identification (Supplementary Fig. 3.2a-c). However, up to 98% of the protein fragments can be 

identified if the fragments contain 7 or more labeled lysine measurements (Supplementary Fig. 

3.2d). 
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3.5 Methods 

3.5.1 Overview of approach and general methods  

In this work, we aim to demonstrate the feasibility of a nanopore-based method for accurate 

protein identification using computational simulations. The pattern of lysine residues in the 

primary sequence of a given protein analyte is acquired by measuring the ionic current blockage 

profile associated with the translocation of the fully denatured and labeled protein through a 

nanopore (Figure 3.1a). The lysine residues are labeled with a relatively large chemical moiety 

so that the level of current blockage of the labeled lysine is distinguishable from those of 

unlabeled amino acid residues. The protein analyte is then identified by matching the measured 

lysine pattern to a reference proteome database using a dynamic alignment algorithm (Figure 

3.1b). 

One major challenge in nanopore detection or sequencing is the measurement of small 

ionic current levels (10’s pA to nA) accompanying the translocation of biomolecules through a 

nanopore, which is usually rapid and stochastic due to the uneven charge distribution and 

thermal motions of the molecules. Unlike DNA or RNA, protein molecules do not carry periodic 

charges along the linear polypeptides. The persistent and unidirectional electrophoretic 

translocation of a fully denatured protein with some degree of uniformity in velocity requires a 

means to impart a uniform density of charge along the linear polypeptides. Experimentally, this 

potentially can be realized by using SDS to simultaneously denature the proteins and render a 

uniform charge density onto the linear polypeptide, with about 1 charge (sulfate on the SDS) per 

2 amino acid residues (Figure 3.1a). 

In our simulations, we assume that the translocation of each amino acid residue on the 

linear polypeptide is independent with a mean velocity, and an average of 10 data points (µ = 10) 
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are acquired per amino acid at a fixed frequency. Therefore, the relative distance (d) along the 

linear polypeptide is linearly proportional to the number of data points in the current 

measurements (𝑑 = µ ∗ (number of amino acid residues)). Due to the stochastic fluctuations in 

translocation velocity, the measured relative distance has a variation, which is assumed to be 

random and follows a Gaussian distribution with a mean (µ) and a specified standard deviation 

(). Since the level of ionic current blockage of labeled lysine residues is very different from 

those of the unlabeled amino acid residues, the measured ionic current data can be transformed 

into digital binary format (Figure 3.1b). Each signal data point associated with a non-labeled 

amino acid is represented by the binary bit 0 while that for a labeled lysine residue is represented 

by the binary bit 1. Therefore, each signal profile consists of a stream of binary bits 0 and 1. 

Even though chemical labeling of lysine residues on proteins are usually very efficient and 

rapid using standard protein conjugation chemistry such as nucleophilic substitution reaction 

between the primary amine group on lysine and N-hydroxysuccinimide-activated chemical 

compounds, the labeling efficiency is very unlikely to be 100%. In addition, some lysine residues 

on certain proteins such as histones are already chemically modified. Experimentally, 95% 

labeling efficiency is very likely achievable. Nevertheless, we also evaluated our method using a 

relatively low labeling efficiency of 85%. 

The UniProt human proteome database release 2018_11 was used as the reference. The 

simulations and dynamic alignment algorithm were performed using a desktop computer and 

custom programs written in Python (version 3.6). Since the denatured labeled linear polypeptides 

can be translocated through the nanopore in both directions, either from N-terminus to C-

terminus or vice versa (C to N and N to C), two profiles were generated for the proteins or 

protein fragments. The theoretical reference data set contains both profiles (C to N and N to C) 
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of each of the 20,416 curated protein sequences in the human proteome database. A random 

number generator was used to select the proteins from the database for simulations. The direction 

of translocation was assumed to be random. 

3.5.2 Simulations of ionic current profiles and lysine patterns 

The theoretical reference data set was constructed using binary current signal levels by 

representing each lysine residue with 10 consecutive binary bit 1’s and each of the other amino 

acid residues with 10 consecutive 0’s. For the computational experiments, the probability of any 

lysine residue being chemically labeled was modeled using the specified labeling efficiency. The 

variation in distance measurements was modeled using a Gaussian distribution with the mean of 

10 (µ = 10) and the specified relative standard variation (RSD) or coefficient of variation (CV). 

Two thousand proteins were randomly selected from the human genome database for the 

simulations. The nanopore current profiles were simulated using nine different combinations of 

three labeling efficiencies (85%, 95% and 100%) and three coefficients of variation in distance 

measurements (CV = /µ = 0%, 20 % or 50%, corresponding to  = 0, 2 or 5 for µ = 10). 

Protein identification based on partial sequences or fragments was simulated by randomly 

choosing a signal window covering 50%, 67% or 80% of the full-length profiles. For each of the 

three partial length percentages, one thousand fragments were randomly selected from the data 

set simulated with 85% labeling efficiency and 20% CV in distance measurements. 

3.5.3 Dynamic alignment algorithm for mapping and protein identification  

We developed an alignment algorithm to map the experimental signal profiles to the 

theoretical reference profiles in the proteome database to identify the protein analytes (Figure 

3.3b, c). Given the experimental binary current profile 𝑠 of the protein analyte that contains the 

information on the number of measured labeled lysine residues and the separation distances 
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between them due to non-lysine residues, we want to find the profile of reference sequence 𝑙 in 

the proteome database that maps to the signal 𝑠 with the highest probability score. 

3.5.3.1 Data formatting 

First, the binary data streams of the profiles were reformatted into distance measurements, 

which are defined as the numerical counts of the binary bits in the signal data stream. Each 

experimental binary signal profile is reformatted into a distance profile s: 

𝑠 = {(𝑑1,1, 𝑑1,2), (𝑑2,1, 𝑑2,2), … , (𝑑𝑖,1, 𝑑𝑖,2), … , (𝑑𝑀,1, 𝑑𝑀 ,2)}, 

where 𝑑𝑖,1 is the measured distance of non-labeled amino acid residues preceding the particular 

lysine residue ith in the measured signal profile, 𝑑𝑖,2 is the measured distance of the ith labeled 

lysine, and M corresponds to the last segment of the signal. If the last segment does not end with 

a labeled lysine, it is considered to have a null labeled lysine with a length of 0, for example, 

(dM,1, 0). Similarly, the binary data streams of the theoretical reference profiles were also 

reformatted into distance profile l: 

𝑙 = {(𝐷1,1, 𝐷1,2), (𝐷2,1, 𝐷2,2), … , (𝐷𝑗,1, 𝐷𝑗,2), … , (𝐷𝑁,1, 𝐷𝑁 ,2)}, 

where 𝐷𝑗,1 is the distance of non-lysine amino acid residues preceding the particular lysine 

residue jth on the linear polypeptide, 𝐷𝑗,2 is the distance of the jth lysine, and N corresponds to the 

last segment of the sequence. If the last segment does not end with a lysine, it is considered to 

have a null lysine with a length of 0, for example, (DN,1, 0).   

In special cases where there are multiple consecutive lysine residues in the reference 

sequence, these lysine residues are considered to be separated by a distance of 0. For example, in 

our simulations, the distance of the jth lysine in sub sequence Kj-1Kj is represented by 

(𝐷𝑗,1, 𝐷𝑗,2) = (0,10), since 10 is the mean number of bits per amino acid. By doing so, we 

ensure that 𝑁 ≥ 𝑀 and our algorithm will not collapse. 
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3.5.3.2 Algorithm 

Each measured signal profile 𝑠 was aligned to every theoretical reference profile 𝑙 in the 

proteome database (𝐿). Let 𝑝(𝑙, 𝑠;  𝜑) be the joint probability of reference profile 𝑙 and measured 

signal profile 𝑠, which is parameterized by a mapping function 𝜑. The best mapped reference 

profile can then be represented as: 

𝑙0 = argmax
𝑙∈𝐿

max
𝜑

 𝑝(𝑙, 𝑠; 𝜑) = argmax
𝑙∈𝐿

max
𝜑

(∏ 𝛩𝑖 ∏ 𝐸𝑗

𝑁

𝑗=1

𝑀

𝑖=1

),       

where 𝛩𝑖 and 𝐸𝑗 are defined as follows. 

𝛩𝑖 is the alignment quality score that is calculated by mapping the signal (di,1,di,2) to sub 

lengths {(Dg,1, Dg,2), (Dg+1,1, Dg+1,2),…, (Dg+k,1, Dg+k,2)} of the theoretical reference profile: 

𝛩𝑖 = 𝛩𝑖
𝑔,   𝑔+𝑘

= exp (−
(𝑑𝑖,1 − ∑ (𝐷ℎ,1

𝑔+𝑘−1
ℎ=𝑔 + 𝐷ℎ,2) − 𝐷𝑔+𝑘,1)2

2(∑ (𝐷ℎ,1
𝑔+𝑘−1
ℎ=𝑔 + 𝐷ℎ,2) + 𝐷𝑔+𝑘,1)𝜎2

)exp (−
(𝑑𝑖,2 − 𝐷𝑔+𝑘,2)2

2𝐷𝑔+𝑘,2𝜎2
) 

𝐸𝑗 is a weighing factor which is determined by the mapping and labeling efficiency: 

𝐸𝑗 = 𝑝𝑙
𝑥(1 − 𝑝𝑙)

1−𝑥, 

where 𝑝𝑙 is the labeling efficiency, and  𝑥 = 1 if the 𝑗𝑡ℎ lysine on the reference aligns to a 

labeled lysine in the measured signal profile, otherwise 𝑥 = 0. 

For mapping the signal profiles with perfect distance measurements, standard deviation (𝜎) 

is set to a very small value to prevent division with zero. To find the best map between a given 

measured signal profile and each reference profile, a dynamic algorithm was illustrated as 

follows. 
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Algorithm 3.1 Map a measured signal profile to a reference profile 𝒍 and compute the 

alignment quality score 

The measured signal profile (𝑠) and the theoretical reference profile  (𝑙) to be mapped are:  

𝑠 = {(𝑑1,1, 𝑑1,2), (𝑑2,1, 𝑑2,2), … , (𝑑𝑖,1, 𝑑𝑖,2), … , (𝑑𝑀,1, 𝑑𝑀 ,2)}, 

𝑙 = {(𝐷1,1, 𝐷1,2), (𝐷2,1, 𝐷2,2), … , (𝐷𝑗,1, 𝐷𝑗,2), … , (𝐷𝑁,1, 𝐷𝑁,2) }. 

Let map 𝜑𝑚
𝑛  be the best alignment between sub signal length and sub reference sequence 

length: 𝑠′ = {(𝑑1,1, 𝑑1,2), … , (𝑑𝑚,1, 𝑑𝑚,2)}  and 𝑙′ = {(𝐷1,1, 𝐷1,2), … , (𝐷𝑛,1, 𝐷𝑛,2)}, and 𝑝𝑚
𝑛  be the 

quality score of this alignment. And let 𝛩𝑖
𝑔,   𝑔+𝑘

 be the alignment quality score of mapping the 

measured signal (di,1,di,2) to the sub length {(Dg,1, Dg,2), (Dg+1,1, Dg+1,2),…, (Dg+k,1, Dg+k,2)} of the 

reference profile. 

 

Initialize mapping quality score of path 𝜑𝑛
1 by calculating   

𝑝1
𝑛 = 𝛩1

1,𝑛 = exp (−
(𝑑1,1 − ∑ (𝐷ℎ,1

𝑛−1
ℎ=1 + 𝐷ℎ,2) − 𝐷𝑛,1)2

2(∑ (𝐷ℎ,1
𝑛−1
ℎ=1 + 𝐷ℎ,2) + 𝐷𝑛,1)𝜎2

)exp (−
(𝑑1,2 − 𝐷𝑛,2)2

2𝐷𝑛,2𝜎2
) 

For i = 2 to M  

For  j = i to N 

𝑝𝑖
𝑗

= max
𝑘=1,…𝑗−𝑖+1

(𝑝𝑖−1
𝑗−𝑘

𝛩𝑖
𝑗−𝑘+1,𝑗

∏ 𝛦𝑗−𝑘+ℎ

𝑘

ℎ=1

) 

End 

End 

Assign quality score of the best alignment between measured signal profile and theoretical 

reference profile as 𝑝𝑀
𝑁  (= 𝑃𝑀,𝑁). 

 

3.5.3.3 Implementation using dynamic programming 

The measured signal profile 𝑠 was mapped to every theoretical reference profile 𝑙 in the 

proteome database. The algorithm was implemented using dynamic programming to minimize 

the computations required. During the alignment, a set of a priori criteria was used to determine 

whether to proceed with the alignment process, and the direction and the number of lysine 

distances to compute the probability scores. The criteria are as follows: 1) The alignment is 

limited to only reference profiles that contain a number of lysine residues equal to or greater 

than, but less than 2 times the number of labeled lysine distance measurements in the signal 
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profile. The reference profiles must also have a total length between 50% and 150% of the 

measured length of the signal profile; 2) After mapping a particular labeled lysine to the sub 

lengths of the reference profile, paths that are more than five orders of magnitude less probable 

than the most probable path are terminated. This allows paths that have up to five skipped lysine 

residues to continue forward if their distance measurements align; 3) The alignment is terminated 

if the joint probability score drops below the highest score of previously aligned reference 

sequences by more than five orders of magnitude. This criterion only applies when at least one 

reference profile has already been aligned to the measured profile with a quality score. 

For each measured signal profile of the protein analyte, the algorithm outputs a short list 

of reference profiles ranked by mapping quality scores. The protein analyte is identified as the 

reference profile that mapped with the highest score (Figure 3.3c). For proteins that are not 

identified correctly using the highest probability mapping score, their identities can also be 

narrowed down by examining the list of reference proteins ranked by mapping quality scores. 

3.3.3.4 Identification of protein fragments 

To map the signal profiles of protein fragments, some constraints used to minimize 

computations in the full-length alignment were removed. First, the mapping is not limited by the 

signal profile’s total length or its number of measured labeled lysine distances. Second, the 

mapping of the initial distance signal (𝑑1,1, 𝑑1,2) is not limited to only the initial several 

distances in the reference since it is unknown where the fragment derives from in the full-length 

sequence. The mapping is expanded to align to any length (𝐷𝑗,1, 𝐷𝑗,2) in the reference profile. 

Third, similarly, the last signal length  (𝑑𝑀,1, 𝑑𝑀,2) is not required to align with the lengths at the 

end of the reference profile. The removal of these restraints allow the partial signal fragment to 

be mapped to any consecutive regions of the reference profile. 
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3.6 Conclusions 

In summary, we described a nanopore-based method for single-molecule protein 

identification. We showed that full-length proteins can be identified with high accuracy, up to 

99%, depending on labeling efficiency and variation in distance measurements. Protein 

fragments containing 7 or more lysine residues can also be identified with up to 98% accuracy. 

As compared to other reported methods which make use of multiple amino acid residues for 

identifications(61-64), our method is simpler to implement experimentally. A labeling efficiency 

of 95% is very likely achievable. Whether relative distances can be measured with sufficient 

consistency and accuracy using nanopores remains to be explored. However, nanopore DNA 

sequencing has become a reality(10). Given that our method requires the measurements of only 

two readily distinguishable current levels of current blockage, one by unlabeled amino acid side 

chains and the other by much larger labeled lysine residues, instead of the thousands of levels for 

nanopore DNA sequencing(10), our method potentially can be implemented using a similar 

platform for accurate proteome-scale identification and counting of single protein molecules. We 

envision that our method can also be implemented using a nanopore device integrated into a 

microfluidic platform capable of low-loss biomolecule processing to enable digital analysis of 

both RNA and protein molecules in single cells(65, 66). 

3.7 Supplementary materials  
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Supplementary Table 3.1. Accuracies of full-length protein identifications.  The accuracies 

are calculated based on a protein analyte being identified uniquely as the reference sequence with 

the highest mapping score (1st one in the ranking by mapping quality score), or within the top 3 

or top 10 sequences (1st-3rd or 1st-10th ones in the ranking). The results are based on the 

simulations of 2,000 proteins randomly selected from the human proteome database. 

 

 

 

 

Supplementary Table 3.2. Statistics on misidentified full-length proteins.  The total percent 

of proteins misidentified is the percent of proteins not identified correctly based on mapping 

quality score (Supplementary Table 3.1).  

  

Labelling 

efficiency (%)

Variation in 

distance 

measurement 

(CV or %RSD)

Percent of proteins misidentified

Total (%)a
Percentage of total (%)b

< 5 Lys 5-10 Lys > 10 Lys

85

0 0.2 25 0 75

20 2.4 71 10 18

50 5.2 62 25 13

95

0 0.2 0 67 33

20 1.2 83 13 4

50 2.6 72 14 14

100

0 0.0 0 0 0

20 1.1 73 4 23

50 2.3 76 11 13

 

aPercentage of all proteins simulated. bPercentage of the misidentified proteins 

  

Labelling efficiency 

(%)

Variation in distance 

measurement 

(CV or %RSD) 

Identification accuracy (%)

Matched to reference sequence(s) ranked by quality score

1st 1st – 3rd 1st - 10th

85

0 99.8 100 100

20 97.6 99.0 99.2

50 94.8 97.6 98.7

95

0 99.8 100.0 100

20 98.8 99.4 99.5

50 97.4 99.0 99.3

100

0 100 100 100

20 98.9 99.4 99.4

50 97.7 99.2 99.6
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Supplementary Figure 3.1 Distribution of lysine residues and lengths of human proteins. 

There are 20,416 sequences in the UniProt human proteome database release 2018_11. (a) 

Distribution of number of lysine residues. The mode and median of lysine residues of all human 

proteins are 9 and 21, respectively. On average, lysine residues make up 5.2% of the amino acid 

residues. About 120 proteins do not contain any lysine residue. (b) Distribution of lengths. The 

average length of human proteins is about 552 residues long. 
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Supplementary Figure 3.2 Identification of protein fragments. 

Distribution of errors as a function of the number of labeled lysine distance measurements for 

fragments containing the indicated percentage of full-length signal profile: (a) 50%; (b) 67%; (c) 

80%. (d) Accuracies of identification of fragments containing 7 or more labeled lysine distance 

measurements. The results are based on the simulations of 1,000 fragments randomly picked 

from full-length profiles of 2,000 proteins randomly selected from the human proteome database. 
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Chapter 4   Opto-Electrical System for Nanopore Creation by Controlled Dielectric 

Breakdown 

4.1 Abstract 

 The ability to fabricate solid-state nanopore quickly and reliably is crucial for nanopore 

sensing. Nanopore fabrication using cleanroom techniques usually require a lot of labor, time, 

and expensive instruments. Controlled dielectric breakdown has been demonstrated as a fast and 

straightforward method to produce stable and functional pores. Here we developed an opto-

electrical system for nanopore creation with controlled dielectric breakdown. With the addition 

of an optical subsystem, it is feasible to monitor the nanopore formation in real-time. We found 

that the optical detection is more sensitive than electrical measurement during controlled 

dielectric breakdown. 

4.2 Introduction 

 Nanopore sensing shows great promise for label-free, single-molecule sequencing. It 

relies on the electrophoretically driven translocation of biomolecules through nanoscale pores 

embedded in thin insulating membranes, such as a protein channel embedded in a lipid 

bilayer(43, 67) or a nanopore on a solid-state membrane(68-70). While protein nanopores have 

already been used in commercial sequencer(71), solid-state nanopores remain extremely 

attractive due to their superior mechanical stability, scalability, and adjustable surface 

properties(72).  

 The solid-state nanopore could be fabricated using transmission electron microscope(12), 

ion-beam sputtering(70) and focused ion beam(69). However, these techniques are usually 

involved with complex and high-cost instruments. Furthermore, those nanopores are usually 

fabricated under a vacuum environment with cleanroom techniques. Nanopore sequencing 
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experiments are conducted in an aqueous solution, and nanopores fabricated under vacuum 

environments could behavior significantly different under the aqueous solution. 

 Controlled dielectric breakdown (CDB) delivers an alternative strategy to fabricate 

nanopores(68, 73). A sustainable leakage current is observed through the membrane when a high 

electric field is constantly applied to thin solid-state membranes. The nanopore is created when a 

sudden irreversible increase in leakage current observed(68). 

 However, the nanopore could sometimes be created without a sudden change in the 

current level from our experiments. Ca2+ sensitive dyes have been demonstrated as a powerful 

tool to probe nanopore(74-76). In this work, we developed an opto-electrical system that could 

demonstrate nanopore creation using CDB with Ca2+ sensitive dyes. An electron multiplying 

charged-coupled device (EMCCD) was used to monitor the CDB in real-time. Furthermore, we 

used an avalanche photodiode (APD) to detect the fluorescence signal from the nanopore region. 

This system gives us the capability for synchronized optical and electrical measurement in future 

single-molecule nanopore translocation experiments. 

4.3 Fowcell for optical imaging 

First, we designed and built the flowcell for optical imaging. The detailed configuration 

of the flowcell is illustrated (Figure 4.1). The flowcell could be either made by polycarbonate 

(PC) or polytetrafluoroethylene (PTFE). When the SiNx membrane was illuminated by 488 nm 

laser, we could observe that the laser leaked through the membrane when the SiNx membrane 

was aligned with the laser since the membrane is only 12 nm thick, which is less than its 

penetration depth. Compared to PTFE, PC-based flowcell is transparent and easy to align. 

However, it does not show chemical resistance to acids or alkalis solution compared with PTFE. 

At the same time, the epoxy binding to PC is hard to remove. 
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Figure 4.1 Flowcell for fluorescence imaging. 

(a) design of flowcell for optical imaging. (b) a flowcell made with polycarbonate. (c) detailed 

outline of flowcell from the front side. The inlet, outlet and electrode port for the cis chamber are 

not illustrated. 

 

4.4 Real-time CDB monitor 

Then, we built the opto-electrical system for real-time monitor (Figure 4.2). The optical 

system consists of Epifluorescence, TIRF and confocal module. When the flowcell was loaded 

on the stage, we first observed the membrane under EMCCD using epifluorescence with white 

light. The SiNx membrane was then moved to the center of EMCCD view. Then we turned off 

the illumination from epifluorescence module and switched to TIRF module for real-time 

nanopore creation. The 488 nm laser was used for illumination and Fluo-4 was used as the 

fluorescence molecule in our experiments. The TIRF angle was set to zero degree through 



76 

 

National Instrument analog output channel. A current source was used to apply the potential on 

the SiNx membrane, and a multimeter was used to monitor the current level.  
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Figure 4.2 optical and electrical measurement system for monitor CDB. 

A current source was used to apply potential on the SiNx membrane, and a multimeter was used 

to monitor the current level in real time. EPI, confocal and TIRF modules were built in the 

optical system. EMCCD and APD were used to observe fluorescence signals. 

 

The optical system was configured into TIRF to monitor CDB. The laser was focused on 

the back focal plane of a 40x objective and then collimated on the trans side of silicon 

membrane. The emission fluorescence signal was collected by same objective. Image was then 

formed on the EMCCD with 1 second exposure time. The voltage applied on the SiNx membrane 
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started from 3V and ramped up 100 mV every 15 seconds. The electrode connected on the trans 

chamber was grounded and the one on the cis chamber was positively biased. 

The trans side of flowcell was filled with 1M KCl, 10 mM Fluo-4 and 10 mM EDTA, the 

cis side of flowcell was filled with 1M KCl and 1M CaCl2. We applied voltage on the silicon 

membrane and monitored current flow through the membrane (Figure 4.3).  

 

Figure 4.3 Electrical measurement during the CDB. 

The red line indicated the ramped voltage applied on the SiNx membrane. The blue line indicated 

the current level monitored by the multimeter. The black line indicated the time (174.7 seconds 

after beginning experiment) that a bright spot was observed under EMCCD image shown in 

Figure 4.4b. 

 

Fluo-4 has a more than 100-fold fluorescence intensity increase upon binding Ca2+. 

While a fluorescence enhancement was observed under EMCCD, the nanopore was created on 
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the SiNx membrane since the Ca2+ ion flow through the nanopore (Figure 4.4). However, a 

sudden current increase was not observed (Figure 4.3). We concluded that optical detection is 

more sensitive compared to electrical measurement. 

a

10 µm

b

10 µm

 

Figure 4.4 Optical monitor during CDB. 

(a) Image of Silicon membrane 173.7 seconds after beginning experiment. (b) Image of silicon 

membrane 174.7 seconds after beginning experiment. 

 

4.5 Ion transportation through nanopore 

After the nanopore created with CDB, we focused the laser on the pore region and 

observed fluorescence signal with an APD. We reversed the voltage on the SiNx membrane 

between positive and negative every 10 seconds. When positive voltage was applied on the 

membrane, the Ca2+ ions flowed into trans chamber through the nanopore and combined with 

Fluo-4 molecules. A significant fluorescence signal was emitted upon binding Ca2+ ions on the 

Fluo-4 molecules, and the APD recorded high photon counts. While the negative voltage was 

applied, the Ca2+ ions flowed back to the cis chamber and low photon counts were recorded by 

the APD (Figure 4.5). 
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Figure 4.5 photon counts observed under APD. 

The voltage polarization across the nanopore modulates the photon counts. 

4.6 Method 

4.6.1 Dielectric membranes 

Silicon nitride (SiNx) membranes used in experiments are commercially available 

(Norcada product # NBPX5004Z-AO/O-HR). Each membrane is made of 12 nm thick SiNx and 

supported by 200 µm thick silicon frame. There is a 60 nm under-layer SiO2 present between the 

SiNx membrane and silicon frame. The under-layer SiO2 is not present in the membrane area. 

The Silicon frame is 5 × 5 mm in size and a 0.04 mm × 0.04 mm window on the backside of the 

Si substrate is opened. SiNx membrane is wet in pure ethanol before mounting into flowcell. 

4.6.2 Flowcell for optical imaging 

A silicon chip containing a free-standing SiNx membrane is mounted ~50 µm from a 

glass coverslip on a custom-made PTFE flow cell (Figure 4.1). Epoxy (Scotch-Weld Epoxy 

Adhesive DP420, 3M) is used to bond the silicon chip to the PTFE insert and a No. 1 glass 

coverslip to the outer cell. The fluidic chamber with Ca2+ ions is termed the cis chamber and the 
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fluidic chamber with Fluo-4 molecules is termed the trans chamber. Inlets and outlets for both 

chambers are tapped with a 10 mm depth ¼-28 threads from four sides of PTFE flowcell. The 

threads are used to connect with pumps and valves using nuts (Idex P-252X, Cole-Parmer) with 

1/16" outer diameter tubing (Masterflex Transfer Tubing Microbore PTFE, Cole-Parmer). Top 

openings in the flow channel are used to insert Ag/AgCl electrodes.  

4.6.3 Experiment system setup 

4.6.3.1 Fluidic module 

The silicon chip is mounted on a custom-made flowcell and the flowcell is mounted on a 

closed-loop XY stage (Ludl BioPrecision2) with 100 nm accuracy. The stage is on top of a 

microscope objective. The inlets and outlets of flowcell are connected to syringe pumps and 

valves (Cavro). Reagents are pulled from valves to flowcell with the syringe pump.  

The syringe pump and valve are connected to a computer via serial communication (RS-

232). NI-VISA library is used to establish communication between computer and instruments. 

4.6.3.2 Optical module 

A 488 nm laser diode is used for excitation. The laser diode is installed on a mount 

(TCLDM9, Thorlabs) and operated by a controller (ITC1xx, Thorlabs). Emitted light is collected 

and collimated using a broadband optical fiber with transmission efficiency greater than 60% 

(kineFLEX). The laser either transmits through confocal module or TIRF module. 

In the confocal module, the laser passes the galvo mirror (62xxH series, Galvanometer 

Scanners, Cambridge Technology), scan lens (CSL-SL, Thorlabs), tube lens (TTL 165-A, 

Thorlabs), a microscope objective, and focuses on the SiNx membrane. In the TIRF module, the 

laser couples to the TIRF slider (Zeiss), passes a -20 mm (ACN127-020-Ae, Thorlabs) and 25 

mm (AC127-025-Ad, Thorlabs) focal length lens separated by 9.9 mm. The TIRF angle could be 
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adjusted by varying the voltage through National Instrument analog output channels. The laser is 

focused on the back focal plane of microscope objective and collimated illuminating the SiNx 

membrane after it. 

The emission light is then collected by the objective and filtered using an appropriate 

long-pass filter. In the TIRF mode, the emitted light is focused on EMCCD camera (ANDOR, 

iXon 888/897). In the confocal module, the light passes through a 100 µm pinhole (P100D, 

Thorlabs), collimates using a 60 mm focal length achromatic doublet (AC254-060-A, Thorlabs) 

and then focuses on an avalanche photodiode (SPCM-AQRH-45, Excelitas) using a 30 mm focal 

length achromatic doublet (AC254-030-A, Thorlabs). APD is controlled by National Instrument 

analog output channels and EMCCD connect directly to computer through PCIe controller card. 

4.6.3.3 Electrical module 

The two chambers filled with liquid electrolyte are electrically connected to a multimeter 

(Keithley 2010) and a current source (Keithley 6221) to perform CDB. The current source is 

used as a constant voltage source by setting a high compliance current. Both the multimeter and 

current source connect to computer with serial communication. 

4.6.3.4 System control 

A MATLAB package is developed to monitor the electrical and optical signal 

simultaneously.  

4.6.4 Flowcell wetting protocols 

The flowcell is washed with DI water, pure ethanol, DI water and 1M KCl. If leakage 

current has not been observed with a low voltage applied on the SiNx chip, multiple washes with 

pure ethanol will be performed. 
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4.6.5 Fluorescence detection 

We use Fluo-4 fluorescence molecules as Ca2+ sensitive dyes in our experiments. 

Pentapossium Fluo-4 (F-14200) salts were purchased from Life Technologies and stored in 10 

mM with Milli-Q water at -20 degree until use. The trans chamber is filled with 1M KCl, 10 mM 

EDTA and 10 mM Fluo-4. The cis chamber is filled with 1M KCl and 1M CaCl2.  

4.7 Conclusions and discussion 

In summary, we developed an opto-electrical system to monitor the CDB in real-time 

with synchronized optical and electrical measurement. A flowcell was designed and built for 

optical imaging. We developed optical system consisting of epifluorescence, TIRF and confocal 

modules. The fluorescence signals were further collected by EMCCD or APD. We also used a 

synchronized electrical measurement to monitor current levels. We wrote a program to control 

and synchronize the whole system. 

We could monitor nanopore creation using fluorescence signal from Ca2+ sensitive dyes. 

However, a sudden irreversible current increase might not be observed when nanopore is created 

by CDB. We conclude that the optical detection has a higher sensitivity compared to current 

monitor.  

This work laid the foundation for future single-molecule protein identification 

experiments using high-speed optical detection. we could apply the concept of Förster resonance 

energy transfer (FRET) on this system. The biological nanopore is labeled with acceptor 

fluorophores. The protein molecule is denatured, and then certain amino acids are labeled with 

donor fluorophores. When this protein molecule is translocated through nanopore, an APD could 

be used to monitor the fluorescence photon signal with MHz bandwidth. The fluorescence 
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photon signals encode the identity of protein. The system has the potential to achieve single-

molecule protein identification in future.  
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Chapter 5   Theoretical Feasibility of Nanopore Protein Sequencing 

 5.1 Abstract 

Frederick Sanger first sequenced a protein almost 70 years ago(77-79). However, protein 

sequencing by Edman degradation(9) and mass spectrometry, the only methods currently 

available, requires substantial effort, large quantities of protein, and expensive instruments. Here 

we showed the theoretical feasibility of direct single-molecule protein sequencing using a 

nanopore. We modeled and numerically calculated the current blockade of all 1.28x109 

heptamers of 20 natural amino acid residues through nanopores that are potentially realizable 

experimentally. We simulated sequencing by decoding the computed blockade profiles of 

proteins from a human proteome database using a forwards-backwards algorithm for Hidden 

Markov Model (HMM). Random Gaussian noises were introduced into profiles, and each signal 

was decoded to obtain the sequence. We found that the sequences of the proteins can be decoded 

with high accuracy using a nanopore with a thickness of 0.76 nm and a diameter of 0.9 nm. 

Twelve amino acid residues can be identified with greater than 99% accuracy, and three amino 

acid residues can be identified with greater than 97% accuracy while the other six amino acid 

residues can be identified as three pairs also with greater than 99% accuracy. In addition to 

demonstrating a theoretical proof of concept, this work established the computational framework 

for decoding sequences and provided some physical insights into the experimental realization of 

nanopore protein sequencing. 

5.2 Introduction 

Proteins carry out most functions in living systems. Quantitative understanding of 

biological operating systems and human diseases may require precise determination of the 

identity or sequence, quantity, and functions of each member of this important class of molecules 
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and their interaction networks. However, current technologies for protein identification and 

quantification remain very limited or primitive compared to genomic technologies. The chemical 

degradation method developed by Pehr Edman(9) in 1949 remained the only method for protein 

sequencing until the development of the shotgun mass spectrometry (MS) methods for high 

throughput protein identification and sequencing for routine proteome-scale protein analysis(80-

82). However, the determination of protein sequences from the mass spectra of mixtures of 

fragmented peptides by database searching or de novo sequencing is still computationally 

demanding and error-prone(83, 84). Moreover, both the chemical degradation and MS methods 

require a substantial number of molecules for analysis. Since proteins cannot be amplified in 

vitro, single-molecule protein sequencing is not feasible using these methods. 

The basic idea of sequencing biopolymers using nanopores, conceived initially by George 

Church and David Deamer more than 20 years ago(10), is to use a nanopore as a sensor to 

measure the chemo-physical properties (e.g., blockage of ionic current flow) of monomeric units 

along the linear polymer chain while the polymer is being translocated through the pore. 

Recently, nanopore DNA sequencing has become a reality even though the nucleobases of DNA 

consist of a pair of purine bases and a pair of prymidine bases with minimal differences in size 

and shape(14, 85). As a comparison, the 20 natural amino acid residues of proteins are very 

diverse in size, shape, and other properties. The difference could be as dramatic as having one 

hydrogen atom on a glycine versus 18 atoms on a hydrophobic tryptophan side chain. We reason 

that the nanopore technology is perhaps better suited for protein sequencing. Bailey et al(86) has 

demonstrated the feasibility of identifying free amino acids using protein nanopores. Akeson et 

al(87) has reported the controlled unfolding and translocation of protein through protein 

nanopores. Recently, Wilson et al has also explored the feasibility of protein sequencing using 
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idealized graphene nanopores and molecular dynamic simulations(88). Considering that the 

spacing between the neighboring amino acid residues is much smaller than that of the adjacent 

bases in DNA, it is not apparent that nanopore protein sequencing could be realized. 

Here we investigated the theoretical feasibility of direct single-molecule protein 

sequencing using nanopores. First, we calculated the current blockade of specific combinations 

of heptamer with 20 natural amino acid residues through a nanopore using finite element analysis 

(FEA) and the Poisson-Nernst Planck (PNP) equation system. Current blockades of other 

heptamers were then derived to obtain the entire dataset with all the possible 1.28x109 

heptamers. We then simulated the current blockade profiles of all proteins from a human 

proteome database. Finally, we investigated the feasibility of decoding amino acid sequences 

from the profiles. 

5.3 Method 

5.3.1 General introduction 

Molecular Dynamics (MD)(89, 90), Brownian Dynamics (BD)(91, 92), and Poisson-

Nernst-Planck (PNP) theory(93, 94) are wildly used to simulate ionic transportation in narrow 

channels. MD and BD methods can provide realistic results but at the cost of computing 

resources. 

Here we used FEA method with COMSOL software to study the current blockage by 

protein molecule.  The nanopore used in our study was simplified as a simple cylinder (Figure 

5.1). The scale potential inside the fluidic system follows the Poisson equation with proper 

boundary conditions. 

∇2Φ(𝑟, 𝜙, 𝑧) = −
𝜌

𝜀0𝜀𝑟
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Φ(𝑧 = 0) = 0 

Φ(𝑧 = 𝐿) = 𝑉0 

𝜕Φ

𝜕𝑛
|𝑆 =

𝜎

𝜀0𝜀𝑟
 

where 𝑟 is the radial coordinates, 𝜙 is the azimuth, and 𝑧 is the height, respectively, 

defined in the cylindrical coordinate system; 𝜌 =  𝐹 × (𝑐𝐾+  −  𝑐𝐶𝑙−) is the space charge 

density; 𝐹 is the faraday constant; 𝜎 is the surface charge density on the nanopore; 𝜀0 is the 

vacuum permittivity; 𝜀𝑟 is the relative permittivity of transportation medium, 𝑧 = 0 is the bottom 

surface of nanopore; 𝑧 = 𝐿 is the top surface of nanopore; and 𝑆 is the boundary of the fluidic 

system. We assumed the cylindrical surface is no charge.  

When a linear single-stranded DNA is electrophoretically driven through a protein 

nanopore such as α-hemolysin, the characteristic resident time scale is about 1 𝜇𝑠 per base. The 

free diffusion of K+ and Cl- ions (D ≈ 1.0 × 10-9 m2 s-1) over a length scale of about 1 nm takes 

only about 0.5 ns, much smaller than the time required to translocate a nucleotide through the 

nanopore. The translocation of a polypeptide through a nanopore is very likely much slower than 

that of a single-stranded DNA molecule. Therefore, the concentrations of the ions can be 

assumed to reach a steady equilibrium state during the translocation of the polypeptide, and the 

flux of the ions through the nanopore can be calculated using the steady-state assumption.  

The nanopore constriction is assumed to be neutral in our model. However, the side 

chains of the amino acid residues lining the surface of the protein nanopore constriction site may 

carry a charge or dipole depending on the pH and solvent used. The relative permittivity of water 

in nano confinements is more than ten times smaller compared to bulk freely diffusing water due 

to the significant decrease of rotational freedom of water dipoles near surfaces(46). The Debye 
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length (in angstrom) of an ionic solution inside the nanopore can be estimated using the Debye-

Hückel theory. For a 400 mM KCl in a nanopore, the Debye length is calculated to be 0.765 Å, 

which is less than 10% of the diameter of a 1 nm nanopore.  

5.3.2 Nanopore and protein COMSOL model 

    Multiple amino acid residues close to the nanopore constriction site contribute to ionic 

current blockades. Therefore, we constructed the physical models of the amino acid heptamers 

inside the nanopores and solved the PNP equations using COMSOL Multiphysics software. Two 

modules were employed: the electrostatics module for solving the Poisson equation and the 

transport of diluted species module for solving the Nernst-Planck equation. The nanopore was 

modeled as a hollow cylinder with axial symmetry (Figure 5.1, 5.2) and the model was solved in 

the steady-state.  

To reduce computations required for calculating the ionic flux through a 3D nanopore, 

we used a 2D model to compute the intensity of the ionic flux and then integrated 360 degrees 

around the cylindrical axis to obtain the total flux. 

The 2D model of the device used for simulation is shown in Figure 5.1. The device 

consists of a cylinder with a radius of 100nm and a height of 200 nm, which is divided into two 

chambers by a 0.76 nm thick membrane (about two times the linear length of a peptide bond) 

with a 0.9 nm nanopore in the center. In addition, we also modeled two different cylindrical 

nanopores, one with the same diameter but a greater thickness (1.14 nm), and one with the same 

thickness but a greater diameter (1.1 nm). 
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0.9 nm

0.4M KCl

0.4M KCl

180 mV
0.76 nm

 
Figure 5.1 2D model of nanopore device 

The two cylindrical chambers (in blue) were filled with 0.4 M KCl solution and were separated 

by a 0.76 nm thick membrane (in gray). A 180-mV potential was applied to the two chambers. 

 
     Protein residues were modeled as cylinders, and the height of each residue was assumed 

as 3.8Å for all amino acids. The cylinder radius for each amino acid residue was calculated based 

on the experimentally determined hydrodynamic volume(95) (Table 5.1). Based on the initial 

modeling of homopolymers, we found that for each residue at the vertical center of the nanopore, 

up to six adjacent residues (three above and three below) contribute to current blockades. 

Therefore, we modeled current blockades of heptamers inside the nanopore. The voltage applied 

across the nanopore was set at 180 mV, and the concentration of KCl was set to 0.4 M. The 

surface of the nanopore and amino acid residues were treated as neutral for the study. Proper 

boundary conditions were applied. The electric field distribution of the nanopore was shown in 

Figure 5.2. The current blockades were calculated by taking the ionic flux of both K+ and Cl− 

into account 

( )
1 1 1

( )
B BB B B

O O O O O

ds J JI II
B

I I I ds J J

+ −+ −

+ − + −

++
= − = − = −

+ +



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where IB is the current when the heptamer blocks the nanopore; IO is current of open 

nanopore; IB+, IO+and IB−, IO−are ionic currents of K+ and Cl− with/without amino acid residues 

inside nanopore; JB+ , JO+  and JB− , JO− are ionic current densities of  K+ and Cl− with/without 

amino acid residues inside the nanopore. 

Table 5.1 Amino acid volume and radius information 
Residues Volume(Å3) Radius(Å) Residues Volume(Å3) Radius(Å) 

Gly(G) 63.8 2.31 Gln(Q) 148.1 3.52 

Ala(A) 92.7 2.79 His(H) 156 3.61 

Ser(S) 92.8 2.79 Lys+(K) 162.4 3.69 

Asp-(D) 105.2 2.97 Met(M) 167 3.74 

Cys(C) 114.2 3.09 Ile(I) 167.5 3.75 

Thr(T) 119.7 3.17 Leu(L) 170.8 3.78 

Asn(N) 120.5 3.18 Arg+(R) 184.9 3.94 

Pro(P) 129.3 3.29 Phe(F) 194.4 4.04 

Glu-(E) 132.3 3.33 Tyr(Y) 197.4 4.07 

Val(V) 142.7 3.46 Trp(W) 231.1 4.4 
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Figure 5.2 Electric field distribution through a nanopore 

The applied voltage was 180 mV, and the concentration of the KCl electrolyte solution was 0.4 

M. The white lines represented the electric field lines and the color represented the electric field 

intensity. 

 

5.3.3 Current blockades of protein k-mers 

As expected, the current blockades of any given amino acid in the center of the nanopore 

do not have a fixed value. We modeled the current blockages of triplets, pentamers, and 

heptamers of amino acid homopolymers to evaluate how many neighboring residues contribute 

to current blockades. Three amino acids, glycine, valine, and tryptophan were used in this study 

considering the various size of amino acids. We calculated the influence of the current blockades 

by adding two additional residues (one above and one below) of three different sizes (glycine, 

valine, and tryptophan) into triplets/pentamers/heptamers models. The results are listed in Tables 

5.2–5.4. The addition of two larger residues increased the current blockage above noise level 

(0.2%) for pentamers consisting of small or even medium residues.  For heptamers, the addition 
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of two more residues had little influence on the current blockages of most combinations except 

the ones consisting of the small residues such as glycine (Table 5.4).   

 
Table 5.2 Current blockades of triplets and the influence of two additional nearest 

neighboring residues on their blockades for a nanopore of 0.76 nm in thickness and 0.9 nm 

in diameter. 

 % blockade  % blockade (% change as compared to triplet*) 

Triplet X Triplet X G + X + G V + X + V W + X + W 

GGG 17.2 17.7 (2.91%) 20.2 (17.44%) 23.8 (38.37%) 

VVV 45.4 45.5 (0.22%) 45.8 (0.88%) 47.0 (3.52%) 

WWW 92.0 92.0 (0.00%) 92.0 (0.00%) 92.0 (0.00%) 

 

Table 5.3 Current blockades of pentamers and the influence of two additional nearest 

neighboring residues on their blockades for a nanopore of 0.76 nm in thickness and 0.9 nm 

in diameter. 

 % blockade  % blockade (% change as compared to pentamer*) 

Pentamer X Pentamer X G + X + G V + X + V W + X + W 

GGGGG 17.7 17.8 (0.56%) 18.1 (2.26%) 18.6 (5.08%) 

VVVVV 45.8 45.9 (0.22%) 45.9 (0.22%) 46.0 (0.44%) 

WWWWW 92.0 92.0 (0.00%) 92.0 (0.00%) 92.0 (0.00%) 

 

Table 5.4 Current blockades of heptamers and the influence of two additional nearest 

neighboring residues on their blockades for a nanopore of 0.76 nm in thickness and 0.9 nm 

in diameter. 

 % blockade  % blockade (% change as compared to heptamer*) 

Heptamer X Heptamer X G + X + G V + X + V W + X + W 

GGGGGGG 17.8 17.9 (0.56%) 17.9 (0.56%) 18.0 (1.12%) 

VVVVVVV 45.9 45.9 (0.00%) 45.9 (0.00%) 46.0 (0.22%) 

WWWWWWW 92.0 92.0 (0.00%) 92.0 (0.00%) 92.0 (0.00%) 

 

5.3.4 Modeling and computations of reference data set of all amino acid heptamers 

In theory, we must model all 1.28x109 (= 207) heptamers in the nanopore to obtain the 

reference dataset. But it is unrealistic computationally (it would take more than 100 years to 

compute even with our powerful workstation). It is also infeasible to acquire the reference 

dataset for all heptamers experimentally. However, we cannot decode the amino acid sequences 

from experimental data without the reference dataset. Therefore, we modeled the current 
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blockades of a small but representative subset, and then completed the rest of the dataset by 

prediction. The prediction accuracy was validated by modeling a random set. Then modeled 

current blockades were compared with predicted ones to ensure the error was smaller than a 

preset threshold. The amino acid heptamers were represented by X-3X-2X-1X0X1X2X3, with X-3 to 

X3 being any of the 20 natural amino acids and X0 being the residue at the center of the nanopore 

constriction site. A 3D matrix with 8000 × 400 × 400 entries could fully describe the heptamer 

dataset (Figure 5.3). Each value in the matrix represented the current blockade for a specific 

amino acids heptamer. Any entry in this matrix was associated with a set of unique index ( , ,i j k

), where 1 8000i  , 1 400j  and 1 400k  . The index i determined the centered three 

amino acids, X-1, X0 and X1. The index j determined the amino acids X-2 and X2. The index k 

determined the amino acids X-3 and X3. 

X-1X0X1

X-2X2

X-3X3

GG WW…
GGG

WWW

GG

WW

…

 

Figure 5.3 Heptamer 3D reference dataset 

A 3D matrix with 8000 × 400 × 400 entries could fully describe the heptamer dataset. The index 

of the matrix uniquely determined the amino acid heptamers, and the value of each entry 

represented the current blockades. 

 

Intuitively, the residues at the center of the nanopore constriction site and its two nearest 

neighbors very likely dominant the current blockage. The ability to accurately predict the current 
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blockades of the heptamers requires high accuracy in modeling the triplet at the center of the 

nanopore. Therefore, we first fixed the amino acids on the sides of the heptamer and modeled 

current blockages for varied centered triplets. Then, we figured out how the current blockades 

changed with different amino acids on the side of the heptamer. The relation was used to predict 

unknown heptamer current blockades.  

5.3.4.1 Heptamer dataset for GGX-1X0X1GG 

First, we modeled a selected set of the complete 8000 (= 203) triplets of amino acids in 

the context of the polypeptide backbone, that is, by fixing the X-3, X-2, X2 and X3 as glycine in 

the heptamers. In the heptamer 3D reference dataset, the dataset for GGX-1X0X1GG is present in 

the left column of the front surface and this partial set could be then reshaped into another 3D 

matrix (Figure 5.4a). Three indexes of this new 3D matrix determined amino acid species for X-1, 

X0, and X1 (Figure 5.4a).  

Since there are always a pair of heptamers that are symmetrical (with a C2 symmetry) 

and have the same current blockage level (e.g., GGDSTGG and GGTSDGG), we assumed that 

the radius of X-1 is equal to or smaller than X1.  
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Figure 5.4 Heptamer dataset generation for GGX-1X0X1GG 

a) GGX-1X0X1GG heptamer dataset 3D matrix representation. The front left column of the whole 

heptamer dataset represents heptamer with sides four amino acids as glycine. The 8000 × 1 

vector could be further reshaped into a new 3D matrix with 20 × 20 × 20 entries. b) first layer in 

the GGX-1X0X1GG heptamer dataset (X0 is glycine). The gray heptamers were modeled.  c) layer 

in GGX-1X0X1GG heptamer dataset if amino acid in the center is not glycine. The gray 

heptamers were modeled. 

We divided twenty amino acids into two categories: 1) class 1 contains the amino acids 

G, S, C, N, E, Q, K, I, R, and Y; 2) class 2 contains the amino acids A, D, T, P, V, H, M, L, F, 

and W. 

If X0 is glycine, all possible combinations of X-1 and X1 were modeled (Figure 5.4b). If 

X0 is not glycine, we modeled heptamers in which the following criteria were met: 1) X-1 and X1 

are the same amino acids; 2) the radius of X1 is slightly larger than the radius of X-1; 3) X-1 

belongs to amino acids in class 1; 4) X1 is tryptophan (Figure 5.4c).  
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Next, current blockades for unmodeled GGX-1X0X1GG heptamers were predicted by 

linear regression and error correction (Procedure 5.1). We assumed that X1 and X1 influenced 

current blockades in a similar pattern for various X0. Since current blockades were modeled for 

heptamer where X0 is glycine, current blockades should vary similarly for other amino acids in 

the center. Then, an error correction step increased prediction accuracy by taking more models 

into accounts.  

Procedure 5.1 The procedure to compute GGX-1X0X1GG heptamer reference dataset 

Notation: X-1b belongs to amino acids in class 1 and is slightly smaller than X-1. X-1u belongs to 

amino acids in class 1 and is slightly larger than X-1 

For X0 is not glycine: 

 For X-1 belongs to class 2 amino acids and X1 with a radius larger than X-1: 

  Calculated linear regression coefficient  

1 0 1 1 0 1

1 1 1 1

( ) ( )

( ) ( )
u b

u b

B GGX X X GG B GGX X X GG

B GGX GX GG B GGX GX GG
 − −

− −

−
=

−
 

   Estimated linear regression current level 

1 0 1 1 0 1 1 0 1 1 0 1( ) ( ) ( ( ) ( ))b besti GGX X XGG B GGX X XGG B GGX X XGG B GGX X XGG− − − −= +  −  

   Estimated correction coefficient 

1 0 1 1 0 1

1 0 1 0 1

( ) ( )

( ) ( )
u

u

esti GGX X X GG esti GGX X X GG

esti GGX X WGG esti GGX X X GG
 − − −

− − −

−
=

−
 

   Estimated correction term 

1 0 1 1 0 1

1 0 1 0 1

( ) ( )

( ( ) ( ))
u

u

corr GGX X X GG corr GGX X X GG

corr GGX X WGG corr GGX X X GG
− − −

− − −

=

+  −
,  

where  

1 0 1 0 1 0( ) ( ) ( )corr GGX X WGG B GGX X WGG esti GGX X WGG− − −= − and 

1 0 1 1 0 1 1 0 1( ) ( ) ( )u u ucorr GGX X X GG B GGX X X GG esti GGX X X GG− − − − − −= −  

  Then predicted current blockade 

1 0 1 1 0 1 1 0 1( ) ( ) ( )pred GGX X XGG esti GGX X XGG corr GGX X XGG− − −= +  

End 

End 
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5.3.4.2 Heptamer dataset for GX-2X-1X0X1X2G 

In the heptamer 3D reference dataset, the dataset for GX-2X-1X0X1X2G is present as the 

front surface (Figure 5.5a). For each fixed X-1X0X1, we first modeled and computed heptamers 

where X-2 and X2 were individually selected from glycine, valine, and tryptophan. Then, a 

polynomial fitting was applied to predict all other combinations of X-2 and X2. 

We first modeled a partial of heptamer dataset for GX-2X-1X0X1X2G where X-2 and X2 

were one of glycine, valine, and tryptophan. The heptamer dataset GX-2X-1X0X1X2G could be 

reshaped to a new 3D matrix for fixed X-2 and X2. Each layer of this matrix represented heptamer 

with fixed X0. Each column in this layer described heptamer with fixed X0 and X1. Each row in 

this layer represented the heptamer model with fixed X0 and X-1. We assigned class 3 amino 

acids to contain G, E, L, and W. Class 4 amino acids include G, C, V, I, and W. Heptamers, 

where X-1, X1 belong to class 3 amino acids, X0 belong to class 4 amino acids were modeled. 

(Figure 5.5a) 

We then predicted heptamer GX-2X-1X0X1X2G, where X-2 and X2 were individually 

selected from glycine, valine, and tryptophan (Procedure 5.2). The case where both X-2 and X2 

were glycine was discussed in the previous section. Current blockades are not linearly related to 

the volume of amino acids. A large amino acid has a large current blockage. If the size of amino 

acid increases, the current blockage increases. However, it increases less for a larger amino acid 

in the center of the nanopore. For GX-2X-1X0X1X2G with fixed centered triplets, the current 

blockade is higher when both X-2 and X2 are larger amino acids compared to glycine. And the 

current blockade difference caused by X-2 and X2 is related to volume of centered triplets. The 

current blockade difference is smaller if centered triplets are larger. We assumed the current 
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blockade difference had a polynomial relation with the volume of triplets in the center (Figure 

5.5b) or the current blockade of triplets with glycine on the edge of heptamer (Figure 5.5c). 

Procedure 5.2 The procedure to compute GX-2X-1X0X1X2G heptameter reference dataset 

for X-2 and X2 selected from glycine, valine, and tryptophan 

For X-2 and X2 selected from glycine, valine, and tryptophan and cannot be glycine at the same 

time: 

 For X0 is one of amino acids in class 3 and X-1 is one of amino acids in class 4: 

Calculated current blockades difference B  for all X1 belongs to amino acids in 

class 4 by 

2 1 0 1 2 1 0 1( ) ( )B B GX X X X X G B GGX X XGG− − − = −  

Fit the relation between B  and Volume of X1 with a polynomial function, 

estimated current blockades difference, and predicted current blockades for X1 does 

not belong to amino acids in class 4. 

 For X0 is one of amino acids in class 3 and X1 is one of 20 amino acids: 

Calculated current blockades difference B  for all X-1 belongs to amino acids in 

class 4 by 

2 1 0 1 2 1 0 1( ) ( )B B GX X X X X G B GGX X XGG− − − = −  

Fit the relation between B  and Volume of X-1 with a polynomial function, 

estimated current blockades difference, and predicted current blockades for X-1 

does not belong to amino acids in class 4. 

 For X0 does not belong to amino acids in class 3: 

Calculated current blockades difference B  for all X0 belongs to amino acids in 

class 3 by 

2 1 0 1 2 1 0 1( ) ( )B B GX X X X X G B GGX X XGG− − − = −  

Fit the relation between B  and 
1 0 1( )B GGX X X GG−

with a polynomial function, 

estimated current blockades difference, and predicted current blockades for X0 does 

not belong to amino acids in class 3. 
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Figure 5.5 Heptamer dataset generation for GX-2X-1X0X1X2G with X-2 and X2 selected from 

glycine, valine, and tryptophan 

a, GX-2X-1X0X1X2G heptameter reference dataset for X-2 and X2 selected from glycine, valine, 

and tryptophan. b, Heptamer dataset generation for varied X-1. The relation between current 

blockades difference and Volume of X-1 was first to fit with a polynomial function (red dot 

curve), and then current blockades for X-1 not in class 4 were predicted (blue dot). c, Heptamer 

dataset generation for varied X0 by polynomial fitting. The relation between current blockades 

difference and current blockades for GGGXGGG was fit with a polynomial function. 

 

Next, a polynomial fitting was applied to predict all other combinations of X-2 and X2. 

For heptamer GX-2X-1X0X1X2G with fixed X-1X0X1, we modeled or predicted X-2, X2 as a 

combination of glycine, valine, and tryptophan. We calculated the current blockade difference 

between GX-2X-1X0X1X2G and GX-2GGGX2G. Then, we fit a polynomial relation between the 

current blockade difference and current blockade for heptamer GX-2GGGX2G. Lastly, we 

estimated current blockades for all GX-2X-1X0X1X2G (Procedure 5.3).  
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Procedure 5.3 The procedure to compute GX-2X-1X0X1X2G heptameter reference dataset 

For fixed triplet X-1X0X1 in the centered:  

For X2 belongs to one of glycine, valine, or tryptophan: 

Calculated current blockades difference B  for all X-2 belongs to glycine, valine, 

or tryptophan by 

2 1 0 1 2 2 2( ) ( )B B GX X X X X G B GX GGGX G− − − = −  

Fit the relation between B  and 
2 2( )B GX GGGX G−

 with a polynomial function, 

estimated current blockades difference, and predicted current blockades for X-2 

does not belong to one of glycine, valine, and tryptophan. 

 End 

 For X-2 belongs to one of 20 amino acids: 

Calculated current blockades difference B  for all X2 belongs to glycine, valine, 

or tryptophan by 

2 1 0 1 2 2 2( ) ( )B B GX X X X X G B GX GGGX G− − − = −  

Fit the relation between B  and 
2 2( )B GX GGGX G−

 with a polynomial function, 

estimated current blockades difference, and predicted current blockades for X2 does 

not belong to one of glycine, valine, and tryptophan. 

 End 

End 

 

Followed the similar procedure, we also generated the heptamer dataset for WX-2X-

1X0X1X2W. We first generated dataset for WGX-1X0X1GW, WGX-1X0X1VW, WGX-1X0X1WW, 

WVX-1X0X1VW, WVX-1X0X1WW, WWX-1X0X1WW by Procedure 5.2. We then used the 

Procedure 5.3 to generate the heptamer dataset for WX-2X-1X0X1X2W. It is worth mentioning 

that we also use Procedure 5.2 to generate heptamer reference dataset for WX-2X-1X0X1X2W. By 

applying this change, we further reduced the number of models. 

5.3.4.3 Heptamer dataset for X-3X-2X-1X0X1X2X3 

We modeled heptamer X-3GGGGGX3 for all possible X-3 and X3, and then predicted all 

heptamer dataset by  

3 2 1 0 1 2 3

2 1 0 1 2 3 3

( )

( ) ( ( ) ( ))

esti X X X X X X X

B GX X X X X G B X GGGGGX B GGGGGGG
− − −

− − −= +  −
 

where γ is the correction coefficient and could be expressed as  
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2 1 0 1 2 2 1 0 1 2( ) ( )

( ) ( )

BWX X X X X W B GX X X X X G

BWGGGGGW B GGGGGGG
 − − − −−
=

−
 

 

5.3.4.4 Validation of Heptamer Dataset Generation 

 

We randomly modeled 3000 protein heptamers and calculated current blockades. Then 

calculated current blockades were compared with predicted ones to prove our reference dataset 

generation strategy was correct. The average absolute offset between predicted data and modeled 

data was 0.02% (Figure 5.6). The variance is much lower than the noise level of 0.2%.  

 
Figure 5.6 Heptamer prediction accuracy 

This figure showed the absolute difference between predicted signals and modeled signals for 3000 

randomly selected heptamers. 

 

5.3.5 Generation of synthetic current profiles 

Synthetic current profiles were generated from the Hidden Markov Model. Current 

Blockades 𝐵1, 𝐵2,…, 𝐵𝑡−1, 𝐵𝑡, 𝐵𝑡+1,  …, 𝐵𝑇 were observed at different time points and blockade 

level 𝐵𝑡 was uniquely determined by hidden heptamer state 𝐻𝑡 (Figure 5.7). 



102 

 

H1 HTHt+1HtHt-1Heptamer

Blockade Levels B1 Bt-1 Bt Bt+1 BT
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Figure 5.7 Synthetic signal generation 

This figure showed how synthetic current trace was generated from protein sequence. The 

protein sequence was first represented as heptamers chain and then current blockades for those 

heptamers were extracted. Random noise was added to the current blockades to simulate the real 

experiment current trace. 
 

An alteration, as small as 0.2%, of the blockade results in a change of 1.0 pA, which 

technically can be detected using a commercially available amplifier such as the Axopatch 

200B., There are usually N data points in real measurements 𝐵𝑡,1, 𝐵𝑡,2,…,𝐵𝑡,𝑁 instead of one 

single measurement 𝐵𝑡 corresponding to a heptamer state 𝐻𝑡. We used N = 10 for our data 

analysis. If one measurement follows a normal distribution with variance equals to σ, then the 

mean of N measurements will follow a normal distribution with a variance equals to 
𝜎

√𝑁
. 

 

5.3.6 Pseudo-Heptamer decoding algorithms 

We developed a Pseudo-Heptamer decoding algorithms to determine the amino acid 

sequences from simulated current blockade profiles. In the forwards-backwards algorithms(96), 

probability of heptamer Ht corresponding to the observation Bt at time point t was estimated by  
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𝑝(𝐻𝑡 = 𝐾|𝐵1∶𝑇) = 𝑝(𝐻𝑡 = 𝐾|𝐵1∶𝑡, 𝐵𝑡+1∶𝑇) ∝ 𝑝(𝐻𝑡 = 𝐾|𝐵1∶𝑡)𝑝(𝐵𝑡+1∶𝑇|𝐻𝑡 = 𝐾) = 𝛼𝑡(𝐾)𝛽𝑡(𝐾) 

where 𝛼𝑡(𝐾) =  𝑝(𝐻𝑡 = 𝐾|𝐵1∶𝑡) is the filtered marginals given previous message and 

𝛽𝑡(𝐾)  =  𝑝(𝐵𝑡+1∶𝑇|𝐻𝑡 = 𝐾) is the conditional likelihood of future evidence given the hidden 

state at time t. 𝛼𝑡(𝐾) and 𝛽𝑡(𝐾) are recursively calculated from the beginning and the tail of the 

signal by 

𝛼𝑡(𝐾) = 𝑝(𝐻𝑡 = 𝐾|𝐵1∶𝑡) = 𝑝(𝐻𝑡 = 𝐾|𝐵𝑡 , 𝐵1∶𝑡−1) ∝ 𝑝(𝐵𝑡|𝐻𝑡 = 𝐾)𝑝(𝐻𝑡 = 𝐾|𝐵1∶𝑡−1) 

= 𝑝(𝐵𝑡|𝐻𝑡 = 𝐾) ∑ 𝑝(𝐻𝑡 = 𝐾|𝐻𝑡−1 = 𝐽)𝑝(𝐻𝑡−1 = 𝐽|𝐵1∶𝑡−1)

𝐽

=  𝜓𝑡(𝐾) ∑ Ψ(𝐽, 𝐾)𝛼𝑡−1(𝐽)

𝐽

 

𝛽𝑡−1(𝐾)  =  𝑝(𝐵𝑡∶𝑇|𝐻𝑡−1 = 𝐾) = ∑ 𝑝(𝐵𝑡+1:𝑇|𝐻𝑡 = 𝐽)𝑝(𝐵𝑡|𝐻𝑡 = 𝐽)𝑝(𝐻𝑡−1 = 𝐾|𝐻𝑡 = 𝐽)

𝐽

= ∑ 𝛽𝑡(𝐽) 𝜓𝑡(𝐽)Ψ(𝐽, 𝐾)

𝐽

 

Where 𝜓𝑡(𝐾) = 𝑝(𝐵𝑡|𝐻𝑡 = 𝐾) is the local evidence at time t and Ψ(𝐽, 𝐾)  =

 𝑝(𝐻𝑡 = 𝐾|𝐻𝑡−1 = 𝐽) is the transition matrix. 

However, we adapted a heptamer model in hidden states, and there were in total 1.28 x 

109 (207) unique states. The transition matrix Ψ(𝐽, 𝐾) contains 207 x 207 entries.  𝜓𝑡(𝐾), 𝛼𝑡(𝐾) 

and 𝛽𝑡(𝐾) are all 1 x 207 vector. This sheer amount of memory and computations required to 

find the right paths through the hidden states would not be feasible even with a supercomputer in 

the traditional forwards-backwards algorithms. However, in our case, the current blockade 

signals of most heptamers are predominantly contributed by the center amino acids, with little 

contribution from the amino acids at the edges of heptamers as shown earlier (Tables 6.2 – 6.4). 

We could use this information to reduce the complexity and search space required by the 

forwards-backwards algorithms. 
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Figure 5.8 Sequence update procedure 

The four amino acids on the side of heptamer were fixed for the estimation in the next step. The 

partial heptamer dataset was used for inference in each update. After a few updates, the sequence 

output would be used as a decoding sequence. 

 

Instead of searching through the vast hidden states of all 207 heptamers by brute force, we 

initiated the search through only the heavily weighted 203 hidden states of the triplets in the 

centers of the heptamers (Figure 5.8). The probability for all 203 triplets was updated using the 

identity of the amino acids determined from the previous step. For  𝜓𝑡(𝐾), we only need to 

calculate a 1 x 203 vector instead of a 1 x 207 vector. At time t, the roughly estimated heptamer 

for blockade level Bt was X-3X-2X-1X0X1X2X3. At the update step, we only calculated  𝜓𝑡(𝐾) for 

heptamer X-3X-2X
’
-1X

’
0X

’
1X2X3 with the center triplets X’

-1X
’
0X

’
1 as variables 

 𝜓𝑡(𝐾) =  𝜓𝑡(X−3X−2𝑋−1
′ 𝑋0

′ 𝑋1
′X2X3) ∝ 𝑒𝑥𝑝(−

(𝑅(𝐾)  −  𝐵𝑡)2

2𝜎2
) 
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Where R(K) is the reference blockade level for heptamer X-3X-2X
’
-1X

’
0X

’
1X2X3 and σ is 

the noise level used in our calculations. 

For Ψ(𝐽, 𝐾), the allowed transition from heptamer K (X-3aX-2aX-1aX0aX1aX2aX3a) to J (X-

3bX-2bX-1bX0bX1bX2bX3b) only requires X0aX1a = X-1bX0b in Pseudo-Heptamer decoding 

algorithms. It is defined as  

Ψ(𝐽, 𝐾) = {
1/20, 𝑋0𝑎 = 𝑋−1𝑏 and 𝑋1𝑎 = 𝑋0𝑏 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

The amino acids X-3a, X-2a, X2a, X3a, X-3b, X-2b, X2b and X3b were determined from the 

previously estimated sequence. Transition matrix was reduced to 203 x 203 entries by applying a 

loose requirement on the transition matrix.  
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Algorithm 5.1 Pseudo-Heptamer decoding algorithms 

Input: blockade level 𝐵1, 𝐵2,…, 𝐵𝑡−1, 𝐵𝑡, 𝐵𝑡+1,…, 𝐵𝑇; Heptamer dataset for X-3X-2X-1X0X1X2X3 

The nth estimation of sequence was recorded as 𝑆𝑛 = (𝐴1
𝑛, . . . , 𝐴𝑡−1

𝑛 , 𝐴𝑡
𝑛, 𝐴𝑡+1

𝑛 , . . . , 𝐴𝑇
𝑛) using amino 

acids and 𝑃𝑛 = (𝐻1
𝑛, . . . , 𝐻𝑡−1

𝑛 , 𝐻𝑡
𝑛, 𝐻𝑡+1

𝑛 , . . . , 𝐻𝑇−6
𝑛 ) using heptamer where 𝐻𝑡

𝑛 = 𝐴𝑡
𝑛𝐴𝑡+1

𝑛 . . . 𝐴𝑡+6
𝑛 , 

𝛼𝑡
𝑛(𝐾) =  𝑝(𝐻𝑡

𝑛 = 𝐾|𝐵1∶𝑡) is the filtered marginals given previous message and 𝛽𝑡
𝑛(𝐾)  =

 𝑝(𝐵𝑡+1∶𝑇|𝐻𝑡
𝑛 = 𝐾) is the conditional likelihood of future evidence given the hidden state at time 

t. 

Initialize the estimation amino acid sequence as 𝑆0 = (𝑉, . . . 𝑉, 𝑉, . . . 𝑉) 

For n = 1: preset constant integral 

Initialize 

𝛼1
𝑛(𝐾) =  𝑝(𝐻1

𝑛 = 𝐾|𝐵1 ) =  𝜓𝑡(𝐻1
𝑛 = 𝐾)  = 𝑝(𝐻1

𝑛 = 𝐴1
𝑛−1𝐴2

𝑛−1𝐴3
𝑛𝐴4

𝑛𝐴5
𝑛𝐴6

𝑛−1𝐴7
𝑛−1|𝐵1 ) 

for all combination of 𝐴3
𝑛𝐴4

𝑛𝐴5
𝑛 

 For t = 2: T 

  𝛼𝑡
𝑛(𝐽) = 𝑝(𝐻𝑡

𝑛 = 𝐴𝑡
𝑛−1𝐴𝑡+1

𝑛−1𝐴𝑡+2
𝑛 𝐴𝑡+3

𝑛 𝐴𝑡+4
𝑛 𝐴𝑡+5

𝑛−1𝐴𝑡+6
𝑛−1|𝐵1:𝑡 ) 

=  𝜓𝑡(𝐻𝑡
𝑛 = 𝐽) ∑ 𝛼𝑡−1

𝑛 (𝐽)Ψ(𝐽, 𝐾)

𝐾

 

 End 

Initialize 𝛽𝑇−6
𝑛 (𝐾)  =  𝑝(𝜙|𝐻𝑇−6

𝑛 = 𝐾)  = 1 

 For t = T – 7: 1 

  𝛽𝑡
𝑛(𝐽) = 𝑝(𝐵𝑡+1∶𝑇|𝐻𝑡 = 𝐴𝑡

𝑛−1𝐴𝑡+1
𝑛−1𝐴𝑡+2

𝑛 𝐴𝑡+3
𝑛 𝐴𝑡+4

𝑛 𝐴𝑡+5
𝑛−1𝐴𝑡+6

𝑛−1) 

= ∑  𝜓𝑡+1(𝐻𝑡+1
𝑛 = 𝐾)𝛽𝑡+1(𝐾)Ψ(𝐽, 𝐾)

𝐾

 

 End 

 For t = 1: T - 6 

𝑝(𝐻𝑡
𝑛 = 𝐽|𝐵1∶𝑇) = 𝛼𝑡

𝑛(𝐽)𝛽𝑡
𝑛(𝐽) 

 Extract center amino acid from 𝐻𝑡
𝑛 and generate sequence 𝑆𝑛 

End  

 

For the initial estimation, all amino acids in sequence were assumed as valine. Multiple 

rounds of estimation are applied to precisely determine four amino acids on the edge of heptamer 

(Figure 5.9). When the side four amino acids could be determined with higher confidence, 

 𝜓𝑡(𝐾) could be determined more accurately. We sampled 5000 protein sequences from protein 

dataset and tested accuracy from different numbers of updates. In this work, we updated the 

sequence three times. 
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Position 53 54 55 56 57 58

Initial V V V V V V

1st update T C T V D A/S

2nd update E G E V A/S A/S

3rd update E G E V A/S A/S

Ground Truth E G E V A/S A/S

Residue position of linear polypeptide

 
Figure 5.9 Sequence determination through multiple updates decoding process 

The accuracy of the sequence was improved by having a better estimation of four amino acids on 

the side of the heptamer. 

 

5.4 Results 

Recognizing that even for an atomically thin nanopore, multiple residues along the 

polypeptide chain contribute to the current blockade, we chose to model the current blockade of 

amino acid heptamers with the center residue positioned in the center of the nanopore (Figure 

5.10a, b). For simplicity, amino acid residues were modeled as a cylinder. To calculate the 

current blockade using FEA, a 180-mV potential was applied across the cis and trans chambers 

of the nanopore containing a solution of 0.4 M KCl. The current blockades of some specific 

heptamers were determined by numerically solving the PNP equations and other heptamer 

current blockades were determined by prediction based on those particular heptamers results. 

The current blockade values of 1.28 x 109 possible heptamer combinations were estimated for a 
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0.76 nm thick, 0.9 nm diameter nanopore, a 0.76 nm thick, 1.1 nm diameter nanopore and a 1.14 

nm thick, 0.9 nm diameter nanopore (Figure 5.10c-e).  
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b

d e
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GXWWWXG

Amino acid residue at center position (X)

 

 

Figure 5.10 Modeling and computation of current blockade of amino acid heptamers 

a, model showed a heptamer in a nanopore; b, cross-section of model (a) to compute the current 

blockade. c, d, e, Current blockade of all 8000 heptamers with two Gly’s in both sides through a 

0.76 nm thick and 0.9 nm diameter nanopore (c), a 0.76 nm thick and 1.1 nm diameter nanopore 

(d) and a 1.14 nm thick and 0.9 nm diameter nanopore (e). The shaded lines cover current 

blockades of all 8000 heptamers with two Gly’s on each side. The residues on the horizontal axis 

(X) are the center residues in the heptamer. The lower boundary (red) is the current blockade of 

GGGXGGG heptamer, while the upper boundary (green) is the current blockade of 

GGWXWGG heptamer. The horizontal line (blue) is the current blockade of the heptamer with 

the homomeric triplet (XXX) at the center and two G at both ends. The right bar shows the 400 

extended heptamer data for corresponding triplets in the middle and a Gly in both ends. 

 

As expected, the current blockade of any given amino acid in the center of the nanopore 

does not have a discrete value, but is highly influenced by its six nearest residues (Figure 5.12c-

e). The distribution of the current blockages of all the 206 heptamers with a fixed amino acid 

residue in the middle is very broad. For heptamer with a smaller residue such as Gly at the 
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center, the current blockage varies greatly, ranging from 17.73% for the heptamer with two Gly’s 

as neighbors (GGGGGGG) to 86.79% for the heptamer with two Trp’s as the neighbors 

(GGWGWGG) for 0.76 nm thick and 0.9 nm diameter nanopore. As the size of the center 

residue in the heptamer increases, the distribution becomes narrower. We also noticed that larger 

residues make a more dominant contribution to the blockade. Due to the more dominant 

contribution from larger neighboring residues, the distribution is much broader for heptamer with 

a smaller residue in the center. The distribution of current blockades through the 1.14 nm thick 

nanopore is similar to that of 0.76 nm thick nanopore. (Figure 5.10c-e).  

For heptamer with a small triplet in the middle, it is also highly influenced by amino 

acids in the side of heptamer. For example, consider the heptamer with GGG in the middle, the 

current blockage varies from 17.73% for the heptamer with two Gly’s as neighbors 

(GGGGGGG) to 23.71% for the heptamer with two Trp’s as the neighbors (GWGGGWG). If the 

middle triplet is larger, amino acids at two ends of heptamer influence less to the blockade. The 

influence of another two amino acids on a triplet is shown in table 5.2. 

The current flow through an open nanopore (0.9 nm diameter, 0.76 nm thick) is 465.1 pA 

and the current blockade of amino acid heptamers is in the range of about 17.7% to 92.0%. An 

alteration of as small as 0.2% of the blockade results in a change of 1.0 pA, which technically 

can be detected with precision at high bandwidth by commercially available amplifiers such as 

Axopatch 200B. However, due to the extensive overlaps among the current blockade signals of 

heptamer, it is not feasible to determine the identity of the heptamer directly from the current 

blockade profile of the protein.  

To investigate the theoretical feasibility of nanopore protein sequencing, we used the 

current blockade of the heptamers to simulate the current blockade profile for all 63324 proteins 
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sequences from the proteome database, which consists of no shorter than ten amino acids and 

contain no unknown amino acids, and investigated the feasibility of decoding the sequences from 

the profiles using MATLAB (R2021a, The MathWorks). We used the UniProt human proteome 

database (Release 2018_11) as the reference(59). We used a Hidden Markov model with pseudo-

heptamer decoding algorithms to search for possible heptamers (Figure 5.11).  

a b

Original sequence:

Residue position of linear polypeptide Residue position of linear polypeptide

Decoded sequence:

(% Probability)

R Q
M

F

G

E

A
E V

R Q M F E G E V A/S

(100) (100) (99.96) (100) (100) (100) (100) (100) (100)

 

Figure 5.11 Computed current blockade profile and sequence decoding process 

a, Current blockades profile of a protein. b, sequence decoded from synthetic current profiles 

with probabilities shown for residue position from 49 to 57.  

 

The accuracy in decoding each amino acid was shown in table 5.5. Twelve amino acids 

could be decoded with more than 99% accuracy and three amino acids with more than 97% 

accuracy. If A/S, T/N and M/I are group together, it could also be decoded with more than 99% 

accuracy. 
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Table 5.5 Accuracy of decoding all natural amino acids in proteomics database 
Origin
al 
seque
nce 

G A S D C T N P E V Q H K M I L R F Y W 

Decod
ed 
seque
nce (% 
probab
ility) 

G 
(99.
74) 

A/S 
(99.8
7) 

D 
(99.
08) 

C 
(97.
83) 

T 
(84.
84) 

N 
(71.
88) 

P 
(98.
98) 

E 
(99.
23) 

V 
(99.
79) 

Q 
(99.
75) 

H 
(99.
76) 

K 
(99.
90) 

M 
(93.
87) 

I 
(98.
31) 

L 
(99.
91) 

R 
(10
0) 

F 
(99.
98) 

Y 
(99.
97) 

W 
(10
0) 

    N 
(14.
81) 

T 
(27.
70) 

      I 
(5.6
2) 

      

 

5.5 Conclusions and discussion 

In summary, we used cylinder models to represent amino acids which enabled us to 

perform FEA on an ideal nanopore systems. We determined that seven amino acids centered in 

the nanopore influence the current blockades for a 0.76 nm thick and 0.9 nm diameter nanopore. 

We first modeled partial of the heptamer dataset and then predicted the whole dataset. The 

prediction methods could achieve very high accuracy. It indicated that experimental 

determination of current level for whole heptamer dataset could be feasible. We then generated 

synthetic current blockades signals for all proteins in human proteome database. A Pseudo-

Heptamer decoding algorithms was developed to decode the synthetic signals. Lastly, we 

concluded that the sequences of the proteins can be decoded with high accuracy using a thin 

nanopore. Twelve amino acid residues can be identified with greater than 99% accuracy, and 

three amino acid residues can be identified with greater than 97% accuracy while the other six 

amino acid residues can be identified as three pairs also with greater than 99% accuracy. 

We have demonstrated protein sequence is feasible using a thin nanopore system with 

electrical measurement. For simplicity, the peptide backbone and the amino acid residues are 

modeled as a featureless rigid cylinder positioned in the center of the nanopore. In reality, a 

denatured polypeptide molecule is flexible and the amino acid side chains have specific shape 

and physical properties such as hydrophobicity and charged characteristics. The polypeptide 

backbone is unlikely to stay in the center of the nanopore either. These factors undoubtedly 

influence the current blockade of the heptamers. The effect could result in better resolution or 
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separation between the amino acids with similar side chain volumes, such as Ala and Ser. The 

effect could also broaden the current blockade of the heptamers, resulting in more overlap 

between the current blockade signals.  
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Chapter 6   Future work 

6.1 Protein fingerprinting with a nanopore 

 Protein fingerprinting is the first step towards protein sequencing. It might be achieved 

either by optical or electrical detection.  

In the electrical detection, specific amino acids, cysteine for example, on the protein are 

labeled. Since the effective size of the labeled cysteine is significantly larger than all other 

unmodified amino acids, the blockade of cysteine is much larger than all other amino acids. The 

induced current trace could be treated as a binary time serial signal, which contains 

fingerprinting of specific proteins. The signal could be decoded with properly developed 

algorithms. In optical detection, we could apply the concept of Förster resonance energy transfer 

(FRET) to nanopore sequencing. The protein nanopore, labeled with several acceptor 

fluorophores, is hybridized on the solid-state nanopore by chemical linkage. The targeted protein 

is denatured, and certain amino acids are labeled with donor fluorophores. When the target 

protein is translocated through the nanopore, a significant fluorescence signal will be emitted 

when the labeled amino acid is closed to the pore region and low fluorescence signal will be 

recorded when no labeled or missed labeled amino acid is translocated through the nanopore. We 

could record fluorescence signals at the MHz level with APD, which is comparable to protein 

translocation. It is theoretically feasible to retrieve fluorescence signals which encode the 

information about labeled amino acids. This information could be used for protein fingerprinting. 

6.2 Protein nanopore sequencing 

Neither Edman degradation nor mass spectrometry for protein sequencing offers a single-

molecule level sensitivity. If nanopore protein sequencing can be achieved, there are significant 
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advantages over other current protein sequencing technology considering the cost, portability, 

and single-molecule sensitivity. 

However, several challenges need to be tackled before the full experimental realization of 

nanopore protein sequencing. First, amino acids are varied in charge properties, and uniform 

translocation of protein molecules through a nanopore under the electric field cannot be simply 

achieved. Second, no natural motor with the ability to ratchet amino acids one-by-one exists for 

protein molecules. Third, amino acids are smaller and more diverse compared to nucleotides. It 

poses challenges to nanopore design and algorithm development. A higher quality nanopore 

must be proposed to distinguish twenty different amino acids compared to four nucleotides. 

Even with many technical challenges, it would revolutionize proteomics research if 

nanopore protein sequencing could be achieved. Quantitative understanding of biological 

systems and human diseases is possible with protein sequencing in single-molecule levels. 

6.3 Ultra-accurate nanopore DNA sequencing 

Accurate of nanopore has rapidly improved over the last ten years by changing the 

biological nanopore, improving the basecall algorithm, etc. However, it is still suffering from 

low consensus accuracy and the systematic error could not be eliminated by improving 

sequencing depth. A better nanopore geometry and a better translocation control unit are possible 

to solve the problem.  

However, the naïve and straightforward method for nanopore sequencing is to sequence 

DNA directly without the help of helicase or polymerase. The use of helicase and polymerase 

limits sequencing throughput and introduces translocation instability. The DNA free 
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translocation speed is 1 µs/base instead of more than 2 ms/base with an enzyme. It is promising 

to see that throughput could be improved thousands of times higher with the enzyme replaced. 

At the same time, the capability to sequence DNA methylation is limited. When the 

pattern between multiple k-mers is clearly separated, it is much simpler to incorporate DNA 

methylation and DNA damage analysis. 

If all those proposals could be achieved in the future, we will see a portable single-

molecule DNA sequencer with unprecedented sequencing speed and capability. 
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