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1. Introduction

Liquid-phase electron microscopy (LP-EM) 
is a newly accessible analytical method 
that has opened up a rapidly emerging 
field of research during the past decade.[1] 
Although many previous successes in 
LP-EM have revolved around hard mate-
rials, such as metallic nanoparticles,[2] 
new scientific insights are also expected 
from applying LP-EM to the study of key 
questions in soft matter science.[3] This 
application has been limited in the past 
due to various experimental difficulties, 
but continuous progress has brought the 
field to a status where it is now readily 
possible to directly visualize structure and 
examine dynamics of hydrated soft mate-

rials. Soft matter refers to a state of condensed matter that is 
able to undergo dynamic changes due to its physical behavior 
occurring at an energy scale comparable with thermal energy 
(kT). Typical examples of soft matter are liquids, polymers, and 
gels, as well as many biological materials, such as membranes 
and proteins. An important question in applied soft matter 
physics is how to control molecular systems whose manifold 
characteristics result from these systems being out of equilib-
rium.[4] Soft matter has complex interactions with its surround-
ings as a result of the manifold of intra- and intermolecular 
interactions. The interplay of enthalpic and entropic effects 
causes interesting phenomena, such as structural organization 
extending from molecular dimensions all the way to the micron 
scale. To control soft matter systems, more understanding is 
needed of nonequilibrium phenomena, such as kinetic trap-
ping and active matter.[5] Also, having a better understanding of 
the interaction potentials between nanosized objects in liquid 
is required. Here, molecular simulations and direct imaging 
techniques have been proposed[6] as tools for gaining further 
insight into the dynamic nature of soft materials.

The technique of LP-EM is still in an early stage, and many 
of the papers in the field involve studies of the technique itself, 
while it is not yet always clear what new scientific insights can 
be obtained due to interference of electron-beam effects with the 
observables.[7] Setting purely technical developments aside, the 
main challenge in the field is how to understand, control, and 
in some cases use the electrochemical interactions that takes 
place as the high-energy electron beam penetrates the sample. 
Thus, a critical evaluation is needed to address the questions of 
what information LP-EM has provided about materials systems 

Innovations in liquid-phase electron microscopy (LP-EM) have made it 
possible to perform experiments at the optimized conditions needed to 
examine soft matter. The main obstacle is conducting experiments in such a 
way that electron beam radiation can be used to obtain answers for scientific 
questions without changing the structure and (bio)chemical processes 
in the sample due to the influence of the radiation. By overcoming these 
experimental difficulties at least partially, LP-EM has evolved into a new 
microscopy method with nanometer spatial resolution and sub-second 
temporal resolution for analysis of soft matter in materials science and 
biology. Both experimental design and applications of LP-EM for soft matter 
materials science and biological research are reviewed, and a perspective of 
possible future directions is given.
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and biological samples. Second, as even weak perturbations can 
lead to significant changes in the sample, experiments need 
to be performed with highly optimized protocols. Moreover, 
standardization of the reported experimental details in LP-EM 
is needed, since a lack of details on the experiments may result 
in poor reproducibility, which is an issue currently limiting pro-
gress in this field. Finally, we hope to inspire researchers in the 
soft matter community to take advantage of and further develop 
this new and exciting methodology for solving grand challenges 
in soft matter research.

2. Observing Soft Matter in Liquid:
Methods and Considerations
This section will address key experimental aspects of LP-EM, 
and in particular electron dose considerations, since soft matter 
is typically sensitive to radiation damage. An overview of the 
different available experimental systems will be given, and sev-
eral practical guidelines for the experiments will be provided, 
including a recommendation for detailed reporting.

2.1. Analyzing Beam-Sensitive Samples with LP-EM

Generally formulated, electron microscopy probes the local 
charge density of a sample. Electron-beam interaction with a 
sample results in both elastic and inelastic electron scattering, 
and henceforth changes of three measurable properties of the 
transmitted beam: trajectory, phase, and energy. Contrast in 
images is obtained mostly from elastic scattering resulting in 
angular deviations of the electron trajectories (particle nature) 
and changes in phase of the electron wave (wave nature). 
Inelastic scattering is mostly unwanted when imaging radia-
tion-sensitive samples since energy loss of the electron beam 
causes radiation damage,[8] even though inelastic scattering is 
useful for elemental analysis. Soft matter in solution is espe-
cially prone to radiation effects during electron microscopy as 
the involved binding energies are low, comparable with room 
temperature thermal energy (kT). Of particular importance for 
successful LP-EM experiments is thus a fundamental under-
standing of electron-beam–sample interactions, and an optimal 
choice of experimental settings for reducing radiation damage.

2.1.1. Radiation Damage

Beam–sample interactions are divided into two classes: dynamic 
processes and destructive, irreversible events. Dynamic pro-
cesses include the creation of heat, excited states, and charge 
pairs that are reversible, while irreversible events include the 
breakage of chemical bonds and knock-on damage.[9] The 
extent of beam damage observed in the sample is typically pro-
portional to the total electron dose received by the sample via 
destructive events, while reversible processes have an additional 
dependency on the electron flux. Therefore, the application of 
low electron flux may be used to mitigate radiation damage 
in case of reversible processes, leaving time for the sample to 
equilibrate heat, charge pairs, and charge separation.[10]

For a detailed description of beam effects, the different con-
stituents of the sample and the liquid enclosure need to be 
considered. In the case of a liquid cell filled with water, elec-
tron beam–water interaction will lead to a radiolytic plume 
and cascading reactions. These reactions produce hydroxyl 
radicals, hydrogen ions, and solvated electrons that will locally 
change the solution chemistry, e.g., change the pH of the 
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liquid (Figure 1a,b).[10c,11a,b] These effects depend on the type of 
microscopy modality used, i.e., transmission electron micros-
copy (TEM), scanning transmission microscopy (STEM), or 
scanning electron microscopy (SEM), as well as on the dose, 
the electron flux, the time after first electron impact, and the 
beam energy. Additionally, these effects will lead to chemical 
gradients in the liquid, especially at the edges of the illumi-
nated area as shown both by computer modeling (Figure 1b)[11a] 
and experiment (Figure  1c,d).[12] Most interactions between 
electrons and water originate from plasmon loss at 25  eV as 
shown by electron energy loss spectroscopy (EELS).[13]

Most experiments will not involve pure water but rather a 
saline, and so the involved electrochemistry in the liquid is even 
more complex. For example, gold nanoparticles were observed 
to move, agglomerate, or dissolve upon electron-beam irradia-
tion depending on the salt concentration, and the pH set by a 
buffer.[14] Moreover, a range of experiments involves other liquids 
than water. Detailed knowledge of the involved chemical reac-
tions would be needed for design and interpretation of LP-EM 
experiments, as is available at least in theory for pure water.[11a]

In most TEM and STEM experiments, the electron-beam-
induced temperature rise in liquid is estimated to be negligible 
(less than a few degrees Celsius) due to the high heat capacity 
and thermal conductivity of water.[15] Nevertheless, it should be 
accounted for when studying temperature-sensitive samples. It 

is also important to note that the local temperature change may 
become more significant if a focused intense beam is applied.[15b]

The electron beam will also change the objects in the liquid, 
mostly via ionization in soft matter, which may lead to the 
breaking of bonds (e.g., bond scission in dissolved aqueous 
polystyrene sulfonate[16]) and/or the disintegration of the struc-
ture[9] (e.g., shrinkage of bacterial cells[17]). Also, the objects may 
become electrically charged, and at high electron dose and high 
beam energy, knock-on damage directly removing atoms from 
material will play a role.

The enclosing windows of the liquid cell are also affected by 
the electron beam. For example, it has been reported that a pos-
itive surface potential is developed by electron-beam exposure 
of insulating TEM foils,[18] and also silicon nitride (SiN) often 
used as window material becomes positively charged,[19] leading 
to local electric fields influencing the sample in the liquid 
directly at the window.[20] Moreover, electron scattering in the 
window material also leads to the creation of free electrons that 
may damage the sample. Beam-window effects generally can be 
neglected when graphene is used as window material.[21]

2.1.2. Chemical Biasing

In the context of electron-beam effects, it is also important to 
consider the possibility of rationally using the electron beam to 
initiate chemical reactions in the liquid sample[22] as is frequently 
done to start growth processes of metallic nanoparticles.[23] 
It has been shown that concentrations of primary radiolysis 
products depend on electron flux, dissolved gasses,[11a] organic 
molecules,[11a] and even metal ions.[24] Irradiating pure water will 
typically create a reducing environment for the metallic ions, 
but nevertheless, oxidation of organic molecules is expected to 
take place due to the high reactivity of generated hydroxyl rad-
icals. Simulations for pure water indicated that the pH will be 
reduced,[11a] but the pH may increase in the presence of other sol-
utes which the model did not account for, such as cerium ions.[25] 
Utilizing these electron-beam effects is an option for control-
ling the behavior and properties of soft matter in a liquid cell. 
An example is an experiment in which the formation of micelles 
from a poly(polyethylene)glycol macro chain transfer agent was 
initiated by homolytic cleavage of the trithiocarbonate group fol-
lowed by an addition of a hydrophilic chain, resulting in a block 
co-polymer structure that underwent a microphase separation in 
water.[26] Micelle formation was induced by continuous exposure 
to an electron flux of 0.5 e− Å−2 s−1, and it was assumed that the 
contribution from radicals created from radiolysis of water was 
negligible as long as sufficiently high monomer concentrations 
were used. Electron-beam control of an experiment thus seems 
feasible as long as the electron flux is kept to a minimum. How-
ever, to support predictions concerning the changes in the chem-
ical environment within the liquid cell, a detailed simulation of 
the chemical conditions would be helpful.

2.1.3. Defining and Testing the Acceptable Dose Level

The aforementioned considerations about radiation damage 
pose the fundamental question of how to define acceptable 

Figure 1.  Electron beam–water interaction. Chemical gradients created by 
electron beam exposure, subsequent radiolysis, and outward diffusion of 
radiolysis products. a) Schematic representation of electron beam–water 
interactions on the nanometer scale. At high electron doses, plumes start 
to overlap, which can lead to changes in the concentration of radiolytic 
species as compared to the low-dose situation where plumes do not 
overlap.[10c] b) Simulations in pure water for H+ gradients at the edge of 
the illuminated area and at different electron fluxes.[11a] c) Low magnifica-
tion of BF STEM overview after reaction showing acquisition area (white 
square) and cobalt carbonate particles (blue squares) that have grown 
at different rates during electron beam exposure.[12] d) Volume growth 
dependent on distance to edge of illuminated area.[12] b) Reproduced 
with permission.[11a] Copyright 2014, American Chemical Society (ACS). 
c,d) Reproduced with permission.[12] Copyright 2019, ACS.
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electron dose levels for a given system. Doses of even less than 
1 e Å−2 can induce significant changes in the ultrastructure of 
intact bacterial cells,[17,27] and have been reported to change 
the structure of proteins.[28] The requirements of the experi-
ment must be determined in terms of preservation of either: 
i) the morphology of the sample[29] or ii) the native reaction
kinetics[12,30] whereby the reaction can be a chemical reaction,[12]

a self-assembly process,[3b,31] etc.
Here, we can learn from the advances in cryogenic TEM 

(cryo-TEM and of course also cryo-STEM), where electron-
beam effects have been extensively investigated as they cru-
cially determine the obtainable resolution in the structure 
analysis of biological specimens.[32] The limiting electron 
dose for a specific system can be determined from the dose-
dependent disappearance of diffraction peaks,[32b] or Fourier-
transferred signals,[33] whereby such peak or signal typically 
reduces in intensity exponentially with the electron dose. 
The electron exposure at which the intensity of the compo-
nent decreases to a factor of e−1 (≅0.4) below its initial value 
is defined as the critical exposure.[34] Importantly, the loss 
of structural information is resolution-dependent: high-
resolution details in a specimen are lost first while low-reso-
lution features are retained up to significantly higher electron 
doses.[32c] This approach has also been applied in LP-EM,[10b,28] 
and can be used to set the optimal electron dose for a given 
required resolution.

Hence, to evaluate dose effects in LP-EM experiments, we 
recommend recording a series of images of which the initial 
ones represent the lowest possible dose in an overview image. 
Dose effects can be assessed by comparing structures and 
processes at different doses, electron fluxes, or even different 
beam energies.[30,35] In case of reaction kinetics, one should 
aim to determine if the zero-dose and non-zero-dose observa-
tions actually match[15c] or, even better, extrapolate the observed 
differences in reaction/assembly dynamics to a zero-electron 
flux.[12] The latter approach was successfully used to experi-
mentally confirm the theoretically predicted chemical gradients 
present at the edges of the illuminated region by quantifying 
differences in growth rate as dependent on the distance to the 
edge (Figure 1c,d).

Ideally, the chemical composition of the sample should 
be probed after electron beam irradiation. A “post mortem” 
analysis (not in liquid) is possible using matrix-assisted laser 
desorption ionization imaging mass spectrometry (MALDI-
IMS), a technique for providing spatially resolved chemical 
information with less than 100  µm resolution, to study the 
beam effects on both linear and cyclic peptide sequences.[31] As 
the resolution of MALDI-IMS is on the order of the window 
size, it is possible to directly monitor the degradation of the 
peptide sequences after imaging and disassembly of the cell. 
Damage thresholds were determined by varying electron flux, 
accumulative electron flux, and using pulsed (1 s) or contin-
uous exposure. The accumulative electron flux thresholds were 
≈102–103 e− Å−2, but varied for the linear and cyclic versions,
and increased for pulsed experiments. Moreover, it was shown
that even when imaging at fluxes resulted in complete degrada-
tion of the peptide, self-assembled structures would appear in
the liquid cell, cautioning against interpretation of data where
electron–sample interactions are not established.

2.1.4. Adjusting an Experiment to the Required Resolution

For every experiment, a balance needs to be found between the 
minimum electron dose and electron flux on the one hand, 
and the required spatial and temporal resolution on the other 
hand. It is important to note that the highest possible resolu-
tion set by the electron optics, which is at the Ångstrom level 
in modern electron microscopes, will typically not be achieved 
because of the radiation sensitivity of the materials. An impor-
tant consideration prior to the experiment is to determine what 
resolution is needed to address a specific research question, 
and to optimize the experiment accordingly. The achievable 
dose-limited resolution δ, namely, is highly sensitive to the total 
accumulated dose D via the following scaling law[1g,9,36]

~ D aδ − (1)

whereby the exponent ranges from a  = 0.25[36] to a  = 0.5[9] 
depending on how the objects in the liquid are accounted for 
in the calculation. This scaling law implies that relaxing the 
resolution level of an experiment may thus be highly beneficial. 
Note that D, traditionally used in the field of electron micro
scopy, is defined as electrons per unit area, which is in fact the 
electron density, and differs from the concept of dose in radia-
tion biology, which is the absorbed dose per unit mass of the 
irradiated object.

2.1.5. Methods to Optimize the Information Obtained

Experiments should be performed with optimized settings in 
order to maximize the amount of information obtained per 
electron. To enable such optimization, the image quality needs 
to be determined in a quantitative way, which is typically, 
characterized in terms of the resolution achieved at sufficient 
signal-to-noise ratio (SNR).[27,37,43] Using the Rose criterion, this 
means that for a feature to be detectable in an image, the signal 
above background should be a factor of three larger than the 
background fluctuations (noise).[38]

Analytical and numerical approaches have been developed 
to calculate the resolution obtained in liquid layers for both 
STEM,[1a,1g,36,39] TEM,[1a,1g,36,40] and SEM.[1a] Theoretical predic-
tions have been mostly verified by experimental work, and there 
is a good understanding of the imaging parameters in liquid,[29a] 
ice,[41] and related systems.[37,43] Optimization of imaging parame-
ters for STEM is effectively done by numerical simulations.[37,42,43] 
For example, the settings for optimal SNR are readily calculated 
as a function of D (Figure 2a).[37] While single pixel estimation 
of the SNR[37] or resolution[36] can be sufficient for optimizing 
the imaging parameters, dedicated Monte Carlo software such 
as Casino[42] also allows simulation of image data of complex 
sample geometries as was demonstrated for LP-EM of yeast cells 
(Figure 2b–d).[27] The resolution in TEM can be calculated using 
analytical equations of beam blurring and energy broadening, 
which are the dominating factors limiting the resolution, and 
match the experiment.[1g,43] The resolution of SEM is obtained 
from evaluating beam broadening through the liquid separating 
window in case of backscatter detection and through the sample 
thickness and window in case of transmission mode.[1a]

Adv. Mater. 2020, 32, 2001582
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2.1.6. TEM

Another important question is which microscopy modality 
to use. TEM is the most used imaging modality in LP-EM 
(Figure 3a). In TEM, a uniform, circular illumination area is 
projected on the sample. The transmitted electrons are col-
lected by the objective lens and detected by the pixelated sensor 
of the camera. This setup has several advantages. Detection is 
via phase contrast in the case of thin samples, providing the 
best possible balance between spatial resolution and electron 
dose.[9] In dynamic experiments, high temporal resolution up 
to millisecond frame times can be obtained.[1g] However, in 
samples thicker than one half of the mean-free-path-length of 
elastic electron scattering (≈160 nm for water at 200 keV beam 
energy),[36] phase-contrast TEM becomes blurred and the reso-
lution-limiting factor in TEM is the chromatic aberration CC of 
the objective lens. The effect of chromatic aberration decreases 
the spatial resolution in TEM from 0.2 to 5  nm due to the 
30 eV energy spread ΔE gained by the electron-beam transmit-
ting through a water layer of a typical thickness encountered in 
LP-EM experiments.[1g]

Energy-filtered TEM (EF-TEM) may be used to reduce the 
energy distribution of the transmitted beam and hence miti-
gates the effect of chromatic aberration, but fewer electrons 
are then available for detection. For example, energy filtering 
improved the SNR of bacterial cells imaged in 300–400 nm of 
liquid (Figure 2e,f).[29a] Chromatic aberration correction can be 
used to maintain a high spatial resolution, even for thick sam-
ples, maintaining as many electrons as possible for detection.[44]

2.1.7. STEM and SEM

In STEM and SEM, the specimen is scanned by a focused 
electron probe. In STEM (Figure 3b), the transmitted electron 

intensity at each location is recorded directly by an annular 
detector. STEM does not need a post-specimen objective lens, 
which is the main source of resolution-limiting chromatic aber-
ration in TEM. Annular dark-field (ADF) STEM is particularly 
effective for imaging materials of high atomic number in thick 
liquid layers due to the strong dependence of its contrast on 
atomic number. In terms of the SNR and obtainable resolution, 
this offers an important advantage in micrometer-thick speci-
mens as has been shown experimentally for imaging gold nan-
oparticles in water of micrometers-thick liquid.[1a,45] Nanometer 
resolution of soft matter is obtained[46] with STEM detection for 
such thick samples containing high-Z nanoparticles.[47]

SEM of liquid specimens (Figure  3c) is mostly operated 
using backscatter detection, but then the resolution is on the 
order of 10 nm for high-Z materials and up to several tens of 
nanometers for low-Z materials due to lower efficiency of back-
scatter detection.[1a,48] Using STEM detection in SEM improves 
the resolution to 3–4 nm for high-Z labels.[46]

2.1.8. Choosing between TEM, STEM, or SEM

Theoretical and experimental studies indicate that TEM phase 
contrast outperforms the resolution of STEM for low atomic 
number materials (e.g., biological cells) when imaging in liquid 
or ice with a thickness of up to 200  nm.[36,49] For thicker sam-
ples of low atomic number, bright field STEM (BF-STEM) pro-
vides better resolution, while samples that also contain objects of 
higher atomic number, e.g., gold nanoparticles used as protein 
labels, are most efficiently imaged with ADF STEM.[1g,36] By direct 
comparison of different imaging modalities applied to intact 
bacterial cells in liquid, BF-TEM and EF-TEM were both found 
to exhibit a higher SNR than BF-STEM, whereby the EF-TEM 
increased the SNR compared to BF-TEM (Figure  2e–h).[29a] 
The microscopy method also differs in the way the dose will be 

Figure 2.  Finding optimal imaging settings for LP-EM of soft matter. a) Simulating the SNR of a polymeric micelle in 500 nm of water. The red arrows 
illustrate three different positions analyzed: 1) center of the micelle, 2) edge of the micelle, and 3) liquid background. An expert map is presented where 
the SNR at micelle locations (1) and (2) is plotted as a function of electron dose and inner collection angle. Negative and positive SNR values relate to 
BF-STEM, and ADF STEM, respectively. For maximum SNR, the expert map suggests using an inner collection angle 2–3 mrad for BF-STEM and 20–30 
mrad inner collection angle for ADF-STEM when imaging polymeric micelle in liquid with the α set to 5 mrad. b) Unstained yeast cells in liquid imaged 
with ADF STEM. c) The obtained spatial resolution amounted to 30 nm. d) A Monte Carlo image simulation performed with the Casino software was 
used to understand the contrast mechanism and resolution. e–h) Different electron microscopy modalities and parameters were compared for imaging 
intact bacterial cells in 300–400 nm of liquid. BF-TEM resulted in a factor of three better SNR than BF-STEM, and EF TEM, using a 30 eV slit placed 
at the zero-loss peak, resulted in much better SNR than BF-STEM. The electron flux amounted to 1 e− Å−2 s−1. a) Reproduced under the terms of the 
CC-BY Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/).[37] Copyright 2018, The Authors, pub-
lished by the Royal Society. b–d) Reproduced with permission.[27] Copyright 2011, Elsevier. e–h) Adapted with permission.[29a] Copyright 2019, Elsevier.
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applied, and this aspect needs to be considered as well. STEM 
differs from TEM in the sense that the total current applied to 
the sample is much lower, which may be advantageous for some 
experiments. Conversely, to avoid edge effects due to radical 
diffusion, a homogenously “altered” solution chemistry with 
an illuminated area much larger than the field of view of the 
detector (CCD camera) may be more easily achieved in TEM. 
SEM is used when a resolution[1a,46] of 4–10 nm is sufficient with 
the advantage that larger samples can be studied than with TEM 
and STEM, but due to the lower beam energies (≤30 keV) used, 
typically more beam damage is obtained in SEM than for TEM 
or STEM typically operating in the range of 60–300 keV.

2.1.9. Diffraction

Instead of direct imaging, it is also possible to examine samples 
via diffraction techniques. In particular for crystalline material, 
diffraction techniques require a much lower dose than direct 
imaging because the total dose can be divided over a much 
larger area. An example of analysis via diffraction has been 
published already in the early 1970s. A hydrated catalase crystal 
was studied using an environmental chamber in TEM, and spa-
tial frequencies as small as ½ Å were observed.[28] Diffraction 
is currently not used in LP-EM research, presumably because 
conventional diffraction methods do not allow for studying 

Figure 3.  Experimental configurations for LP-EM. a) A sample enclosed in a liquid cell consisting of two silicon microchips supporting silicon nitride (SiN) 
windows. The stationary beam of EM is used to study objects, e.g., polymer vesicles in a thin liquid layer, preferably at the beam exit window. b) The focused 
scanning electron probe of STEM achieves the highest resolution for objects at the beam entrance window, it is particularly efficient for detecting labels 
in micrometers-thick liquid. c) SEM in a configuration with backscatter detection through a liquid-vacuum separating membrane. d) A flow cell consisting 
of two microchips with liquid flow between them (top). A bypass flow is effectively formed by liquid flowing around the microchips (bottom). The micro-
chips are placed in a slot and their position steered via alignment poles. e) Direct flow cell containing a flow path through the microchips, thus avoiding 
liquid flow around the windows. f). Small liquid pockets are obtained by sandwiching two sheets of graphene providing the thinnest possible liquid cell. 
g) A single layer of graphene can be used to coat a sample, e.g., a eukaryotic cell immobilized on a SiN substrate for protection against evaporation of
the liquid. h) Graphene can also be used to enclose liquid pockets defined by a substrate with holes containing liquid. a–c) Adapted with permission.[1a]

Copyright 2011, Springer Nature. d) Top panel: Adapted with permission.[1a] Copyright 2011, Springer Nature. Bottom panel: Reproduced with permis-
sion.[50] Copyright 2010, Cambridge University Press. e) Adapted with permission.[51] Copyright 2013, ACS. f) Left panel: Reproduced with permission.[21]

Copyright 2018, ACS. Right panel: Adapted with permission.[23] Copyright 2012, American Association for the Advancement of Science (AAAS). g) Left panel: 
Reproduced with permission.[21] Copyright 2018, ACS. Right panel: Reproduced with permission.[52] Copyright 2017, ACS. h) Left panel: Reproduced with
permission.[21] Copyright 2018, ACS. Right panel: Reproduced under the terms and conditions of the ACS AuthorChoice/Editors’ Choice CC-BY Creative
Commons Attribution 4.0 International Public License (https://pubs.acs.org/page/policy/authorchoice_ccby_termsofuse.html).[53] Copyright 2018, ACS.
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single objects and prevent dynamics. Another drawback is the 
requirement of a thin liquid layer (<200 nm) so as to maintain 
the coherence of the electron beam. Studying protein crystals 
in liquid is nevertheless a viable option, and would allow exam-
ining structure under various liquid conditions.

2.1.10. How to Measure the Dose

To determine the total dose D in an experiment, the following 
equation is typically used

PD
I t

eA
= (2)

with probe current Ip, exposure time t, area exposed to the elec-
tron beam A, and elementary charge e. For TEM, a camera with 
a known conversion factor of signal intensity to electron count 
(ke) can be used to measure Ip. An estimate of the ke can usually 
be obtained from the manufacturer; however, ke is dependent 
on the acceleration voltage and will also change over time due 
to contamination or damage on the scintillator. In both STEM 
and TEM, Ip can be measured directly by using a current 
meter with picoampere sensitivity connected to a Faraday cup 
that has been built into the tip of a holder or mounted in the 
microscope as is the case for instruments with a post-column 
electron energy loss spectrometer.[54] A third option is the fluo-
rescent screen of the microscope that is typically read-out by 
the system to obtain a value for the “exposure;” however, this 
value may not be accurate due to secondary electron generation 
at the phosphor screen.

2.1.11. Need for Detailed Reporting

The beam sensitivity of soft matter requires that experimental 
protocols are designed in such a way that all details of the 
LP-EM experiments are reported, preferably via a standard-
ized procedure in a lab. When the experimental challenges of 
LP-EM are not discussed in detail, false expectations may be set 
about its applicability.[55] The imaging conditions, such as the 
applied dose and electron flux have a strong influence on the 
experiment, as well as the exact liquid conditions. For example, 
the salt concentration and pH can determine which nanostruc-
tures form, but those conditions are often not reported.[12,14,35a] 
Moreover, a dose mitigation effect was observed at low elec-
tron flux,[10b] and the waiting time between recording images 
may influence the observed structures and process in case of 
an reversible beam effect. An example emphasizing the impor-
tance of exact experimental detail is that the time elapsed 
between plasma cleaning of a SiN window and conducting an 
experiment can critically determine the outcome.[56]

Another important aspect to note and report is the “dose 
history” of the sample.[17] Ideally, the sample is irradiated only 
when data are recorded, but in practice, unintentional and 
often unreported irradiation occurs when searching for suit-
able imaging areas and adjusting the microscope settings. Low-
dose techniques can be used to adjust the microscope settings 
at a different location than the imaged object in the sample. 

But this remedy does not guarantee the absence of radiation 
effects since reactive species created at one location may diffuse 
throughout the entire sample volume.

Of particular importance is to consider unreported elec-
trons obtained during image acquisition originating from 
the deadtime in the measurements, which is the time that 
the system is not capable of recording data between meas-
urements. In TEM, transfer of information from the camera 
sensor to the memory creates deadtime, as well as resetting 
the camera for a new acquisition. In STEM, deadtime results 
from the time delay between scanning two lines in which the 
scanning coils steer the electron beam back to the starting 
position. Deadtime exposure is of particular concern when 
acquiring time-lapse image series in LP-EM. The usage of a 
synchronized sub-second pre-specimen shutter, also referred 
to as beam blanker, can reduce the unwanted irradiation as 
the beam will be blanked unless the camera is recording. In 
STEM, overhead exposure can be mitigated by shutting off the 
beam during the so-called beam fly back period using a syn-
chronized millisecond electrostatic shutter. Yet, in most experi-
ments, there will be at least some level of beam exposure with 
electrons that are not being used for data collection. Hence, 
a dose history tool should be included in the data acquisition 
software tracking the entire exposure of any sample, and the 
information should be attached to the metadata of acquired 
micrographs.

2.1.12. Measuring the Liquid Thickness

Another important factor to consider for the LP-EM experiments 
is the liquid thickness. Electron scattering in liquid determines 
the background level, and thereby the achievable spatial resolu-
tion, since the resolution is typically limited by SNR in LP-EM. 
Also, the liquid thickness affects beam-induced effects as the 
amount of deposited energy per exposed area depends on the 
thickness.[8] Furthermore, reactions in a liquid cell may depend 
on the depletion of reactants in the confined volume, through 
which the thickness of the liquid layer may influence the reac-
tion kinetics or morphology of growing structures.[17,57] In cases 
where a flow configuration is used, the separation between 
liquid cell walls can also affect the flow resistance and the mass-
transport in the liquid cell as a result.[50] Thus, measuring and 
reporting the liquid thickness is of key importance for the inter-
pretation of data and for being able to reproduce the results.

Generally speaking, two principal methods exist for deter-
mining the local sample thickness in electron microscopy:[45,58] 
1) measuring the fraction of transmitted electrons versus
incoming electrons,[9,45,59] and 2) characterization of the
energy distribution of transmitted electrons, for example, via
EELS.[58,60] In both cases, the measurement itself is straightfor-
ward, but estimating the absolute thickness requires calculating
the scattering cross-section, which introduces the largest source
of error. In particular, a linear relationship between thickness
and the measured electron distribution breaks down in thick
samples due to multiple scattering.[60a] The thickness of a water
layer of up to 10  µm can be determined with STEM,[45] while
the EELS technique can be used to measure liquid thicknesses
up to 700 nm with an acceptable error level of 20%.[58,61]
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When publishing papers, it is important to report details 
on the thickness measurement to enable reproducibility. For 
example, nanoscale resolution on low atomic number mate-
rials requires an exceptionally thin liquid layer and minimum 
window thickness that is rather difficult to achieve using a 
liquid cell with SiN windows,[36] and one approach, sometimes 
unnoticed, is to obtain high resolution at the location of a gas 
bubble.[62] Gas bubbles can be formed through several mecha-
nisms, including solution radiolysis,[11b] dissolved gas in the 
liquid,[63] and retraction of charged water exposed to the elec-
tron beam.[64] Due to increased surface interactions, the chem-
istry of a hydrated surface layer under a bubble may differ from 
a sample fully immersed in liquid. The absolute value of the 
thickness is thus important to report, and is preferably meas-
ured before and after the acquisition of an image, including 
details of the measured quantity, the collection angle of the elec-
tron microscope, and the calculated scattering cross sections.

2.2. Instrumentation: Liquid Cell Designs and Electron 
Microscope Innovations

LP-EM experiments typically require a liquid enclosure or 
another means of separating liquid from vapor, an electron 
microscope, and a sample holder. Recent achievements in com-
mercial liquid cells and custom-built systems already allow for 
imaging liquid specimens of low atomic number at the nano
meter scale. This section provides an overview of cell designs 
and microscope innovations.

2.2.1. Liquid Cell Designs and Liquid Mixing

The key technical feature in LP-EM experiments is the principle 
by which water is introduced into the electron microscope, while 
avoiding evaporation due to the high vacuum in the column. 
Two fundamentally different liquid “enclosure” techniques have 
been developed, open cell and closed cell microscopy.[1a,65] The 
main difference between these two approaches is that the open 
cell requires differential pumping, obtaining a so-called envi-
ronmental system in which the sample is not exposed to the 
high vacuum of the main microscope column. Closed cell sys-
tems employ electron-transparent membranes to encapsulate 
the liquid, isolating the liquid from the vacuum. The closed cell 
approach is most used in LP-EM today.

Both fully closed liquid cells, and liquid flow systems are 
available. After modern thin-film technology and microfabri-
cation were brought to the TEM field, silicon microchips with 
SiN windows soon became the most popular materials for 
liquid cells.[66] This is mainly due to the outstanding mechan-
ical properties of the membrane materials and the mainstream 
cleanroom techniques. Graphene liquid cells (GLCs) have 
become available in recent years as well,[21,23] but still require 
in-house expertise.

The broadest applicable liquid cell design should fulfill the 
following criteria: 1) allow simple window alignment, 2) repro-
ducibility in obtained thin liquid layer of the desired thickness, 3)  
controllable mixing of solutions, 4) compatibility with ele-
mental analysis via energy dispersive X-ray analysis (EDX) or 

EELS, 5) simultaneous application of heating and biasing, 6) 
direct measurement of solution parameters such as pH and 
temperature, and 7) compatibility with correlative imaging 
methods such as cryo-TEM and fluorescence microscopy. The 
existing liquid cells already partially meet these requirements, 
but each design also has its limitations (Table 1).

2.2.2. Flow Cells

The typical design for a closed cell consists of two face-to-face 
paired silicon chips and a spacer material (50  nm to 10  µm, 
on one of the chips) between them. The spacer is designed to 
define a flow path guiding the liquid flow, and sets the liquid 
thickness between the microchips.[50,51] In the center of each 
chip, a thin electron transparent membrane of 10–100  nm 
thickness provides a viewing window. When the liquid cell is 
placed in the vacuum of the electron microscope, these win-
dows bulge outward typically by more than 0.5 µm each, which 
is often much larger than what is set by the spacer. The local 
thickness can be calculated from a model of the bulging.[61] The 
windows of the two chips can be aligned to provide parallel or 
crossed windows, depending on the users’ requirements on the 
window dimension and liquid thickness. The closed cell can be 
glued to form a static cell[66] or clamped into a special liquid 
specimen holder by O-rings to make a flow cell.[50,59]

Flow cell and associated liquid flow holder designs allow 
for replenishing or changing of the solution chemistry in 
the cell while imaging, and have several other advantages. 
For example, many chemical reactions are triggered by intro-
ducing reactants to the solution. The ability to flow liquid in 

Table 1.  The properties of different liquid cells including GLC.

Liquid cell Flow cell Static cell

Bypass flow Direct flow Glued cell GLC

Preparation time mediuma) mediuma) mediuma) longa)

Flow control ✓ ✓ × ×

Initiation of the reaction in the cell ✓b) ✓b) ×b) ×b)

Resolution medium medium medium High

EDX Δc) Δc) Δc) ✓

Electron diffraction Δd) Δd) Δd) ✓

Heating and biasing capabilities ✓ ✓ × ×

Reducing radiation damage × × × ✓

Reproducibility of experiments High high medium Low

Compatibility with standard  
TEM holders

× × ✓ ✓

Commercial availability ✓ ✓ ✓ ×

Cost highe) highe) medium Low

Reuse × Δ × ×

a)Preparation time includes the time for sample loading, alignment, and sealing of
the cell, and leak test; b)Electron-initiated radiolytic reaction is excluded; c)Depends 
on both the window open angle of the cell and lid of the holder tip (Δ is case
dependent); d)Relies mainly on the thickness of the liquid (Δ is case dependent);
e)Special TEM costs are included.
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LP-EM makes it possible to control the onset of the reaction at 
a desired location. This is particularly important for the real-
time study of the dynamics of soft matter upon application 
of external stimuli, such as pH and temperature fluctuations. 
Generally, flow cells can be divided into bypass flow cells and 
direct flow cells. These two cell types have distinct differences 
in mass transfer properties during flow. For the bypass flow cell 
(Figure 3d), the injected liquid flows around the chips as well 
as between them. Each flow path has a certain flow resistance, 
and the flow through each channel follows linear scaling laws 
similar to those of parallel resistors carrying an electrical cur-
rent,[50] as long as the flow channel is wetted and not too thin. 
The advantage of this geometry is a rapid exchange of the fluid 
of the whole flow system including supply lines to the outside 
of the microscope and a rapid change of the liquid between the 
windows. However, when the gap between the microchips gets 
too small, clogging may occur. Furthermore, there is a differ-
ence between liquid exchange in the middle between the win-
dows and the liquid directly at the window surfaces, which can 
be exceptionally slow due to the bulging of windows leaving 
a bubble-shaped flow path with fast liquid exchange only in 
the middle.[67] Liquid exchange then occurs via slow diffu-
sion from the flowing liquid in the middle to the almost still 
standing liquid at the window. If the spacer becomes thinner 
than 0.5 µm, mass transport may become too slow due to flow 
resistance. In a direct-flow cell (Figure  3e), the pressure can 
be increased in the flow channel between the windows so that 
liquid exchange can be forced even for very thin gaps.[51] The 
flushing of supply lines takes a long time in this case.

2.2.3. Graphene Liquid Cells

Other materials than SiN are used as well to make closed, of 
which encapsulation between two graphene sheets is the most 
popular (Figure 3f).[21] A GLC contains typically several tens of 
nanometers thick static, liquid pockets.[21] GLCs are known for 
their high-resolution imaging in LP-EM[23] as a consequence 
of the thin liquid layer and the negligible amount of electron 
scattering in the liquid-enclosing layer. Further advantages of 
graphene are its excellent thermal and electrical conductivity, 
and mechanical properties. Of practical advantage is that a 
GLC mounted in a 3  mm grid fits a standard TEM holder. It 
was also reported that graphene can act as radical quencher, 
thus reducing the radiation damage imposed on the sample.[68] 
A GLC was observed exhibiting about an order of magnitude 
higher dose tolerance than biomaterials imaged in cryo-TEM.[10b]

Different transfer methods for graphene have been devel-
oped as needed to construct a GLC.[21] One option is the so-
called loop-assisted transfer method in which the graphene is 
deposited from a droplet captured in a loophole. The transfer 
method has been applied to enclose samples biomolecules in 
droplets of sizes mainly between 100 and 300 nm.[69] Graphene 
is also useful for covering larger objects such as whole cells 
immobilized on a substrate (Figure  3g).[52] Various other thin 
film or 2D materials can be used as well, such as carbon, boron 
nitride (h-BN), and MoS2.

However, the main ongoing experimental challenge with 
GLCs is the reproducibility of making liquid pockets with a 

sufficiently large volume of liquid, and controlling the exact 
chemical content of the liquid.[21] A further practical problem 
has been limited and varied quality of the graphene. For 
example, certain batches contain flakes too small in size, or 
are contaminated with polymer-coating residues used in the 
transfer process of the graphene. A new method is to mount 
graphene on a support structure with holes (Figure  3h).[53,70] 
This new design of GLCs produces precisely controlled vol-
umes of liquid and allows for nanometer-resolution elemental 
mapping on nanoparticles in liquid.

2.2.4. Liquid Cells for SEM

Although this progress report focuses on TEM and STEM, it 
should be mentioned that several systems have also been devel-
oped for SEM. The main advantage is that the large sample 
chamber of the SEM provides significant design freedom. One 
option is placing a soft matter sample in water in a capsule 
enclosed with a polymer membrane to obtain signal via back-
scattered electrons.[48] Placing the detector above the sample 
removes the necessity for thin liquid layers and hence mitigates 
the effects of confinement encountered in a standard liquid 
cell. Liquid cells for STEM in SEM have been developed.[71] It 
is also possible to combine an SEM with light microscopy in 
a system using a cell culture dish with a SiN membrane at the 
bottom.[72] With SEM in an upright configuration, the sample 
can be probed from below via backscattered electrons. SEM 
with an environmental chamber, so-called ESEM, allows liquid 
samples to be imaged when the temperature and the pres-
sure in the vacuum chamber match the vapor pressure of the 
liquid.[73] Further advantages of SEM are the ability to include 
a 360° tilting stage [74] or a light microscope in the specimen 
chamber.[74,75]

2.2.5. Advanced Ways of Liquid Mixing

Mixing two solutions is perhaps the most common and most 
simple way to initiate a reaction in the laboratory, yet this 
remains a challenge in LP-EM. Dedicated experimental solu-
tions have been developed to gain control of solution mixing. 
Most commercial LP-EM flow holders are capable of per-
forming liquid mixing. A mixing liquid cell was used to study 
calcium carbonate nucleation by flowing NaHCO3 and CaCl2 
into the cell with a liquid flow holder, using inlet/outlet lines.[76] 
Gas vapor can also be diffused into the microfluidic chamber 
to start a similar reaction.[77] A three-step diffusion method was 
introduced to perform solvent mixing in a bypass liquid cell 
starting a polymer self-assembly process (Figure 4a).[3b] In this 
case, the polymer solution was first flowed into the liquid cell, 
then vapor was used to expel the remaining polymer solution 
in the tubing, and finally, water was flowed in the liquid cell to 
initiate the assembly process.

However, with the current standard liquid flow specimen 
holders it is impossible to determine the extent of mixing 
inside the cell, as mixing often occurs in the space around 
the chips instead of in the viewing area. Improved control of 
liquid mixing may be achieved by using ultra-low volume 
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liquid dispensing devices[78] or by employing nano/micro-
sized polymer vehicles.[79] With the assistance of an automated 
piezoelectric-actuated dispenser, picoliter liquid droplets from 
different solutions were patterned into predefined arrays on 
the chip window, and mixing was initiated upon assembly of 
the top chip of the cell (Figure  4b).[78] Since the entire liquid 

loading process was automated by a robot, consistently thin 
liquid layers with predefined thickness, as well as similar liquid 
mixing conditions were obtained for each liquid cell, thus 
improving the reproducibility of the LP-EM experiments.[26] 
Water-in-oil microemulsions have been used as vehicles to 
carry different precursor ions, e.g., Ca2+ and CO3

2− ions, in the 

Figure 4.  Advanced ways of liquid mixing. a) A three-step solvent mixing method allowed gradual increase of water content in a bypass cell system filled 
with a polymer solution.[3b] The polymer solution was first flowed in to fill the liquid cell, then the solvent vapor expelled the remaining polymer solution 
in the tubing, and finally, water was flowed in to start the self-assembly reaction. b) An ultralow volume dispenser was able to accurately load a certain 
volume of liquid onto the bottom chip. It applied a pattern of picoliter droplets from multiple solutions on the SiN surface of a microchip, thereby con-
trolling the local mixing.[26,78] This system was used to deposit pure water droplets on a microchip with multiple windows. Afterward, 20 nm diameter 
gold nanoparticles (yellow) and 200 nm diameter metal–organic-framework nanoparticles (blue) were loaded.[78] c) A schematic showing how water-in-
oil microemulsions can be used to carry Ca2+ and CO3

2− in the liquid cell during flow, and are mixed through intermicellar exchange processes forming 
a stabilized solute CaCO3 phase. The crystallization of solid CaCO3 can be initiated “on demand” by the injection of ethanol to destabilize micelles car-
rying CaCO3 solute.[79] The STEM images at the right side show the formation of large globules only after mixing of the two microemulsions which were 
carrying Ca2+ and CO3

2− in the liquid cell. a) Adapted with permission.[3b] Copyright 2019, Springer Nature. b) Left panel: Reproduced with permission.[26] 
Copyright 2018, ACS. Other panels in (b): Reproduced with permission.[78] Copyright 2016, Cambridge University Press. c) Adapted with permission.[79]  
Copyright 2018, PCCP Owner Society.
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liquid cell during flow, such that the reaction can be somewhat 
slowed down or prevented due to the presence of a micellar 
interface (Figure  4c).[79] The formation of solid CaCO3 can be 
initiated “on demand” by the injection of ethanol to destabilize 
micelles carrying the CaCO3 solute.[79]

2.2.6. Microscope Innovations

LP-EM benefits from technical developments in electron optics, 
detectors, and acquisition methodologies. These advances 
allow researchers to monitor soft matter processes in multiple 
dimensions with fewer electrons, and improve spatial-temporal 
resolution. Spherical aberration correction in TEM and STEM 
has improved the spatial resolution for metallic samples to sub-
Ångstrom, reduced delocalization, decreased the depth of field, 
and improved the interpretability of the obtained images.[1g] 
However, as spherical aberration correction only improves con-
trast for Ångstrom-sized features, the technique is typically not 
effective in LP-EM of soft matter, where radiation sensitivity of 
the materials prohibits such resolutions. Chromatic aberration 
correction,[80] on the other hand, is expected to be beneficial 
because it improves the balance of elastically scattered electrons 
focused in an image, and inelastically scattered electrons, which 
cannot be focused without this correction. Thus with aberration 
correction, it becomes possible to improve resolution at a given 
electron dose further,[44] and, in addition, facilitate imaging of 
thicker samples,[44,81] enable low voltage TEM at atomic resolu-
tion such to avoid knock-on damage.[82]

A third important innovation in the electron optics is the so-
called phase plate for TEM.[83] With such a device, it is possible 
to obtain higher contrast than conventional TEM phase con-
trast. A phase plate increases the contrast by a factor of five for 
the relevant resolution range of 1–10 nm on biological material, 
as demonstrated experimentally.[84]

Another method for reducing the required electron dose 
while retaining the resolution is increasing the detection 
quantum efficiency (DQE) of the electron detection device. 
DQE is a performance metric defined as[85]

DQE =
SNR

SNR
output
2

input
2

(3)

Hence, when the DQE of a camera is improved by a factor of 
two, only a 25% electron dose is required to achieve the same 
image quality. Compared to the charge coupled devices (CCDs), 
direct electron detectors offer a significantly improved DQE 
over a much wider spectral range.[86] Their capability of fast 
readout and electron counting enables both high-speed acquisi-
tion and correction of image blurring due to sample dynamics 
at subpixel accuracy. Furthermore, it is possible to use a dose 
fractionation readout mode, which allows users to add and 
align an arbitrary number of sub-frames to access intermediate 
results during the sample imaging.[87] This is particularly inter-
esting for imaging soft matter in liquid, as the onset of beam-
induced sample damage can be precisely determined with this 
strategy,[1g] so that advanced processing techniques for 3D anal-
ysis referred to as Brownian tomography,[88] and single particle 
analysis[89] come into scope.

Another viable method for improving the resolution-dose 
balance is via intelligent image acquisition schemes that 
distribute electrons spatially and temporally to the most inter-
esting sample locations at specific times. For example, imaging 
only where or when a sample region is changing most, referred 
to as adaptive sampling,[90] seems a reasonable strategy to be 
implemented, thereby dramatically reducing the applied total 
electron dose. Alternatively, by employing compressive sensing 
or sparse imaging in STEM using custom scan generators 
and/or fast beam blankers, the number of scanned pixels and 
thus the total dose can be reduced, while image information is 
recovered, e.g., by image inpainting.[91] Furthermore, the same 
approach can be used to increase the acquisition speed by more 
than an order of magnitude without replacing existing detec-
tors.[92] This is also an effective way of reducing the amount 
of experimental data, particularly for high frame rate imaging. 
The combination of either phase-contrast TEM or STEM differ-
ential phase contrast[93] with adaptive and/or sparse sampling 
may turn out to be advantageous for an optimized dose-resolu-
tion balance for soft matter LP-EM.

Lastly, STEM acquisition using pixelated detectors are now 
becoming available such that optimized STEM differential 
phase contrast and ptychography[94] are additional options 
although solutions need to be found for the slow pixel-dwell 
time (sub-millisecond). Furthermore, as the phase information 
of the electron wave is sensitive to electric and magnetic fields, 
unique sample information such as charge distributions with 
high relevance to LP-EM may become obtainable.[95]

Time-resolved microscopy can be accomplished via direct 
imaging. State-of-the-art TEM cameras surpass millisecond 
frame rates, while STEM functions up to video frequency.[67] 
Alternatively, the electron source itself can be pulsed, e.g., by 
a laser. The electron column of dynamic TEM (DTEM) is opti-
mized for pulses of high beam current thus obtaining snapshot 
images of processes in the sub-microsecond time regime.[96] By 
synchronizing sample excitation with the electron source trig-
gered by a delayed laser pulse, ultrahigh temporal resolution 
is obtained, down to single-electron packets at the sample in 
femtoseconds,[97] which may also be achieved via ultrafast beam 
blanking.[98] So-called 4D TEM has been successfully applied in 
LP-EM to study rotational and translational dynamics of gold 
nanoparticles.[99] Importantly, 4D TEM has the ability to initiate 
reactions in the liquid cell by creating local pH and thermal 
changes, and is also able to induce photo-activated conforma-
tion changes or photo-induced nanoparticle growth.[100] In 
principle, the time evolution of radiation damage mechanisms 
in soft matter can also be studied at the sub-millisecond time-
range using DTEM and beyond using 4D TEM.[99a,101]

3. Insights Offered by LP-EM

This section will show examples of how LP-EM has been used 
to study a variety of soft matter systems in both materials sci-
ence and biology. LP-EM of soft-matter structure will be dis-
cussed on the basis of selected publications demonstrating what 
is possible in the field. We will discuss the strength of LP-EM in 
obtaining insight on the dynamics of selected systems through 
the direct observation of processes.
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3.1. Imaging the Structure of Soft Matter in Liquid

Recent advances in low-dose LP-EM have initiated new research 
aimed at resolving the structure of soft matter in liquid at the 
nanoscale with different strategies including decreasing the thick-
ness of the liquid layer and the window membrane[29b] as well 
as using heavy metal or particle labels.[3a,59,102] Nevertheless, it 
should be mentioned that imaging native biological structures in 
liquid with electron microscopy has a long history and was previ-
ously accomplished using environmental systems in TEM.[28,103]

3.1.1. The Need for Studying Structure in Liquid

For various forms of soft matter from either biological or syn-
thetic origin, such as DNA, proteins, colloids, and polymers, 
their function and performance are related to their structure and 
morphology in the liquid state. Here, water plays an important 
role in stabilizing the secondary and tertiary conformation of 
proteins, and should therefore be regarded as an essential com-
ponent for the structuring of soft matter.[104] Currently, cryo-TEM 
is an important tool for directly examining soft matter struc-
tures by making snapshots of samples embedded in amorphous 

vitrified ice.[105] Since the binding energies involved in the stabi-
lization of the tertiary structure in soft mater structures are of a 
magnitude similar to the thermal energy at room temperature, 
these structures continuously experience Brownian motions due 
to thermal fluctuations in liquid. The structure–function relation-
ship may thus be much more complex than suggested by the 
static conformations obtained from cryo-TEM or X-ray crystallog-
raphy. Multiple configurations may play an important role, as well 
as their interchangeability. LP-EM offers a way to look directly at 
a soft matter system in a liquid environment, and thus to detect 
these multiple conformations and the way they interconvert.

3.1.2. Synthetic Soft Materials

Synthetic macromolecular structures have been directly imaged 
in liquid cells with SiN windows by modulation of the solvent 
composition in a flow cell. It has been possible to observe in situ 
the formation of the polymer bilayer membranes, of which the 
thickness was found to be similar to those of vesicles synthesized 
in bulk solution (Figure 5a). The membrane structures of polymer 
vesicles were observed of both pre-formed and as-synthesized 
vesicles in a flow cell with a low electron flux of 0.3 e− Å−2 s−1.[3b]  

Figure 5.  LP-EM of structures of soft matter in solution. a) Comparison of a polymer vesicle formed in the LP-EM (left) with a typical vesicle self-
assembled in the bulk solution as analyzed by cryo-TEM (right).[3b] b,c) Representative TEM images showing individual poly(ethylene oxide) (top) 
and polystyrene sulfonate polymer molecules (bottom) in deionized water encapsulated by GLCs.[106] d) LP-EM of double-layered virus particles with 
viral mRNA transcripts.[111a] e) TEM image recording a microtubule encapsulated between two graphene sheets for which a higher dose tolerance 
was observed than for cryo-TEM.[10b] f,g) Different morphologies of cell-derived extracellular vesicles. Staining with gold nanoparticles was applied 
to enhance the contrast in STEM.[117] h) Fluorescence overview image of quantum dot-labeled HER2 proteins in SKBR3 human breast cancer cells.[3a]  
i) STEM in environmental SEM image of the boxed region in (h). Detected quantum dot labels appear as bright spots. Many pairs of HER2 are visible,
examples are pointed out by arrowheads, representing signaling active homodimers. j) Distribution of cathepsin K in femur spongy bone in solu-
tion imaging using atmospheric SEM. Immuno-gold labeled Cathepsin K is visible as bright spots.[121] a) Reproduced with permission.[125] Copyright
2019, Springer Nature. b,c) Reproduced with permission.[106] Copyright 2017, Wiley-VCH. d) Reproduced with permission.[111a] Copyright 2015, RSC.
e) Reproduced with permission.[10b] Copyright 2018, ACS. f,g) Reproduced with permission.[117] Copyright 2018, RSC. h,i) Adapted with permission.[3a]

Copyright 2015, The Authors, published by AAAS. j) Adapted under the terms of the CC-BY Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/).[121] Copyright 2019, The Authors, published by Springer Nature.

Adv. Mater. 2020, 32, 2001582

http://creativecommons.org/licenses/by/4.0/


www.advmat.dewww.advancedsciencenews.com

2001582  (13 of 21) © 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

A flow cell was furthermore used to visualize hydrated globules of a 
poly styrene/Ca2+ complex employing a total dose of 50–300 e− Å−2,  
and to study subsequent diffusion of CO2 to form CaCO3, mim-
icking the initiation of crystal growth in mollusk shells.[77]

With their ability to mitigate radiation damage, GLCs exhibit 
great potential in the direct structural observation of macromole
cules. GLC pockets were employed to visualize single poly
styrene sulfonate and poly(ethylene oxide) macromolecules with 
nanometer resolution without labeling with metal particles.[106] 
Under these conditions, it was possible to directly observe the 
polymer globules and their size dependence on molecular 
weight and salt concentration (Figure 5b,c). Importantly, it was 
also found that when dissolved in D2O, the lifetime under elec-
tron beam irradiation of the macromolecular structures was two 
to five times longer than in H2O,[16] offering additional options 
for the direct observation of low contrast soft matter.

3.1.3. Biological Structure

Several early LP-EM experiments explored imaging of bio-
logical materials, such as bacteria,[107] eukaryotic cells,[59,62] 
and proteins.[108] SiN liquid cells were used to study the ultra-
structure of fully hydrated, unfixed yeast cells without labeling 
or staining at a resolution of ≈30  nm (Figure  2b,c).[27] Others 
imaged naturally occurring magnetic nanoparticles in bacteria 
of the Magnetospirillum magneticum strain[109] and even visual-
ized the magnetic induction map of these nanoparticles using 
off-axis holography.[110]

In several cases, advanced liquid cell designs were key for 
controlling the trapped liquid thickness and in visualizing the 
structure of biological soft matter. Unlabeled actin filaments 
in water were visualized at 2.7 nm resolution using SiN mem-
branes of only 10  nm thick.[29b] Further, micelles, liposomes, 
and viral assemblies were studied using a SiN membrane pat-
terned with wells (Figure  5d).[111] However, it should be noted 
that the obtained spatial resolution was exceptionally high  
and is possibly explained by the presence of a gas bubble 
created by electron-beam irradiation of the liquid.[62] A very thin 
liquid cell, created by sealing colloid-templated nanoscale cavi-
ties between two carbon films, was used to image the Y-shape 
of unstained antibodies at a spatial resolution of 2 nm.[112]

GLCs have become gradually more prevalent in biological 
structural determination in the liquid state. TEM visualization 
of enclosed bacteria was the first case of GLC-based imaging 
of biological materials.[113] Subsequent examples involved 
the imaging of proteins such as ferritins,[114] and eukaryotic 
cells.[115] Enclosure between graphene sheets of a hydrated 
microtubule sample (Figure 5e) has been reported to achieve an 
order of magnitude higher dose tolerance than what is known 
for cryo-TEM.[10b] Additionally, GLCs correlative light and elec-
tron microscopy has been used for the study of actin filaments, 
and protein distributions in eukaryotic cells.[52,116]

3.1.4. Labeling with Nanoparticles

Application of materials of high atomic number can enhance 
the contrast of soft matter in liquid of micrometers thickness, 

which is thick enough to study relevant samples, such as lipid 
vesicles, micelles, and whole cells. For example, Pt-containing 
micelles were synthesized for better liquid phase imaging 
contrast.[102a] The morphology of cell-derived extracellular vesi-
cles was studied, which were circulating in body fluids. A con-
trolled growth of gold nanoparticles on the vesicles was used to 
enhance their contrast in ADF STEM (Figure  5f,g).[117] In the 
biological field, gold nanoparticles were used for the study of 
nanoparticle uptake by eukaryotic cells in several micrometers 
of liquid with STEM.[102b] Already in the 1990s, gold-labeled 
myosin heads in muscle filaments were imaged in a hydration 
chamber in TEM.[103] The labeling of proteins with metal nano-
particles has been used to study cellular function with LP-EM 
in the past decade. For example, 4  nm spatial resolution was 
achieved when imaging gold-tagged macromolecules bound to 
the corresponding epidermal growth factor receptors of the cell 
through 7  ±  1  µm buffer solution.[59] Correlative fluorescence 
and LP-EM have become possible[118] with the use of fluores-
cent quantum dot nanoparticles[119] as specific protein labels. 
These have been used to visualize the local distribution of 
HER2 membrane proteins in breast cancer cells with a 3  nm 
spatial resolution.[3a] The functional state of HER2 proteins 
was determined from their presence either as signaling active 
homodimer or as inactive monomer (Figure  5h,i). This study 
led to the discovery that signaling active HER2 homodimers 
preferentially resided in ruffled membrane structures associ-
ated, which is relevant for understanding the mechanisms 
behind cancer metastasis development. LP-EM was thus used 
to study drug effects on HER2 overexpressing breast cancer.[120] 
Calcium phosphate mineralization in bone tissues has also 
been investigated via direct observation in aqueous media 
(Figure  5j).[121] Immuno-gold labeling was employed to high-
light the localization of cathepsin K on the bone tissue.

LP-EM provides a much higher resolution for studying 
membrane proteins within intact cells than what is achievable 
in practice with super resolution fluorescence microscopy.[122] 
It is thus possible to study protein function via examining the 
stoichiometry of protein complexes.[122] Protein labeling was 
also used to examine calcium channels[48,72,123] and for axonal 
partitioning in primary-culture neurons.[124]

3.1.5. 3D Structure Visualization

Imaging the 3D structure of soft matter, particularly biological 
macromolecules such as proteins in aqueous liquid, is impor-
tant for understanding their function and interaction in their 
native state. LP-EM offers an option for 3D structure analysis 
in liquid, and could develop into a new and complementary 
tool to cryo-TEM and X-ray crystallography in structural biology. 
With LP-EM, it is possible to obtain 3D structural informa-
tion in three ways: 1) by using electron tomography,[88b,126] 
2) by performing single particle analysis (3D averaging),[89] and
3) by applying electron diffraction tomography.[127] In LP-EM
tomography, the 3D structure can be derived from conventional
tilt series, as was done to study host–pathogen interactions.[88a]

Since the samples are in liquid, LP-EM also offers an alternative
method to image encapsulated nanoparticles that are rotating
freely in liquid.[88b] If the trapped nanoparticles in liquid cell are

Adv. Mater. 2020, 32, 2001582



www.advmat.dewww.advancedsciencenews.com

2001582  (14 of 21) © 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

homogenous, such as purified viruses and proteins, the same 
single particle analysis method as used for cryo-TEM[128] can be 
employed in LP-EM to classify, align, and average the images 
of thousands of single particles to eventually reconstruct the 
3D structure. It is also possible to examine how the 3D struc-
tures evolve over time by performing dynamic reconstruction, 
as demonstrated for ferritin.[89] When the observed specimen in 
liquid is crystalline, electron diffraction tomography techniques 
are also applicable for structural determination.[129] GLCs are 
probably the best choice for 3D LP-EM on account of the thin 
liquid layer, compatibility with the tomography holders, the 
available high tilt range, and radiation damage mitigation.

3.1.6. Dose Considerations when Studying Biological Systems

As the high-energy electrons used for imaging unavoidably 
damage the materials under investigation and alter the local 
solution chemistry, this external disturbance may greatly affect 
the entire system under investigation, leading to reorganiza-
tion of the observed structures.[130,131] Even an electron dose of 
1 e− Å−2 is already above the lethal dose for cells.[9] Thus, one 
of the key experimental concerns for the visualization of both 
chemical and biological soft matter is to determine whether 
LP-EM observations represent native structures, or structures 
induced by the electron beam. One useful measure for biolog-
ical structures is to determine the extent to which the biological 
functions are preserved under the electron beam, where claims 
of viable systems should be supported by appropriate biological 
control experiments.[130] However, a window of opportunity is 
available by studying biochemical reactions under physiolog-
ical conditions at highly optimized TEM or STEM settings. A 
recent example is the demonstration of enzymatic activity in 
experiments conducted in low-dose experiments.[31] Addition-
ally, LP-EM observations can be validated by comparing with 
cryo-TEM results and thus establishing the electron radiation 
damage criteria.

3.2. Capturing the Dynamics of Soft Matter

Two primary challenges of accurately capturing dynamic pro-
cess are controlling the system’s dynamics inside the liquid cell, 
and optimizing the imaging conditions so that an appropriate 
temporal resolution can be achieved, while maintaining a min-
imum SNR as needed to observe the sample.[1g,h] Despite those 
experimental challenges, LP-EM has been used for the observa-
tion of dynamic phenomena integral to the development soft 
matter, including 1) translational and rotational motion, 2) con-
formational changes in biological macromolecules, and 3) self-
assembly mechanisms of synthetic soft matter.

3.2.1. Translational and Rotational Motion

Understanding translational and rotational behavior of soft 
matter inside a liquid cell is of interest for studying nanopar-
ticle motion in confined complex environments, and is also 
essential for making structural measurements and observing 

self-assembly mechanisms. In bulk liquid, nanoparticle move-
ment obeys normal, Brownian motion. However, in con-
fined/complex environments, such as the liquid cell, particles 
deviate from this behavior showing anomalous diffusion as 
a result of heterogeneities, entrapment, crowding, and con
finement.[15a,67,131] Soft matter particle motion in liquid cells 
was initially studied by analyzing particle step velocity, or mean 
squared displacements versus time.[56,132] This analysis showed 
that motion was significantly reduced from the one in the 
bulk solution, as measured by nanoparticle tracking analysis 
or dynamic light scattering.[132a] The stochastic mechanisms 
behind anomalous diffusion, e.g., continuous time random 
walk or sub diffusive fractional Brownian motion, can be 
analyzed by the anomalous diffusion object motion analysis’ 
method.[131] This is important as the mechanisms behind the 
motion are a reflection of the forces acting on the particles in 
solution and can provide a better understanding of the behind 
the dynamic processes. Anomalous diffusion is a common 
observation in liquid cell experiments,[133] e.g., the micelle 
motion in the liquid cell (Figure 6a),[3c] and is likely due to 
strong interactions between the particles and the surface of the 
liquid cell. However, it should be noted that particles moving 
with velocities that greatly exceed the frame rate and with step 
sizes that exceed the imaging area would be missed during any 
analysis, as millisecond imaging or faster would be needed.[134]

3.2.2. Conformational Changes in Biological Molecules

Understanding conformational changes in biological macro-
molecules, also known as the protein folding problem,[135] is a 
long standing grand scientific challenge. Although great pro-
gress has been made, there are still numerous questions to 
be answered where a direct observation of protein dynamics 
would make a significant contribution. Proteins are character-
ized by four levels of structural hierarchy, primary, secondary, 
tertiary, and quaternary structure. Thus far, LP-EM has only 
been applied to monitoring the evolution in quaternary struc-
ture, which is the assembly of multiple individual proteins into 
larger structures, due to the technical challenges associated 
with obtaining sufficient temporal and spatial resolution.[3d,136] 
For instance, LP-EM was used to study the nucleation and 
growth of lysozyme crystals (Figure 6b).[30a] Two types of amor-
phous particles facilitating nucleation of the crystals were iden-
tified by their observed dynamics: amorphous solid particles 
and noncrystalline particles. Although amorphous precursor 
particles have been well studied in protein crystallization, the 
mechanistic details of how one phase converts into another 
have not been well documented as this requires dynamic obser-
vations at the level of individual protein molecules.

Analogous to proteins, DNA also has four levels of structural 
arrangements. Using GLCs, the whole molecule kinetic confor-
mation process of DNA from single strands to secondary struc-
ture, i.e., double helices, was monitored.[137] Multiple metastable 
intermediate structures were observed in the hybridization pro-
cess, among which some have been predicted earlier before, 
e.g., contact zipper-up for random sequence (Figure  6c), and
unanticipated frequent loop intermediates were also present
to facilitate this process. These examples above represent the
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important role of LP-EM in contributing to the understanding 
of conformational changes in biological macromolecules.

3.2.3. Self-Assembly of Synthetic Soft Matter

The self-assembly of synthetic soft materials occurs at various 
levels of hierarchy where an analogy exists to the primary, 
secondary, tertiary, and quaternary of biological macromole
cules. The motion of individual polystyrene sulfonate and 
poly(ethylene oxide) chains with a radius of gyration of 
30–50  nm was visualized using GLCs, demonstrating that 

LP-EM has the potential to contribute to understanding the 
folding of individual macromolecules.[106] Understanding chain 
folding dynamics is crucial in polymer self-assembly, as it deter-
mines important features of the hierarchical structures, such as 
the diameter of spherical or cylindrical micelles and the thick-
ness of vesicle membranes. The latter has been investigated 
using a combination of LP-EM and self-consistent mean field 
theory simulations (Figure 6d).[3b] The thickness of the vesicle 
membrane was shown to be determined by two dynamic pro-
cesses, the insertion of chains into the vesicle and the reor-
ganization of the individual chains from a coiled to stretched 
configuration. The combination of these methods provided a 

Figure 6.  LP-EM of dynamics of soft matter in solution. a) Time-lapse LP-EM images of the fusion-relaxation process between two amphiphilic block 
copolymer micelles.[3c] b) Nucleation process of lysozyme crystals monitored by LP-EM, showing a protein crystal formed near an amorphous solid 
particle.[30a] c) A DNA zipper-up hybridization process imaged by LP-EM. This mechanism was initiated by contact of bases located near the middle of 
strands (0, 7, and 10 s). Arrows at 11 and 14 s present different rotation directions. Top view: schematic diagrams of time-dependent conformations. 
Second row: schematics showing the base-pair alignment. Third row: actual images.[137] d) LP-EM showing the block copolymer vesicle formed through 
the nucleation of a polymer-rich liquid droplet highlighted by the black arrow.[125] e) Direct imaging of encapsulation process of gold NPs with the 
triblock copolymers.[3e] a) Adapted with permission.[3c] Copyright 2017, ACS. b) Adapted with permission.[30a] Copyright 2017, The Authors, published by 
National Academy of Sciences, USA. c) Adapted with permission.[137] Copyright 2020, The Authors, published by National Academy of Sciences, USA.  
d) Adapted with permission.[3b] Copyright 2019, Springer Nature. e) Adapted with permission.[3e] Copyright 2019, RSC.
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platform for differentiating between the thermodynamic and 
kinetic components in the self-assembly. It also revealed that 
the onset of the kinetic pathways in the vesicle formation pro-
cess was influenced by the formation of a polymer-rich liquid 
droplet (62 s, Figure  6d) prior to membrane self-assembly. 
LP-EM played an important role by determining the mecha-
nistic connection between these phases.

LP-EM is also well suited for studying how soft matter par-
ticles interact mechanistically. Soft matter fusion processes 
have been observed for both low[3e] and high[3c] glass transition 
temperature Tg polymer assemblies. In both cases, fusion pro-
cesses were observed occurring simultaneously with unimer 
addition, gradual attachment of individual polymer chains. In 
the case of the low Tg system, the fusion events had no influ-
ence on the morphology evolution (Figure  6e). In the high 
Tg system, the fusion events were found to result in the entrap-
ment of internal water phase within the assemblies leading 
to increased internal structural complexity typically associated 
with high genus and bi-continuous structures (Figure 6a). This 
is consistent with the concept that low Tg polymers can easily 
form low energy configurations at room temperature, and con-
sequently display a pathway-independent morphology, whereas 
high Tg polymers are more likely to form meta-stable or out-of-
equilibrium structures and be pathway-dependent.[138] However, 
LP-EM enabled the direct observation of these processes for 
the first time, and in the high Tg case, provided the first direct 
evidence of how the process of fusion can be used to control 
morphology (Figure 6a).

In the above examples, self-assembly was triggered by either 
mixing solutions inside the microscope,[3b] mechanical agitation 
of the system during loading,[3c] or pre-mixing solutions before 
loading into the cell.[3d,3e] One of the main challenges here is to 
control the onset of self-assembly at a desired location and time. 
In the study of inorganic nanocrystal formation by LP-EM, such 
control is commonly achieved by using the electron beam to 
initiate the reaction, providing a tight control over the nuclea-
tion and growth chemistry.[11b] This approach was extended to 
the study of soft matter systems by using the electron beam to 
initiate radical polymerizations inside the liquid cell and study 
the process of polymerization-induced self-assembly.[26] As this 
is a widely applied method for the generation of polymer nano-
particles in bulk solution, it is an ideal system for study using 
LP-EM, especially if the polymerization kinetics can be con-
trolled by varying the applied dose to the sample.

For completeness, it should be mentioned that the definition 
of soft matter could also be extended beyond materials con-
sisting purely of soft matter and include also hard matter, e.g., 
metal nanoparticles bound by weak bonds in a matrix in liquid. 
LP-EM is an excellent tool for studying self-assembly processes 
of those quasi-soft materials.[10a,139]

4. Outlook

We see exciting future opportunities for LP-EM in studying 
both the dynamic evolution of morphology and structure of 
complex molecular systems in solution. Indeed, understanding 
the interactions between different components in solution will 
allow us to both understand the science behind the interactions 

and create new assemblies with well-defined shapes, sizes, 
and chemistries that self-organize into functional, hierarchical 
structures for a variety of (bio)technological applications, and 
find new clues in biomedical sciences possibly leading to 
improved therapies against cancer, e.g. To obtain this level of 
information via LP-EM experiments, beam effects need to be 
understood and avoided as much as possible, while control 
and comparing experiments should be conducted so as to 
obtain evidence that the obtained information reliably visu-
alizes processes that occur in the real world, i.e., outside the 
electron microscope. While recognizing the explorative nature 
of the research in the past decade, a more systematic approach 
in LP-EM experiment is needed to enhance further growth of 
the field and solve a wide range of research question using this 
technique. As a starting point for LP-EM experiments, we rec-
ommend following the schematic shown in Figure 7 to evaluate 
whether or not LP-EM can be expected to be useful and feasible 
for the type of research question to be addressed, and how to 
choose the most optimal experimental settings.

A key feature of these experiments is the nanoscale con-
finement of the sample. While the effect of confinement on 
motion has been explored through studies of translation and 
rotational motion, detailed studies as a function of particle size 
and shape, type of medium, and surface characteristics are still 
required. These studies should include, but are not limited to, 
varying particle parameters as well as window electrostatics and 
conductivity in combination with the solution’s Debye length, 
and varying in the Van der Walls interactions between particle, 
solution, and windows. Such studies would not only provide 
valuable insight for applications of soft matter to nanomedicine 
where particles must travel through complex confined environ-
ments, but would also aid the design of LP-EM experiments 
to study self-assembly mechanisms. For example, in studying 
processes such as particle assembly or fusion, it is essential 
that the particle translation dynamics are sufficient to result in 
a statistically significant number of particle–particle collisions. 
Studies of the formation of individual particles can be aided by 
having the particles permanently adhered to the windows to 
limit motion blur. Although such studies have been reported, 
there have been no examples of LP-EM studies where dynamics 
have been designed a priori.

From the perspective of imaging, a very promising approach 
is the development of imaging strategies with ultra-low elec-
tron doses using sparse imaging. Although mostly applied in 
STEM imaging, sparse imaging was recently also applied to 
TEM in a proof-of-concept study, using a pixelated detector at 
a very high frame rate and very low dose.[92] In addition, the 
recent advances in phase plate technology,[83,140] so far mainly 
demonstrated in cryo-TEM applications, boost the contrast (at 
resolutions >  1  nm), thereby further reducing the number of 
electrons needed to obtain the same image quality.

To judge if a process is indeed being visualized without sig-
nificantly changing their outcome or kinetics, knowledge is 
required of the chemical composition of the solution under 
imaging conditions as well as the temperature, either through 
modeling or continuous monitoring. Eventually, all relevant 
solution conditions would need to be known and regulated 
by measuring and controlling temperature, pH, and the con-
centration of all reactants. A potential solution to achieve this 
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high level of control is the development of liquid holders with 
connections for temperature control (measuring and heating), 
and the ability to measure/adjust pH and chemical potentials, 
possibly in connection with modeling software to correlate the 
values measured at the detectors with those in the imaging 
area. In another approach toward obtaining information about 
the liquid constituents, the feasibility of post-imaging mass 
spectrometry has been demonstrated,[31] and such analysis 
could possibly be developed into a method for online analysis of 
the solution, which would allow for the adjustment of imaging 
conditions to safeguard chemical integrity of the components 
under study.

Using the electron beam to trigger reactions offers inter-
esting possibilities for the study of electrochemical processes 
in soft matter, considering the growing interest in the use of 
conductive,[141] or electrically responsive soft materials.[142] Inter-
esting examples are the so-called “e-micellization,” involving 
the electrochemical induction and switching of the aggrega-
tion of polymers,[143] the electrochemical formation of layered 
titanate microspherulite particles,[144] and the redox-dependent 
reversible formation of pickering emulsions.[145] Another 
exciting topic could be the investigation of hybrid electronics 

for their application in lithium batteries,[146] where specifically 
electro-polymerization reactions of conducting polymers are an 
area of great interest.[147] In general, we think that the renewed 
interest in electrochemistry and electrocatalysis as green syn-
thesis methods will allow numerous applications for LP-EM to 
monitor morphological and structural development in situ. In 
particular, the high energy and flux of the electrons used in elec-
tron microscopy offers a unique type of electrical stimulation, 
which is not currently used in flask-based chemistry. In this 
scenario, LP-EM of soft materials may be used for blue-skies 
research for discovery of unique structure and chemistries.

So far LP-EM has been mainly used to study the dynamics 
of inorganic and metal nanoparticle systems in solution, and 
only a limited number of studies have investigated reactions 
occurring in soft organic materials, while the use of LP-EM to 
study biological processes is virtually unexplored. However, the 
recent demonstration that below a certain threshold level bio-
macromolecules enclosed within a GLC are an order of magni-
tude more resistant to radiation damage than frozen samples 
for cryo-TEM[10b,11b] brings into scope the dynamic nanoscale 
imaging of biomolecular processes with LP-EM. Moreover, a 
recently developed simple, reliable, and reproducible procedure 

Figure 7.  Schematic to evaluate the feasibility of LP-EM experiment and to determine the most optimal experimental settings. It is recommended 
that LP-EM is benchmarked with other techniques first, then to check if the observables are within the resolution range addressed by LP-EM, i.e., a 
spatial resolution typically of 1–10 nm, and a temporal range of 0.01–100 s, whereby the range can be extended using technological advances. A critical 
question is whether the system to be observed in its full functional state is thin enough to be studied with LP-EM, e.g., the maximal thickness for ADF 
STEM with a useful resolution is 10 µm, while phase-contrast TEM requires the sample to be thinner than 300 nm. The different electron microscopy 
types and contrast mechanisms need to be evaluated against the required resolution and sample thickness. Once these choices have been made, the 
dose-limited spatial resolution can be calculated from which it can then be determined if the experiment is feasible in terms of electron dose. Finally, 
a range of other important experimental factors need to be considered.

Adv. Mater. 2020, 32, 2001582



www.advmat.dewww.advancedsciencenews.com

2001582  (18 of 21) © 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

allows the production of GLCs with sizes of 100–2000  nm.[69] 
As graphene can be easily surface-modified with a great variety 
of chemical moieties, this will offer the possibility of capturing 
and retaining biomolecules and biomolecular assemblies in 
a closed, near-native environment. It may also be possible to 
make a graphene liquid flow cell, which is capable of sustained 
liquid flow and can be electrically contacted.[148] We expect that 
these recent developments will bring us another step toward the 
dynamic in situ imaging of soft matter and biological processes 
with spatial and temporal resolutions that are unobtainable 
with other methods such as with super-resolution microscopy 
and cryo-TEM.

5. Summary and Conclusions

Radiation damage is a key factor to consider when performing 
LP-EM experiments with soft matter. Depending on the type of 
research question, a different limit on the total dose and elec-
tron flux may apply. Experimental settings should optimize the 
needed resolution rather than the maximal resolution of a spe-
cific materials system in the minimum required liquid thickness 
within the dose limit. The dose “history” should be accurately 
reported, and dead time during the experiment should be 
accounted for. The liquid thickness should be measured and 
reported. Different microscopy modalities and liquid enclosures 
can be chosen based on the type of experiment. A GLC com-
bined with phase contrast TEM achieves the highest resolution, 
but a flow cell with SiN windows and STEM may be the best 
for observing certain dynamic reactions. A broad range of soft 
matter systems has been studied with LP-EM including lipid 
vesicles, biominerals, polymer nanoparticles, virus particles, and 
bacterial, yeast, and eukaryotic cells. The obtained resolution 
varied between a few nanometers for thin samples to several 
tens of nanometers depending on the liquid thickness. The main 
driver for developing LP-EM is to progress in the understanding 
of structure–function relationships. Function in soft matter 
nowadays is often explained on the basis of a few static confor-
mations as obtained, e.g., with cryo-TEM, although dynamics in 
morphology is possibly a key factor in important self-assembly 
processes and biological function. Moreover, LP-EM can be a 
much simpler experiment than cryo-TEM, and opens up the 
capability to study materials in a broad range of liquids.

Here, we have discussed that dynamic processes can be 
directly viewed when the experimental system is well controlled 
and the electron irradiation is kept below an acceptable level. 
Although several examples have already been published, e.g., 
the fusion-relaxation process between two amphiphilic block 
copolymer micelles, huge potential exists for future improve-
ments. In order to address biochemical reactions, the required 
dose for a time-lapse image series needs to be reduced by three 
orders of magnitude. This seems feasible by combining the 
recent innovations in liquid cells, dose mitigation approaches, 
intelligent data acquisition techniques, and highly efficient 
detection using phase plate technology, e.g. LP-EM has already 
come a long way mainly due to technological improvement of 
the liquid enclosing membranes using either SiN or graphene 
windows. An exciting future lies ahead for this microscopy 
modality in which greatly improved technology can be expected 

together with key progress in solving grand challenges in soft 
matter research and biology.
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