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#### Abstract

A Geometric Combinatorial Satisfiability Approach to Automating Free Flight in the Airspace by

James W. Herriot

This dissertation details a research project whose aim is to contribute to research on automating and optimizing the aggregate trajectories of arriving aircraft flights in the terminal airspace inspired by the principles of free flight. A software simulation was designed and developed to model dynamic generation of airspace flight paths from top-of-descent to landing. Although this research is conceived to apply generally to automatically generating safely separated flight paths in the wider airspace, this work focuses on airspace local to a particular airport with one or more runways available for landing arriving aircraft. This approach is robust within a dynamic airspace which is frequently changing due to weather, runway reversals, miss approaches, and aircraft traffic.


The methodology described here employs a trio of geometry, combinatorics, and satisfiability. The unique uniform triangular/hexagonal geometry enables the generation of a large number of similar flight path segments (analogous to pixels), which when joined together form the vast combinatorics of all possible 4DT flight paths for aircraft headed to these runways. In this combinatoric form, these numerous flight path candidates are then handed off to a satisfiability solver, searching for a suite of overall optimal flight paths. This approach generalizes solving for an ensemble of efficient flight
paths within a dynamic changing airspace, making way for efficient optimization and automation of aircraft routes.
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## Chapter 1

## Introduction

This thesis details the key ideas, algorithms, computational simulator inner workings, and results of this project aimed towards automating the airspace using a discrete geometric combinatorial approach. This is a "systems" thesis, centered around the construction and operation of a computational simulator platform to explore the goal of automating the airspace under dynamically changing flight conditions.

This project grew out of my co-founding DayJet airline in Florida in 2002, the world's first per-seat on-demand airline. Becoming immersed in the many facets of aviation through this practical experience led me to a firsthand view of many unsolved problems in aviation. One of those problems is how to improve flight operations in the most congested, least efficient, terminal portion of aircraft flights. This research builds upon the many prior efforts to reduce flight costs through better aggregate trajectory optimization, including my own [86] [87] [43] [44] [53].

In order to concentrate on the most important segment of typical aircraft flight (as measured in operational inefficiency) as well as to reduce the problem scope
here to a specific flight phase, this work is limited to arrival traffic, specifically, an adjustable approximately 200 nautical mile radius circle is scribed around a destination airport. This abstract circular area defines the "workspace" or local airspace used in this simulation project. Aircraft may enter this local circular airspace through its perimeter from any compass direction at any time. Once entered, the goal is to "fly" the aircraft to an airport runway threshold along an optimal 4DT flight path (in the context of other flight paths), while always maintaining safe flight-path separation of all aircraft currently flying in the workspace, respecting dynamic constraints such as airspace closures, convective weather, missed approaches, and of course other traffic.

### 1.1 Motivations

My professional experience in aviation has included co-founding a small airline and working as a co-principle investigator on various research projects for NASA (the first "A" in NASA stands for "Aeronautics"). At NASA, I observed an intriguing tension between the desire to automate the airspace, and the institutional headwinds valuing fastidious human control to ensure safety. My take-away is that excellent research and careful simulations are needed for each step in automating the airspace of the future. The overall contribution of this thesis research is to further automated airspace research though novel ideas coupled with simulation and computational modeling of safe new ways to automate the airspace. A set of more detailed list of the seven thesis contributions of this research is enumerated in Section 1.6 below.

The salient current problem is that domestic FAA (Federal Aviation Admin-
istration) ATC (Air Traffic Control) system or NAS (National Airspace System), although remarkably safe, does not scale well. There are about 14,000 FAA air traffic control specialists who handle about 45,000 flights per day in the US domestic airspace [40]. Automation of the airspace promises improved scaling of the air traffic control system. This question is: how to automate the airspace, while retaining safety, in particular the safe separation of aircraft aloft and upon landing. Airspace automation also promises increased efficiency. Current arrivals flight paths are rigidly defined (see STAR procedures discussed in Section 1.5.4), making them often longer and more circuitous as compared to hypothetical more direct flight paths, or free flight, where free flight is flying as if one has the entire airspace to oneself.

The STAR (Standard Terminal Arrival procedures) paths are typically longer than free flight would be. On top of that, the current actually flown flight paths are often even longer than the STARs aviation charts would indicate. This is due to deviations from canonical flight paths used to slow down traffic to defend against congestion which is exacerbated by the limited number of landings (operations or "ops" per unit time) allowed at the runway thresholds. See illustration of an artist's conception of necessary detouring (or vectoring) off the canonical STARs pre-designed flight path, depicted in Figure 1.1, where the blue line is an example of a detour.

The aggregate behavior of airspace traffic congestion together with ATC adhoc flight path change interventions creates a kind of "scribbling" on flight tracks radar records of actual flight-path signatures. See illustration in Figure 1.2.

The motivation for the research described in this thesis was to explore a possible design of an automated airspace which delivers improved operational precision and


Figure 1.1: Artist's conception for visualization of 2 pre-defined fixed arrival flight paths, blue detour illustrates "vectoring" of an aircraft. [71]


Figure 1.2: Radar flight tracks from June 2, 2014 superimposed showing evidence of extensive vectoring or non-direct paths into SFO over the Palo Alto area. [92] This graphic was drawn from FAA radar data, obtained through a FOIA. [17]
efficiency, while retaining safety levels of the current manual ATC system.
What would such an automated free-flight-like airspace look like? Would aircraft continue to take the routes they already follow today? Or would aircraft take routes analogous to water molecules spiraling down a bathtub drain? Or would the flight paths be unexpectedly different from either of these possibilities?

How should such an airspace (simulation) be constructed? Can methods drawn from fields outside of aeronautics fields contribute to helping solve these problems? Can a novel airspace geometry be combined with recent developments in combinatorics and satisfiability solvers help make substantive progress in this aeronautical domain?

I was motivated to follow these questions toward a demonstrable, suggestive solution. This thesis reports on this project.

### 1.2 Free flight and optionality

The above Section 1.1 on Motivations alludes to "free flight". This is an important concept here, so some additional clarification is indicated.

The notional opposite of rigidly prescribed navigational flight route procedures (see Subsection 1.5.4) is free flight. This is a relaxation of navigational protocols. Hence, pilots are free to take any safe route they choose, at least in principle. A typical definition of free flight is as follows:

Free flight is defined as safe and efficient flight operations under instrument flight rules in which the operators have the freedom to select their path and speed in real time. Thus, individual aircraft will be able to plan and execute their trajectories without direction from any external agents during most of their flight duration. [72]

This research project was predicated on the possibility that the principles of free flight, as incorporated into automated flight control, might improve efficiency of aircraft descending in terminal airspaces, as well as relieving some congestion, while continuing to maintain safety in the airspace.

The intuition here is that by relaxing the rigid navigational rules of STARs dictated flight paths, the aircraft would have increased routing optionality. This suggests that many shorter, more optimal routes, restricted by STARs would become available to fly. Hence, as more shorter paths are added to the pool of possible flight paths, the length of the average flight path would become shorter, and hence closer to optimal.

Figure 1.3 shows a notional visualization of a comparison between a STARs style restricted path, and a more direct free flight style path. A glance at this schematic uncalibrated example suggests that a path length savings of $20 \%$ might be plausible. Note that it is beyond the scope of this thesis to determine the average improvement in path length through the use of automated free flight.

In the current system, free flight would be seen as too risky within the "super dense" airspace of arriving flights at busy airports. However, this thesis takes the position that automation can indeed defend against these risks. Even "super dense" airspace can be safely automated using some of the principles of free flight.

This is not to say that the pilots themselves would be free to choose their own routes. Rather, the pilots would still be required to fly the routes as instructed by the automated flight control system, but these routes would be generated dynamically much as if the pilots chose the most efficient paths to a runway, but with full knowledge and cooperation of the other pilots' plans.


Figure 1.3: Notional comparison of a restricted STARs-style flight path (left graphic) versus a shorter free flight style path which takes the shortest route (right graphic) to a runway (purple).

### 1.3 Combinatorial approach

Chapter 2 provides a system overview description of the proposed combinatorial approach towards an automated system for optimally landing an ensemble of airliners, guiding them from cruise altitude to landing at a runway at a designated destination airport.

This means that large numbers of candidate flight paths for the full ensemble of aircraft are evaluated, and the overall most optimal set of flights are chosen to be flown for next period of time. Later Chapters 5 and 6 discuss the details of how that optimal set of flights is calculated, based on the geometry detailed in Chapters 3 and 4.

Only the arrivals terminal portion of flights is addressed here. This system is based on free flight (discussed in Section 1.2) above and employs a scalable, efficient 'holistic' way (aircraft treated as a single group) to manage the local terminal portion of the airspace. This approach may generalize to the wider airspace including the NAS
(National Airspace System) and beyond, as well as specialized custom-use airspaces, but that is beyond the scope of this research.

### 1.4 History

In 1921, Croydon Airport, London's main airport at the time, was the first airport in the world to introduce air traffic control [29]. In the USA, 5 years later, President Coolidge signed the Air Commerce Act of 1926 into law [36]. In 1929, Air Traffic Control (ATC) began with Archie W. League at the St. Louis airport. His communication tools and protocol were simple: a red flag for "hold" and a checkered flag for "go."

The first aeronautical charts were produced in 1941, supporting first instrument approaches. Aviation advanced quickly, especially so during World War II, with the advent of radar (an acronym for radio detection and ranging). By 1952, radar was routinely used for approach and departure control [76]. See example of a sample of a modern aeronautical chart depicted in Figure 1.4.

The Federal Aviation Administration (FAA) was founded as part of the Federal Aviation Act of 1958, in the aftermath of a tragic mid-air airliner collision over the Grand Canyon in 1956, depicted in Figure 1.5.. Since that time, specific routes - especially terminal arrival routes - have been engineered. The standard set of such routes, called standard terminal arrival routes ("STARs"), are used by the FAA ATC for air controllers to guide and supervise aircraft approaches to airports - for both commercial and general aviation uses.


Figure 1.4: Aeronautical Chart used by pilots to navigate according to a predefined Standard Terminal Arrival Route (STAR). This shows the vertical profile of a STAR descent into SFO. When combined with top-view geographical maps, and radio contact with ATC, pilots can successfully and properly fly a designated STAR. [39]


Figure 1.5: Artist conception of the tragic mid-air airliner collision over the Grand Canyon in 1956 that prompted the founding of the Federal Aviation Administration (FAA). [47]

Safety has been the primary concern of the FAA since its founding to the present day. The FAA focuses on safety, while paying less attention airline costs, which are primarily time and fuel, although this may be slowing changing. [38]

With safety taking precedence over airline costs and environmental factors, the current Air Traffic Control (ATC) system has evolved to be impressively safe though inefficient and with a secondary focus on the environment. To insure this safety, the ATC is structured as a command and control system. To this end, the system employs a small set of pre-defined fixed flight paths, monitored manually, for the terminal or final descent phase of arriving flights. For large airports, there are typically 4 main fixed flight paths per airport called Standard Terminal Arrival Routes (STARs, see more in section 1.5.4) for any particular configuration (tailored to wind direction) nominally serving the 4 arrival compass directions. Aeronautical charts defining STARs are available from the FAA, such as the one in Figure 1.4 [39].

These STAR fixed flight paths can be visualized as "tubes" in the sky. Ideally, pilots program their Flight Management Systems (FMS) to follow these routes as specified by the FAA. However, congested air traffic often forces the ATC to "vector" traffic temporarily off the specific routes to add time to the descent to enforce aircraft separation and spacing. Figure 1.1 is an artist's conception of these tube-like routes, as well as a "vectored" detour shown in blue.

The neat pipe-like routes depicted in Figure 1.1 with an occasional "vector" detour, together with the schematic navigational charts (e.g. Figure 1.4) convey an orderliness to the arrival descent process. In reality, the actual flight tracts are far from this orderly ideal. As shown in Figure 1.2, the flight tracks display a large variation
from the ideal, due to extensive vectoring.

### 1.5 Prior Art

### 1.5.1 General Problem

There is an extensive research literature in motion planning, as well as its subdiscipline, vehicle motion planning for ground-based robots and UAVs. These problems are known to be "difficult to solve".

There does not exist an algorithm that provides an exact analytic solution to such a problem... Indeed, even state-of-the-art approximation algorithms operating on a three-dimensional subspace of this problem space are difficult to compute in real time. [45]

Nevertheless, much progress has been made in this class of problems. To do so, the general problem area has been divided to a number of more tractable sub-areas. Problems are typically divided into static and dynamic, where dynamic includes both imperfect knowledge of the environment, as well as a changing environment [45]. These problems are divided into flat (2D), 3D, or full 4DT solution spaces.

### 1.5.2 Aviation

The focus of this work is on aviation here; not ground based robots. Within aviation, much of the current research has been for UAVs, as opposed to passenger aircraft. As such, the extent of geographical space is typically on the order of 100s of meters, as opposed 1000s of kilometers typical for commercial aviation. Distance is typically the primary metric for UAVs due to their limited endurance. In commercial aircraft, the primary metrics are time and fuel.

For UAVs, changing environments can include avoiding obstacles that are themselves moving over time. This can be formalized as a continuous mathematics problem. [56] However, adequate compute performance can be an issue here.

Alternatively, the dynamic problem with a changing environment can be conceived and solved as a discrete problem, represented as a graph, where the nodes or vertices have geographical semantics. This has been done in the UAV problem space [18], but relatively short distances and times are typically optimized here, not to mention ignoring fuel consumption per se.

### 1.5.3 Air Traffic Control

As section 1.4 on history discusses, aviation progressed quickly from the 1920s till the founding of the FAA in 1958. Although a previous Federal government agency, the Civil Aeronautics Authority (later renamed the Civil Aeronautics Board), had been operating since 1938 [76], the advent of the FAA hastened changes in Air Traffic Control.

More changes came quickly. The "Jet Age" for commercial aviation also began with the first Douglas DC-8 flight on May 30, 1958 [36]. New procedures were needed to manage the increasing amount of air traffic. For example, Standard Instrument Departure (SID) procedures first went into effect on August 13, 1961 [36]. Standard Terminal Arrival Route (STAR) procedures went into effect at a similar time, although the exact date is illusive.

The literature in aviation suggests that prior to the 1960s, most innovations in Air Traffic Control came from federal agencies. Academic research appears to follow to measure, analyze, and improve the basic design of the airspace put in place by
government authorities. There is an early reference to the Journal of Air Traffic Control in 1964 [16], an indication that Air Traffic Control became an area of academic investigation in the era after the advent of SID and STAR procedures.

### 1.5.4 STAR procedures

Currently, normal aircraft descents in the terminal airspace are required to follow a Standard Terminal Arrival Route (STAR). These are fixed arrival routes (3D paths) used by the FAA and ATC. They are of interest in this thesis for notionally comparing fixed STAR-like arrival routes with the simulation of guided free flight in this project.

STAR procedures came into being, along with Standard Instrument Departure (SID) procedures in the 1960s [76]. They are a result of new technical capabilities and perhaps also hastened by the collision of a United DC-8 and a TWA Super Constellation in terminal airspace over Brooklyn on December 16, 1960 [36].

As important as STARs are for this research, in the history of aviation, they are just one of many procedures required by the FAA. These various procedures are typically artifacts of ever new technical capabilities (e.g. radar monitoring and radio communication, ADS-B i.e Automatic Dependent Surveillance-Broadcast [41]) and necessity, rather than academic research. Once, these procedures were in place, academic research tended to follow to investigate particular phenomena and to improve safety performance.

Within the field of aviation research, the literature on Air Traffic Control has grown from the early days of the new procedures [75]. One area of focus is on
improving the current system of STARs managed by ATC [43] [44] [86] [87]. There is much to be improved there, and large monetary savings to be harvested from this type of research. In contrast, although research into free flight goes back to the 1990s and before [72], the current systems are expected to last for years to come. The literature tends to be abundant addressing incremental improvement in the current system, while the literature addressing free flight is more sparse.

### 1.5.5 Path Stretching

A discussed in Section 1.1 above, the current system with fixed path STAR procedures channels a sequence of aircraft descending single file (like a "Conga line") down narrow flight corridors. One of the consequences of this system is that aircraft following each other can become closely packed. So, in order to avoid separation conflicts, ATC frequently instructs aircraft to detour off the STAR briefly, which may lengthen its path to the runway, depicted in Figure 1.1. Hence, that aircraft's path is "stretched". This path stretching is also called "vectoring". Estimates are that this can result in approximately $7 \%$ longer flight paths [88].

One of the consequences of the current system with fixed path STAR procedures is frequent ad hoc path stretching by ATC, with its corresponding extra costs. This problem has been studied extensively [89]. It is also projected to become a more pressing problem as air traffic increases over the next 20 years [74]. Various attempts have been made to improve the situation [105].

### 1.5.6 Discrete Solutions

An alternative to continuous solutions are approximations in the form of a discrete formulation of the problem. The merit of this approach is typically better computational performance. Naturally, as an approximation, the solution will not be optimal. But the departure from optimal can be made arbitrarily small at the expense of increased computation.

The discrete problem can be mapped to graph theoretic representation [102], where the objective becomes to find the shortest path from origin to destination airport via the edges of a graph. A typical way to form a discrete space from a continuous space is a rectangular grid, or more complex geometries [60].

The most straightforward method to determine the shortest path between 2 vertices is the classic "Dijkstra" algorithm conceived by Edsger W. Dijkstra in 1956 [32]. Scaling is $\mathrm{O}\left(V^{2}\right)$. Since that time, improvements in that algorithm have been made by adding heuristics. The best known of these is the $\mathrm{A}^{*}$ or A-star algorithm [49], with later improvements as well [83]. Similar algorithms are still in use today, including ones used in this project.

### 1.5.7 Scaling

Although discrete solutions are widely in use today for transcontinental commercial air routing, these graph-based paths, typically solved by A* algorithms, are not fine grained enough to resolve obstacles as small as a nearby aircraft. The main features of the airspace addressed in those planning operations are wind and weather. Scaling from the 1 nautical mile ( nm ) resolution all the way to global distances is beyond the
reach of current A* planning algorithms in use today. Indeed, comprehensive aircraft routing ultimately requires optimal trans-oceanic routes that avoid large weather systems as well as other relatively small aircraft. One of the future goals of this research is to build algorithms with a breadth of scale from 1 to 1000s of nautical miles.

### 1.5.8 Satisfiability

Given that flight planning in a discrete space is ultimately a constraint problem, it would seem to be a natural fit to formalize the problem into the terms of Satisfiability or "SAT" [61] [12] [63] [20]. However, the lack of articles on a SAT approach to flight planning in the academic literature suggests that this may be a methodology too foreign to aviation researchers, or too computationally intensive to be practical, at least at the present time (even though this may no longer be the case with modern satisfiability solvers, and lower computation costs).

Indeed in his Fascicle 6 on Satisfiability, Don Knuth notes that SAT can even be used to factor numbers without any appeal to number theory. However, as he says, "we can't expect this method to compete with sophisticated factorization algorithms" [63]. Likewise, a general SAT approach may, in principle, solve arbitrary flight planning problems. However, they may be too slow to compete against specialized approaches.

This thesis takes the position that Satisfiability has great merit as part of a novel methodology for flight path planning in real time.

### 1.5.9 Closely Related Prior Art

## Single-Aircraft Flight Planning

There is a vast literature on single-aircraft flight planning. There also many mature products used by General Aviation (GA) pilots, and others. The research as a whole here is well developed too. Since this field does not address the multi-aircraft airspace treated in this thesis, single-aircraft flight planning prior art is not discussed here.

## Multiple-Aircraft Flight Planning

Multi-aircraft (not single-aircraft) planning is addressed in this thesis. This is also a more difficult problem than single-aircraft planning. This difficultly is due to the requirement to resolve path conflicts and cost trade-offs among aircraft sharing the same airspace simultaneously. The resolution of conflicts ultimately determines the actual flown paths as well as overall costs. Indeed, this thesis addresses efficient flight planning for multiple aircraft competing for separated space aloft, with limited time-slots available at runway thresholds for landing.

Multi-aircraft planning can be translated and generalized into multi-agent path planning, where individual aircraft can be mapped to individual agents.

## Multiple-Aircraft Converging At Waypoints

By focusing on the narrow problem of focusing on multiple aircraft passage through waypoints, continuous algebraic solutions have been proposed [90]. While this research has value at individual waypoints, it does not address the larger problem of


Figure 1.6: Multi-agent path finding (MAPF). A graph with N states, K agents. Constraints: Paths shouldn't conflict. Actions: An agent can move or wait. Target: Minimize the cost of the solution.
aircraft planning from arbitrary positions aloft, descending all the way to a runway. This larger issue is addressed below with various approaches, but with their own limitations.

## Multi-Agent PathFinding

Fortunately, there is already a methodology and strong body of literature discussing this generalization of multi-aircraft planning formalized in the literature as Multi-Agent PathFinding or "MAPF". The approach is abstracted as multiple agents moving simultaneously on a discreet rectilinear grid as shown in figure 1.6. [1]

Each agent in each time cycle can move one of 4 compass directions (N,S,E,W), or wait (remain where it is). The two exclusion rules are that no 2 agents may simultaneously occupy the same square or move through the same edge in the same cycle. Figure 1.7 illustrates these rules.

## Each agent moves N, E, S or W to an adjacent unblocked cell or waits

|  |  |
| :---: | :---: |
| $\bigcirc \rightarrow$ | Not allowed ("vertex collision") |



Figure 1.7: Multi-agent path finding (MAPF). Each cycle, each agent is allowed to move rectilinearly one step to an adjacent unblocked cell, or wait).

## Airport Ground Operations

This MAPF approach has many applications [7]. For example, airport ground operations can be modeled and planned using MAPF as illustrated in Figure 1.8 [2]. The airport taxiways are divided up into squares where aircraft can move or wait as they travel from runways to airport gates, and vice versa.

## Pipe Routing

Another application of MAPF is pipe routing [8]. As Figure 1.9 illustrates, aircraft routes can be thought of as pipes in the sky, similar to routing industrial plumbing pipes in a factory. The primary difference between aircraft and plumbing pipe routing is the number of dimensions. Whereas plumbing pipes can be expressed in 3D xyz dimensions, the airspace 'pipe' routing requires xyzt 4DT pipes. Hence, airspace routing is a generalization of plumbing pipe routing with one additional dimension.


Figure 1.8: Aircraft surface operations can utilize multi-agent path finding (MAPF) to find a non-conflicting way to manage airport ground operations.


Figure 1.9: Pipe routing examples: left panel shows aircraft flying through 4DT 'pipes' (cf. figure Figure 1.1), right panel shows industrial plumbing pipes in 3D xyz dimensions. For aviation, the pipes concept requires generalizing 3D xyz pipes to xyzt 4DT pipes.


#### Abstract

Aircraft Aloft

Applying MAPF to planning and managing multiple aircraft aloft is attractive. However, standard MAPF allows aircraft to move or wait each cycle. Whereas aircraft can stop and wait during ground operations, aircraft must maintain some minimum speed while aloft. Hence, MAPF is less attractive for aviation aloft. The equivalent of waiting aloft is for Air Traffic Control (ATC) to vector or detour aircraft off their planned route and back on it to stall for time, as illustrated in the left panel of Figure 1.9. This additional complexity, or similar, make standard MAPF less attractive for use in the multiple aircraft planning addressed in this thesis.


## NP Hard Problems

The MAPF approach often generates NP hard search problems. Indeed, MAPF problems can be reduced to Satisfiability (SAT) problems which are well known NP hard problems. [9] As with many NP hard problems, there are various approaches to reducing the combinatorics by harvesting structure in the problem, or by settling for non-optimal solutions.

## Prioritized Planning

One common way to defend against overwhelming combinatorics in MAPF problems is to use a technique called "prioritized planning", where the agents are solved one agent at a time. Depending on the problem, this technique can give excellent results, but is not guaranteed to do so. [68] [5] [11]

Indeed, the alternate method to pure satisfiability for solving the airspace
rapidly is described in this thesis in Section 6.7 on the Custom Solver used here employing "prioritized planning". Excellent computational performance is traded off against best solutions, yielding real-time performance.

## UNSAT

MAPF is a particular approach to a wide variety of constraint problems. As with this class of problems, there is frequently the possibility of no solution, or unsatisfiability (UNSAT). This issue is also treated in the MAPF literature. [5], and in Section 7.2.4 on Airspace Capacity, Phase Transitions, Optionality, and UNSAT.

## Conflict Avoidance

Matthew Jardin in his Ph.D. dissertation at Stanford [57], did some pioneering research in aircraft conflict avoidance through dynamic path re-planning on a small scale. The work presented in his thesis on generating dynamic flight paths addresses separation conflicts in the airspace at a small enough scale where individual aircraft avoidance is an important issue. In this sense, the work reported in this thesis has some small similarities to part of the work of Matthew Jardin.

## Other Techniques

There are also other techniques for improving computational performance in the face of large combinatorics. [1] [67] [66] [7]

### 1.6 Thesis Contributions

This thesis makes a number of contributions to aviation and air transportation systems. Although it focuses on the arrivals portion of airliner flights, many of the principles, approach, and contributions here apply to entire flight missions, as well as other less conventional airspaces. For example, the dynamical character of the algorithms developed and employed here may apply well to other air transportation systems as disparate as special purpose UAVs, and to airspaces with mobile airports like aircraft carriers or ad hoc airports for emergency humanitarian missions.

The following is a brief list of 7 thesis contributions. Details are discussed in the following chapters below.

- Methodology for operating a fully automated airspace

The specific approach discussed in this thesis is discreet and possibly non-polynomial hard, as opposed to continuous or MAPF with prioritized planning, etc.

- Uniform geometry for representing flight paths

The goal was to simplify the software design though a simple geometry that could be replicated throughout the airspace.

- Geometry bonus: flyability, separation, sequencing

The goal was to leverage the geometry so that as much as possible the aircraft navigation constraints would be accomplished passively through the geometry as opposed to use of active computation to enforce constraints.

- Flight paths constructed Lego-style from path fragment 'pixels'

A constructionist approach was employed to generate full flight paths by turning path fragments on or off much like pixels form detailed graphics just by turning selected pixels on or off.

- Combinatorics and satisfiability used to find optimal flight paths

A combinatorial approach begins with the high-level abstraction of enumerating all the possible flight paths in principle, so that the problem is reduced to choosing the best of already known flight paths.

- Frequent dynamic re-planning adapting to the dynamic airspace

The airspace conditions change over time due to weather, air traffic, availability of runways, etc. Hence, the system needs to replan in the face of these changing airspace conditions.

- Animated graphics simulator for researching this approach

Visualizations through animated graphics can provide understanding and valuable insight into a system managing a complex airspace with multiple aircraft.

### 1.7 Thesis Structure

The research described and discussed in this dissertation center around a detailed simulation of the local arrivals airspace for busy airports in the National Airspace System (NAS). This dissertation is structured around explaining the details of a novel approach to guiding aircraft on the this arrivals portion of aircraft flights. In the broadest sense, the two main parts of this dissertation are a detailed description of the system
and its algorithms, followed by a discussion of conclusions, and future work.
The structure of this thesis presented here in 7 chapters is as follows:

1. Introduction, motivation, overall problem area and context
2. System Description of the overall research project presented here in this thesis
3. Geometry addressing the two xy dimensions of geography as a triangular grid
4. Geometry in full xyzt 4DT form, representing the structures underlying flight paths
5. Combinatorics methodology for enumerating the vast number of possible flight paths
6. Satisfiability methodology to calculate optimal flight paths for a suite of aircraft
7. Conclusion and future work including the possibilities, limitations of this research

## Chapter 2

## System Description

### 2.1 Introduction

The ideas presented in this thesis are aimed at safely automating the airspace. Ultimately these ideas would need to be tested live with real aluminum etc. aircraft in the real airspace. Since that type of testing is neither practical nor safe, a simulation is used here to validate these concepts using computational modeling.

The system described in this chapter is a simulated discrete local arrivals airspace populated with incoming flights (i.e. aircraft) arriving from all over the world, as shown in Figure 2.1. Sample historical FAA data are used generate plausible flights, complete with flight numbers, originating airports, and aircraft type.

The origin airport is only used for its geographical location. The origin airport location is used to determine the approximate compass heading of entry into the local airspace at its perimeter. The direction of entry is defined by the great circle route from the origin airport to the airport destination at the center of this local airspace,


Figure 2.1: Local airspace perimeter drawn with black circle in left graphic with 3 destination airports labeled. The two graphics are at different scales with axes labeled with longitude and latitude. The right graphic shows arriving aircraft labeled with the code of their origin airports. IATA airport codes are used in both graphics. The flight data is drawn from historical FAA data.
independent of weather and winds aloft which would normally affect actual flight routes.

Figure 2.2 illustrates 34 perimeter entry triangular edges i.e. line segments, for this particular size of workspace. All entering aircraft into the simulated local airspace enter through one of these line segments on the periphery. The particular angles of the entry line segments reflect the geometry discussed in Chapter 3.

### 2.2 Simulator

Currently, the proposed system is a computational model only, a software simulation of this free-flight approach to automating the management of arriving aircraft into some number of runways at a single destination airport. It is hoped that some of


Figure 2.2: Simulator workspace for modeling flights and flight paths. In both graphics the workspace is represented by the same confined triangular grid, with entry points drawn as short blue line segments o the periphery. The left graphics shows a single flight path descending into one runway in the center, while the right side shows multiple flight paths descending into 2 runways of the same airport, as well as a gray convective storm to be avoided as well. Flights and their flight path origins are labeled with the origin airport IATA code. Scale is 143 nautical miles (nm) on each side.
the ideas in this thesis will eventually mature beyond software modeling, and contribute to live deployed air traffic management systems of the future. Clearly, operational real world systems are far more complex than simulations, including the one detailed here. However, the goal here is to demonstrate the key innovative ideas as a first step toward a proof of concept of a live operational system.

The simulator used in this research was conceived, designed, and programmed by the author. The simulator is an interactive agent-based modeling system with an emphasis on adequate physical realism at the scale of flight paths, widely available high-end-PC performance computation, and animated graphics. It can be difficult to imagine the details and mechanics of a suite of aircraft in a dynamically changing 4dimensional (4DT) airspace. To better understand this intricacies of the algorithms
described in these chapters, many screenshot visualizations from the graphics generated by the simulator are displayed in figures here.

### 2.2.1 Work space

The simulator performs its calculations within a workspace, representing a small adjustable geographical portion of the local arrivals airspace, top view, annotated by altitude and time. Figure 2.2 shows 2 examples of a local airspace workspace, 143 nautical miles ( nm ) on each side. As discussed in Chapter 3 on 2D Geometry, the airspace and corresponding workspace are structured as a triangular grid. Figure 2.2 is drawn with this triangular structure.

### 2.2.2 Closed airspace and blocking

By representing the airspace workspace as a geometric triangular grid, flights can be represented via a graph theoretic formalism of vertices and edges. Flight paths are reduced and simplified to sequences of edges and their intermediate vertices.

Since all flight paths (at least nominally) pass through vertices, the concept of "closed airspace" can be implemented by representing closed airspace as forbidden vertices.

An important concept in this systems approach to aviation is blocking, drawn from operating systems design. In this discussion, if a vertex is blocked, no flight paths will be constructed using this blocked vertex. Hence, closed airspace is implemented by use of set of nearby blocked vertices as shown in Figure 2.3. Indeed, the right-hand panel of Figure 2.2 shows a patch of convective weather with flight paths avoiding those


Storm / convective weather image


Blocked vertices behind the image


Closed airspace enforced by blocked vertices

Figure 2.3: Closed airspace, convective weather in this case, implemented by a set of blocked vertices.
closed vertices. Blocking is also used elsewhere in the system as discussed in Chapter 4.

### 2.3 Dynamic Planning

Flight planning would be easy if it weren't for continually changing flight conditions. Convective weather moves unpredictably, runway availability changes, aircraft miss their landings. (See section 4.9 for more on changes in runway directions, etc.) From one minute to the next, the best laid plans may become obsolete. Therefore, timely revised plans are often needed.

### 2.3.1 Disruptions

More generally, flight planning would be easy if it weren't for disruptions unexpected changes of any sort. One way to operate a system is to arrange for (hope for) a mostly smooth running world, and then address disruptions in an ad-hoc manner as they occur. In this way of thinking, disruptions are a kind of pathology, situations to be avoided, if possible.

However, the proposed system here takes the opposite approach. In this system, disruptions are endemic, and are considered part of a truly robust system. Dis-
ruptions include changes in weather, wind affecting runway landing directions, missed approaches, new aircraft entering the local airspace, even aircraft landing and removing themselves from the airspace. In a strong sense, all changes are "disruptions".

### 2.3.2 Planning cycles

The proposed system operates as a series of quasi-independent sequential planning cycles, once per minute, in discrete time steps. Each planning cycle manages the local airspace for exactly one minute, planning and flying the aircraft from where it is at the beginning of the minute to where it will be the end of the minute. Each cycle is stateful in the sense that the position (x,y,z,t locations), direction and type of the aircraft are retained from cycle to cycle. But each cycle is stateless in that all other conditions of the airspace are discarded or "forgotten" between cycles. More precisely, the state of the airspace, apart from the aircraft, is generated stochastically. Hence the proposed system has a relaxed attitude to disruptions precisely because it does not even "know" if there were a "disruption". It doesn't know what attributes of the local airspace remained the same or changed from one cycle to the next. This "amnesiac" or stateless property endows this system with a high degree of generality and robustness.

### 2.3.3 Replanning

Hence, rather than wait for flight conditions to change, and react in an ad hoc manner, the proposed system replans all the aircraft in the entire local airspace once every minute anyway - regardless of whether flight conditions have changed. Naturally, there is an opportunity for computational optimization when conditions remain the
same (discussed more in Chapter 7), but it is more general and simpler to replan every minute regardless of actual need. Also, in the real world, navigation errors are endemic. Such errors are not simulated here, but in the real world, there will no doubt always be at least some value of frequent flight path replanning.

### 2.3.4 Paradox of long-term planning

The paradox of dynamic flight planning is that the system plans from the current position of the aircraft, all the way to landing at a destination runway, perhaps 20 minutes into the future, but only the first minute is actually used. Issues like lowest cost path, obstacle avoidance, aircraft separation are all calculated for the entire remaining duration of the flight. And yet, one minute later, conditions may have changed, and a whole new path will be re-calculated and replanned. Even though the system diligently plans for the all remaining minutes of the flight, only the first minute of this planning is actually used. The rest is discarded, although it was essential in the planning process used to generate the 1-minute portion of the flight actually used.

The obvious question is why plan 20 minutes ahead, yet only use the first one minute of that plan? The answer is that the best plan for the next minute lies in the context of a longer future. Conversely, if the plan for the next minute had zero ways to fly the rest of the way safely, then it would be a poor choice of a plan. So, the proposed system does extensive planning, yet can react quickly when flight conditions change as they often do. At the end of each planning cycle, the system "bets" on a single optimal global plan. However, in the succeeding minute, the system might calculate a new different lowest cost global plan, best suited to newly changed conditions.

Perhaps this paradoxical approach to flight path planning is similar to how many people plan their lives: plan what we logistically do next, within the overall context of our long-term life strategy.

### 2.4 Descriptions of Algorithms

The core of this research are the algorithms conceived, designed, and programmed here, providing the basis for a flexible and powerful simulation a local airspace. As discussed in the Introduction Chapter 1, the facets of the algorithms employed here divide well into three parts: geometry, combinatorics, and satisfiability. This triad of algorithm facets corresponds to the following two Chapters 3 and 4 on Geometry, and the two succeeding Chapters 5 on Combinatorics and 6 on Satisfiability below.

## Chapter 3

## Geometry - part 1: 2D geography

### 3.1 Introduction

This thesis details a novel, discrete approach to automating the airspace. To accomplish full automation, at least in principle, a special purpose uniform geometry is proposed here to represent flight paths. This uniform geometry enables a combinatoric (and satisfiability) method for solving a set of optimal flight paths for an ensemble of aircraft descending to an airport.

### 3.2 Underlying geometry

The geometry proposed here is a uniform triangular grid, illustrated in Figure 3.1, which has a number of useful properties discussed below. This simple pattern of triangles is not itself flyable due the sharp angles at the intersections of edges at the vertices. However, with the addition of some specialized inscribed curves, the geometry becomes flyable, and useful for combinatoric analyses.


Figure 3.1: Uniform triangular grid.

### 3.3 Flight segments

This uniform triangular geometry provides the underlying structure for inscribing curved flight path segments, connecting nearby vertices as shown in Figure 3.2. The geometric structure of a triangular grid supports two soft 60 degree turns, and one continued straight path. There are named here as left, straight, and right. Hence, the turning opportunities come in trios of directional options.

One such trio of blue flight segments is shown in Figure 3.3. An aircraft flying into a vertex from a direction near the bottom of the Figure has 3 possible next flight segments, branching to the: left, straight, right toward the top of the Figure. Aircraft flying these linked together path fragments only turn between vertices, never at the vertices themselves (unlike the sharp turns implied in aeronautical charts like in Figure 1.4).

Since the a flight segment branches enter the target vertices at the same angle


Figure 3.2: Arc connecting two nearby vertices, bypassing and skirting edge 1 and edge 2. Although it is labeled here and looks like a "shortcut", it's actually the flyable physically realizable flight path.


Figure 3.3: Uniform triangular grid with 1 left-straight-right flight path fragment in blue


Figure 3.4: Four flight-path segment trios linked together, inscribed on the uniform triangular grid


Figure 3.5: Four flight-path segments linked together, inscribed on the uniform triangular grid
and tangent to as the corresponding triangular edge, as well as the beginning of the following flight segment trio, successive flight segment fragments can be seamlessly linked together to construct longer flight paths as shown in Figure 3.4. There is no turning between flight segments, only within the segments.

Figure 3.4 only shows 4 trios of flight path fragments. However, these 4 trios are suggestive the large number of total possible path fragments or segments which fully populate the triangular grid. Figure 3.5 shows the triangular grid fully populated with densely overlaid flight path segments heading in 6 possible different directions in accordance with the underlying triangular/hexagonal geometry. The visual effect in the Figure is saturation by the many possible flight paths, and hence rich optionality in the choice of flight paths.

### 3.4 Runway final approach

The triangular uniformity and regularity of this triangular approach to automated flight path generation greatly simplify the construction of flight paths. As discussed below, this uniformity also simplifies the search for optimal flight paths too. It's possible as well as mathematically elegant to apply uniform abstractions to a featureless air mass where one air molecule is a good as another.

However, ground features seldom conform to such idealized mathematical regularity. In particular, existing airport runways are unlikely to occupy just the perfect location and angle to mate perfectly with any uniform geometry. Hence, in this thesis project, aircraft are delivered to a waypoint near the beginning of a final approach,
instead of the runway threshold itself. The details of the last few miles of final approach flight are well understood, left to the reader, and beyond the scope of this thesis project.

### 3.5 Path construction from uniform flight segment units

A flight path segment is a fragment of continuous 2D flight path extending from the aircraft's current location to its runway landing location. Figure 3.4 shows only 12 such flight segments. The Figure also shows flight segments concatenated together forming longer 2-segment flight path fragments. This concatenation is at the heart of this constructionist satisfiability approach described in this thesis. All flight paths are constructed from smaller path segment units. Note that when these flight segments are further annotated with altitude and time, the results are 4DT flight paths, discussed in more detail in Chapter 4.

The underlying strategy of this discreet approach to automating the airspace is to generate large numbers of candidate flight segments with their connectivity affinities that can be smoothly handed off to a satisfiability solver. The solver solves for the optimal flight path (or set of flight paths) among many candidate flight paths.

To accomplish this hand-off to the solver requires uniform units for the combinatorics. This means generating a large number of uniform flight path segments that can be combined through concatenation by adjacent segments, and constructed into large number of full aircraft-to-runway candidate flyable flight paths. It's the perfect congruent uniformity of the flight path segment fragments than enables satisfiability-driven airspace solutions.


Figure 3.6: Aircraft turn by banking their wings, typically limited to a 20 degree angle


Figure 3.7: A Dubins path is the shortest 2D curve connecting two points in the twodimensional x,y plane constrained by the curvature of the path. The curves are circular thus conforming to aircraft turn geometry. A Dubins flight trajectory is a concatenation of 3 segments as illustrated here. [65]

### 3.6 Uniform flight segments analogous to 'pixels'

These flight segments are analogous to pixels in computer graphics. Like pixels, these flight segments are standardized, uniform, and can be combined into a ’larger picture'. Graphics pixels may differ in color, yet can be combined together into many arbitrary visualizations on a screen. Likewise, these congruent 2D flight segments differ in location, altitude, and time, yet can be combined together into many arbitrary flight paths in a computationally modeled airspace.

### 3.7 Turning and Dubins Paths

The curved segments in this discussion are modeled after the actual geometry of turning by aircraft flying in the airspace, as discussed in this section on Dubins paths.

For fixed-wing aerial vehicles - as distinguished from helicopters and other types of rotorcraft - 3D flight paths are constrained by flight physics (and airline flight policy) to limited climb and descent rates as well as limited turn angle. In the horizontal $\mathrm{x}, \mathrm{y}$ dimensions of 2D paths, turn limitations are determined by maximum bank angle, illustrated in Figure 3.6.

In principle, an aircraft is limited in changing its flight direction in x,y 2D airspace by its bank angle and corresponding curvature. When an aircraft banks its wings, to a first approximation, its 2D path scribes a geometric circle. This is a Dubins path as illustrated in Figure 3.7. [33] Although most airliner airframes can safely bank at a much steeper angles, for the comfort of their passengers, most airline policies typically limit their pilots to flying bank angles of 20 degrees or less. The informal goal is: don't spill the coffee.

For any particular bank angle, a fixed-wing aircraft scribes a circular 2D path of a corresponding radius. Hence, a flight path though an air mass can be described as a concatenation of straight and circular path segments of some specified radius [97]. Furthermore, the minimum distance path is composed of these segments. Hence, Dubins paths are a useful way to abstract and represent flight paths at the granularity needed for path analysis, namely, on the order of nautical miles.

### 3.8 Equation for a banked aircraft turn

The radius of a turn varies with the bank angle and the square of the speed of the aircraft. Since curvature is the inverse of turn radius, curvature also varies with bank angle and the speed of the aircraft. The standard formula [93] for turn radius as a function of bank angle used herein is equation 3.1 as follows:

$$
\begin{align*}
& R=\frac{V^{2}}{\tan \theta} \\
& \text { where } R=\text { turning radius }  \tag{3.1}\\
& V=\text { true airspeed } \\
& \theta=\text { bank angle }
\end{align*}
$$

### 3.9 Two representations of flight path segments

Flight paths and their flight segment component parts are represented in two different manners in simulations here. Each representation has its distinct use and visualization. These two representations have closely related geometries, but function in different ways in the model:

- Diagrammatic: composed of pure edges of the triangular grid. Not flyable per se, but simpler for some calculations and searches. Contains the underlying structure for the flyable flight segments.
- Smooth, flyable visualization: composed of curved arc or straight flight segments, representing the routes that aircraft can fly, but rooted conceptually and geometrically in the simpler diagrammatic pure triangular representation.


Figure 3.8: Three representations of the same flight path. Left: diagrammatic form composed of edges, multi-color to highlight composite structure. Middle: smooth flyable form composed of flight segments, multi-color to highlight composite structure. Right: flyable form composed of flight segments, uni-color to highlight continuity

The two representations can be easily mapped between each other if well behaved. While every set of contiguous flight segments has a corresponding set of contiguous triangular edges, not every set of contiguous edges has a meaningful set of flight segment counterparts.

The flyable representation is composed of curves when encoding aircraft turns. The curved segments link together, and as such are a shortcut between two adjacent turning edges. A curved segment must be completed before a new turn can begin. Hence, two successive turning vertices may not occur. At most every other vertex may turn.

Figure 3.8 illustrates the two types of flight path representations described above for the same flight path. The version at left is composed of triangle edges, while the version at right is composed of flyable flight path segments. This Figure illustrates smooth flight paths constructed from underlying edge-based structure.

### 3.10 Flight path curves and safe aircraft separation

So far we have discussed the radius of an aircraft turn as limited by flyability at a maximum of 20 degree bank angle. There are actually two important radius constraints:

- The curve must be flyable at all anticipated aircraft speeds
- The nearby flight path segments must be safely separated: at least 5 nm apart

In this section we address the safe separation of coincident nearby aircraft. Ideally, the geometry would itself enforce safe separation of aircraft flying on different flight segments, even if nearby. The goal here is that as long as multiple aircraft do not fly co-temporally on the same flight path segment, then the worst-case geometry distances will always be greater or equal to 5 nm (nautical miles). Note that required aircraft separation by the FAA is 3 or 5 nm depending on altitude. So, 5 nm separation is always a universal minimum safe distance apart aloft. (As discussed further below in Section 4.2 on synchronized landings there can be an exception near the final approach where 3 nm separation is adequate and conforms to FAA requirements.)

The overall goal here is to ensure flyability and safe separation in the air while automatically solving for the optimal set of flight paths. This is accomplished by constructing all flight paths from interchangeable parts designed for uniform combinatorics and handed off to a satisfiability solver. This is the rationale here for such fastidious standardization of the flight path segment component parts.

These shortcut flyable path segments are designed to accommodate aircraft flying at a full range of air speeds, from greater than 500 knots down to much slower


Figure 3.9: Flight path appearing to be "shortcut", skirting edge 1 and edge 2 and the intermediate vertex, where the endpoints are vertices. Rather than a "shortcut", the path is actually the correct realizable flyable path between the two endpoint vertices.


Figure 3.10: Flight path shortcut showing the fuller geometry
runway approach speeds. One size fits all. The squared term in the aircraft banking radius formula in Section 3.8 means that the faster the aircraft speed, the larger the required radius of the curve for turning. Therefore, the minimum required radius is calculated for the worst case top speed of aircraft. Hence, this becomes the universal standard curvature used across the entire airspace for all aircraft, regardless of whether the radius is unnecessarily large for aircraft flying at lower speeds.

Figure 3.10 shows a green arc flight segment embedded in the full red circle of radius $\sqrt{3}$ edge units as illustrated by the large red arrow. The black arrow shows a 5 nm minimum separation between the curved flight segment and the nearest vertex which is not part of this nominal straight-line edge flight path.

This black arrow has a length of 5 nm . Edge units are therefore 6.83 nm in length. A simple geometric calculation confirms this value:

$$
\begin{equation*}
\frac{5 \mathrm{~nm}}{\sqrt{3}-1}=\frac{5 \mathrm{~nm}}{0.71}=6.83 \mathrm{~nm} \tag{3.2}
\end{equation*}
$$

However, would this 6.83 nm shortcut flight segment arc be flyable at all anticipated aircraft speeds? The following calculation applying the formula 3.1 in Section 3.8 for the radius of banked turn confirms that these properly separated flight segment arcs are indeed flyable with a substantial safety margin:

First consider a 6.83 nm edge, and calculate the size of curve radii:

$$
\begin{aligned}
6.83 \mathrm{~nm} \text { edge } & =11.83 \mathrm{~nm} \text { radius } \\
& =21950 \mathrm{~m} \text { radius }
\end{aligned}
$$

Next consider an aircraft flying at 544 knots

$$
544 \text { knots }=280 \mathrm{~m} / \mathrm{s}
$$

Calculate the radius size for turning at a 20 degree bank angle at 544 knots:

$$
\begin{aligned}
& R[m]=\frac{V^{2}}{9.81 \mathrm{~m} / \mathrm{s}^{2} \tan \theta} \\
&=\frac{280 \mathrm{~m} / \mathrm{s}^{2}}{9.81 \mathrm{~m} / \mathrm{s}^{2} \tan 20 \mathrm{deg}} \\
&=\frac{280 \mathrm{~m} / \mathrm{s}^{2}}{9.81 * 0.36397} \\
&=21959 \mathrm{~m} \text { radius }
\end{aligned}
$$

Therefore a 6.83 edge has an adequate radius to fly an aircraft at a speedy 544 knots with no more than a 20 degree banking turn in these flight segments

### 3.11 Chapter conclusion

For this airspace modeling project, the triangular edge length can therefore be universally set to the constant of 6.83 nm . Using this convention, we can now proceed to discussing the proposed airspace geometric structure for automatically guiding in aircraft from their current positions aloft, descending to a specific runway approach in full 4DT geometry. All edges will be 6.83 nm long, and all flight segments will scribe
a shortcut arc between nearby vertices 2 edges apart as illustrated in Figures 3.9 and 3.10. This insures flyability as well as proper safe separation of aircraft aloft as long as the discipline of unique coincident use of edges in enforced. Thus optimum flight paths can be generated with minimum computation.

## Chapter 4

## Geometry - Part 2: 4DT Paths

### 4.1 Introduction

Chapter 3 addresses 2-dimensional (2D) xy geographic flight paths. In this chapter, the additional two dimensions of z altitude and t time are added and discussed to complete the 4 dimensions of navigation, addressing full 4DT flight paths.

### 4.2 Runway sequencing and aircraft separation on landing

Safe separation of aircraft aloft is discussed above in Section 3.10. This separation is accomplished by careful choice of the triangular edge length of 6.83 nm such that nearby flight paths will always remain at least 5 nm apart geographically. This intrinsically enforces separation aloft passively through pure geometry. No appeal to employing additional, active algorithmic mechanisms is needed, thus saving computational cycles which would otherwise be dedicated to active enforcement of separation minima.

A goal for this thesis project is also to enforce safe runway sequencing by enforcing safe separation upon landing through passive geometric means as well. This requires some additional structure to fully accomplish safe landing separation and proper runway sequencing though.

### 4.3 Sparse airspace - crowded runways

Even when pilots tell their passengers that the airspace is so crowded that the associated congestion is causing delays, a quick glance out the windows suggests otherwise. Compared to the vast size of the airspace, there are relatively few aircraft "up there." The density of aircraft aloft is sparse - except near runways.

The most precious spacial resource is at runway thresholds. Airports limit the number of "operations" or allowed landings per unit time, typically to about 60 "ops" per hour, or about one landing per minute. Accordingly, in this project, landings are limited to once per minute, and furthermore simplified, regimented, and synchronized to landings on the precise minute mark. This rigid on-minute landing discipline enables safe separation of aircraft at runway thresholds. This synchronized sequenced landing discipline is accomplished through special airspace structure discussed below.

### 4.4 Pre-calculated airspace structure

For all descending aircraft flying towards some set of runways, there is always some prima facie nominal current shortest path to the closest runway, for the current set of flight airspace conditions (e.g. weather), independent of other traffic if any. These
shortest paths are calculated efficiently once at the beginning of each planning cycle, for all aircraft in the local airspace.

Figure 4.1 shows a set of pre-calculated flight paths for a subset of initial flight segments descending to a single airport runway, These are "pure" descent paths calculated as if the airspace were empty, i.e. as if there are no other aircraft in the airspace. These nominal flight paths are calculated by ascending backwards up from each runway, flooding the space to all path segments. Many redundant flight paths are explored, but only the shortest path for each flight segment is preserved. This airspace structure is used to synchronize descents so the all aircraft land on some precise minute mark, as discussed below.

Pre-calculated flight paths for many positions and curves are not shown in Figure 4.1, as the visualization would be a smear of color, almost solid with lines and curves, and therefore poorly illustrative. Figure 4.1 is suggestive of the pre-calculated airspace structure, while not showing needless detail.

Regardless of the incomplete, sparse visualization, suffice it to say that all shortest flight paths are indeed pre-calculated from all possible aircraft positions and headings, to all available runways. At the beginning of each planning cycle, hypothetical shortest flight paths from all possible aircraft locations to runways are pre-calculated completely in advance, as if there's no traffic. The enables more efficient rapid exploration of alternative flight paths during the planning cycle when direct flight paths are not possible due to the presence of other traffic. No matter how off course an aircraft needs to fly to avoid other traffic, the shortest path from where it has to go to a runway has been pre-calculated. This is very important for sequencing aircraft into runways on


Figure 4.1: Shortest path airspace pre-calculated airspace structure
the minute mark.

### 4.5 Temporal pre-calculated airspace structure

Aircraft must be safely separated aloft as well is upon landing. Safe separation aloft is defined in terms of inter-aircraft distance. Safe separation on landing can also be defined in terms if aircraft time spacing. This is because requiring aircraft to land on a precise minute clock tic, implicitly arranges arriving aircraft to be separated by a safe distance. Therefore, the separation distance requirement can be translated into safe temporal separation. This is convenient shift of constraints.

In order for aircraft to arrive on the precise integer minute mark, their minute-by-minute time discipline must be maintained not only on landing, but also in the several minutes prior to landing. This is analogous to surfers riding a wave toward the beach as illustrated in Figure 4.2. In this aircraft case, the waves are separated by exactly


Figure 4.2: Temporal spacing of arriving aircraft is analogous to surfers riding a wave one minute all the way to the runway threshold (or more precisely the point of the final approach as discussed in Section 3.4).

Once the shortest flight paths from all path segments to the closest runway are calculated as shown in Figure 4.1, the next step is to annotate each aircraft's future projected locations with precise minute marks as shown in Figure 4.3.

For each aircraft and its closest runway, according to its current position, direction, speed, and altitude, reasonable flight parameters, the minute-by-minute time discipline is calculated. The projected location of the aircraft at each on-minute mark is shown in Figure 4.3. If the aircraft adheres to the temporal discipline of flying past each minute mark waypoint on the minute as calculated and as shown, the aircraft will touch down in precisely 18 minutes on the minute.

This is only a plan though, calculated for the succeeding 18 minutes, but only definitely flown for the ensuing 1 minute. After 1 minute, the plan may be altered in the


Figure 4.3: Aircraft planned to be partway along flight path segment at each precise minute mark, i.e. an integer number of minutes projected until landing.
next planning cycle, due to changing airspace conditions if any. Although this plan may be altered in subsequent planning cycles, this plan has a reasonable chance of remaining stable, guiding the aircraft on a temporally optimal path to the runway. If flight path or timing changes are later required, those calculations can be made at that succeeding time. But for that planning cycle, this is the plan that is flown for the next minute (as noted in Subsection 2.3.4).

A flight path is a concatenation of multiple path segments as shown in Figures 3.4 and 3.8. The location of an aircraft at any designated minute mark is somewhere on the overall flight path, somewhere along a particular path segment as illustrated in Figure 4.4. The location of a descending aircraft is easily calculated to a specific path segment, and its precise position within that path segment.


Figure 4.4: Aircraft planned to be partway along flight path segment on a minute mark

### 4.6 Descent profiles

The pre-calculated xy-horizontal structure discussed in Section 4.5 also contains implicit z-vertical structure as well. Figure 4.1 shows a sample of pre-calculated shortest paths to a runway. These shortest paths, shown and not shown, are the shortest possible paths to the closest runway for any given aircraft and heading. In order for the aircraft to land at zero altitude, it must descend some minimal vertical distance during each time period of its descent.

Figure 4.5 shows a set of typical altitude descent profiles for an ensemble of descending aircraft in the local airspace. Each black curve shows the planned descent altitude and time profiles for each aircraft. In this example, there is only one available runway for landing. Note that all aircraft are planned to land on a unique integer minute. This indicates that sequencing is planned for one or fewer landings (operations or 'ops') per minute.

Also note that in Figure 4.5, almost all of these altitude profiles are descending monotonically (at least in this planning cycle's plan). However, there are 3 horizontal flat portions of 3 of the flights. These are the signatures of these 3 aircraft whose paths


Figure 4.5: Aircraft altitude profiles, descending out of 12000 ft .
were automatically altered away from their shortest path to landing due to separation and sequencing issues, automatically favoring a slightly longer, slightly shallower descent in places, but safe path to the runway.

As will be discussed in the upcoming Chapters 5 and 6 on Combinatorics and Satisfiability, vast numbers of candidate flights paths are evaluated for the ensemble of aircraft. This process is where flight plans are calculated which conform to optimal proper separation and sequencing.

### 4.7 Disruptions

One of the benefits of the automated aviation system proposed in this thesis is its adaptability and robustness in response to continually changing airspace conditions, as discussed in Section 2.3. These changing conditions include weather, runway availability and reversals, missed approaches, as well as other air traffic. The current best plan for the current minute may need to be revised as soon as the next minute arrives, as noted in Subsection 2.3.4.

In general, any event that requires a revision of flight plans can be classified
under the universal rubric of "disruptions". Accordingly, the system described here responds in a general way to disruptions, regardless of the specific type of disruption. Nevertheless, some particular disruptions are addressed individually below.

### 4.8 Weather and Closed Airspace

The triangular grid workspace represents a portion of the entire airspace, structured with its pixel-like flight segments. All triangular vertices, and their corresponding flight segments, have a state of either 'on' or 'off'. The default state is 'on'. If for any reason, some region of the airspace needs to treated as closed airspace, a status change is performed, switching some number of triangular vertices to an 'off' state. Similarly, when re-opened, the state of the triangular vertices is switched back to 'on'. Figure 4.6 shows how a storm is represented by blocked (red) vertices.

In general, any closed airspace is treated this way, by switching off the state of the corresponding vertices. One example of closed airspace is the region in or near a storm or convective weather. Figure 4.7 as well as the right-hand panel of Figure 2.2 illustrate such storms, with flight paths avoiding that region of airspace by detouring around them.

Also, since convective weather may be moving in an unpredictable direction, a "buffer" of grid nodes immediately adjacent to the convective weather is also maintained as as slightly wider path of blocked vertices, as illustrated in Figure 4.6. This ensures that aircraft remain far enough away from a storm so that the storm doesn't overtake the aircraft in the next planning cycle (or between planning cycles).


Storm / convective weather image

Figure 4.6: Convective weather is represented as closed airspace, via switching some number of vertices to an 'off' state (shown in red), repelling exploration of possible flight paths through those vertices. Note that the convective weather drawn as a storm image visually obscures some of the closed red vertices here, but functionally the closed red vertices are still present and operational.


Figure 4.7: Convective weather represented as closed airspace.


Figure 4.8: Two panels showing before and after a runway reversal for 2 runways drawn as purple rectangles. New flight plans are immediately calculated for the right panel. However, the aircraft are now typically farther away from the newly reversed runways.

### 4.9 Runway reversal

In order to minimize aircraft ground speed on landing, the runways are typically assigned such that the aircraft will be landing into the wind if possible. However, when the wind shifts direction, it is typically best practice to reverse the assigned directions of the runways.

This abrupt directional change can disrupt all or most of the flight paths of arriving aircraft. Smooth response to runway reversals is a difficult problem for Air Traffic Control (ATC), and typically requires considerable manual ATC intervention. Indeed, the human scramble to reroute arriving aircraft manually takes time, and can result in unused landing slots.

Newly reversed runways are typically used inefficiently for a period of time just after the reversal. This is an artifact of geography. This is because aircraft are now typically farther away from the newly reversed runways. The automated free-flight


Figure 4.9: Missed approach by aircraft arriving from IAH (black arrow). In the sequence of landing aircraft, IAH was in the front of the queue, but failed to land. So, its flight path is seamlessly re-calculated in the next planning cycle just like any other aircraft. Its new flight plan is to circle around and fit into the landing queue with other aircraft on descent.
system proposed in this thesis has promise in utilizing valuable runway landing slots more efficiently immediately after runway reversals. But, this is speculation, and will require modeling and testing to validate, which is outside the scope of this thesis.

The automated system proposed in this thesis responds seamlessly to runway reversal disruptions. When there is a runway reversal, the system re-calculates the new revised flight paths in the next planning cycle, as illustrated in Figure 4.8.

### 4.10 Missed Approach

Another disruption is a missed approach. This is an unexpected change in landing plans when an aircraft abandons its runway approach. Instead of touching down, the aircraft continues aloft. In this case, the aircraft is poised to land, but at the last moment, the pilot aborts the landing in favor of continuing its flight from its already low altitude, to land a few minutes later instead. There are many possible reasons for this, including unsafe runway conditions on the ground, wind issues, pilot error, etc. In any case, the landing is skipped, and the aircraft needs to land at some future time.

When the aircraft does finally land, it may land on the same runway, or a different runway. Once the aircraft has missed its planned landing slot, it is treated identically to any other aircraft on its way to landing in the local airspace. It is neither penalized, nor given special status priority. In fact, it is not given any special consideration. This is an example of the generality of the proposed system.

Figure 4.9 illustrates a missed approach, or actually immediately after the missed approach, after the next planning cycle. In this Figure, the system has already calculated a new flight path for the flight from IAS (see large black arrow), and placed it in the de facto landing queue. Of course, some new disruption may occur a minute later, but this Figure shows the immediate seamless way of responding to a missed approach.

### 4.11 Chapter conclusion

By adding the zt-dimensions to the xy-geographical discussion in Chapter 3, full 4DT flight paths are represented in this chapter. The next task is choosing the
optimal safe set of flight paths out of the vast numbers of possible candidate flight paths. This winnowing can be done systematically using concepts drawn from the fields of combinatorics and satisfiability, discussed in the two following Chapters 5 and 6.

## Chapter 5

## Combinatorics

### 5.1 Introduction

The goal of this thesis is to propose a novel way to automate the construction of safe optimal flight paths for an ensemble of arriving aircraft descending into available runways of an airport. When rigid STARs navigational requirements are relaxed in favor of an automated version of free-flight, the number of ways for an ensemble of aircraft to fly their terminal routes becomes truly vast. There are even a large number of safely separated ways for aircraft to fly their terminal routes.

The previous two chapters 3 and 4 define the underlying the geometric structure of this formalized airspace. This geometric structure enables a systematic enumeration of vast numbers of possible ways to descend and land an ensemble of aircraft. These ways are constructed in a similar manner from the same repertoire of similar Lego-like flight segments, discussed in Section 3.3

The theme of this chapter are the possible ways of flying the airspace, in
this case aircraft flying their terminal routes. The underlying geometry is discussed in chapters 3 and 4 that enables enumerating and placing these possible ways logically in parallel. In this fashion, these ways can be evaluated and treated in a general, universal manner.

### 5.2 Multiple Flight Paths

### 5.2.1 Hypothetical individual solution approach

If there were only one aircraft in the local airspace, the lowest cost way to manage the airspace would be for this solo aircraft to fly its lowest cost 4DT path to landing. This aircraft would simply follow the shortest, most efficient 3D path to the nearest runway.

However, typically, there are multiple aircraft in the local airspace. Furthermore, these aircraft will have competing demands on resources, namely airspace and landing times. An aircraft's first choice may conflict with another aircraft's first choice.

In an individual aircraft approach to "solving" the airspace, each aircraft would need to entertain alternative 4DT paths or options in case its first choice were not feasible. Each 4DT path has different costs and corresponding preferences. For each planning cycle, for each aircraft, a set of candidate paths would be generated by the system, from which exactly one 4DT path would chosen for each aircraft by the global planning system.

In this individual approach, each aircraft's optimal flight path is evaluated one by one, one after the other. Clearly, the first aircraft would have an advantage, because
it would be endowed with the greatest optionality. Succeeding aircraft would have ever decreasing optionality, and thus, on average, decreased optimality.

### 5.2.2 Ensemble group solution approach

In principle, the individual solution approach discussed above will tend to miss optimal solutions for the full ensemble of aircraft, where the best solution for the ensemble group requires a sub-optimal solution for the initial or other aircraft evaluated. Indeed the optimal solution may not be the individual optimal solution for any of the aircraft in the group. There can be a optimality conflict of interest between individual aircraft's optimal routes and the optimal set of routes for constellation group of aircraft taken as a whole.

Hence in principle, the optimal group solution must consider the vast number of flight-path possibilities for the group of aircraft, with no biases toward any individual aircraft in the group or ensemble of aircraft. As discussed in more detail below, this may not be fully computationally practical at present, but it's important to keep in mind as an objective and methodology.

### 5.3 Combinatorics

One of the goals of this thesis is to systematize the search for safe optimal sets of flight paths for aircraft descending to available runways, calculated at each planning cycle. Automation requires systematizing. Systematizing requires a repertoire of one-size-fits-all, universal, pixel-like, Lego-like flight-path construction units. Here, it is the path-segment, as discussed in Section 3.3, that serves as the universal unit of
construction of full flight paths.
These geographical flight segments are further annotated by z-altitude and ttime. For the discussion and examples here, only the xy-geographical flight segments are shown in the numbering of the geometric edges. Additional z-altitude and t-time dimensions can be added similarly.

### 5.4 Connectivity matrix

In order to construct full flight paths from individual path segments, path segments must be stitched together, one after the other, into a contiguous sequence of flight segment units. Geometrically, a flight segment links two edges together forming either a linear pair of edges, or two possible soft left or right 60 degree turns. As shown in Figure 3.3, each edge participates in a trio of flight segments corresponding to navigating relative directions left, straight, right.

Path segments are allowed to be linked together if and only if the $2^{\text {nd }}$ ending edge of one flight segment is identical to the $1^{\text {st }}$ beginning edge of another flight segment as illustrated in Figure 3.4. To support this requirement, each edge is assigned a unique (arbitrary) integer number. Hence two flight segments can be joined together by matching identical flight segment numbers.

Table 5.1 shows an adjacency matrix where edge number 10 is connected to a trio of edges 21, 22, 23, corresponding to the relative navigational directions left, straight, right emanating from edge 10.

Due to the implicit left-straight-right trio structure of flight segments, the

| From | To |
| :--- | :--- |
| 10 | 21 |
| 10 | 22 |
| 10 | 23 |

Table 5.1: Simple three column adjacency matrix, encoding three flight segments made up from the pair edges 10 and 21, edges 10 and 22, edges 10 and 23

| From | To | To | To |
| :--- | :--- | :--- | :--- |
| 10 | 21 | 22 | 23 |

Table 5.2: Compact 4-column single row version of three rows of the previous 2-column adjacency matrix
simple from-to adjacency matrix in Table 5.1 can be compacted to the four column matrix shown in Table 5.2.

With this four column from-to-to-to style of matrix, the ingredients for connected flight paths constructed from individual flight segments can be efficiently encoded as exemplified in Table 5.3

Using this style of matrix, multiple trios of flight segments can be encoded as follows. Since edge 23 is an element of one of the "To" columns of row one, and also an element of the "From" column of row two, the existence of three connected pairs of line segments can be inferred, namely, 10-23 connected to 23-31, 23-32, 23-33.

Putting all this together, the exhaustive matrix encoding the full set of possible flight segments and their inferable connectivity can be constructed. Figure 5.1 shows an excerpt of matrix enumerating all possible Lego-like flight segments, ultimately encoding

| From | To | To | To |
| :--- | :--- | :--- | :--- |
| 10 | 21 | 22 | 23 |
| 23 | 31 | 32 | 33 |

Table 5.3: Matrix encoding two rows of flight path trios, enough to construct some two segment flight paths

```
    From To To To Cost, etc.
kk = [ 1, 25, 26, 0, ...
        2, 205, 204, 206, ...
        4, 172, 171, 0, ...
        12, 25, 26, 0, ...
        13, 205, 204, 206, ...
        100, 268, 267, 269, ... (aircraft)
        101, 256, 255, 257, ...
        754, 754, 754, 754, ... (runway)
        755, 622, 621, 623, ...
```

Figure 5.1: Matrix enumerating all possible Lego-like flight segments, ultimately encoding the combinatorics of the vast number of ways to construct flight paths. In this representation of connectivity as left-straight-right trios of next possible flight segments, column 1 contains a flight segment id, and columns $2,3,4$ contain the ids of allowed following flight segment ids. Hence segment 1 may be connected to any of the segments $25,26,0$. Matrices expressing connectivity like this tend to range from 1,000 s of rows to 10,000 s of rows depending on the size of the airspace being modeled and solved. Note in the following chapter on Satisfiability, simple 1-to-1 from-to matrices are used, instead of 1-3 matrices.
the combinatorics of the vast number of ways to construct flight paths for the descending aircraft.

The current locations of the flight segments of aircraft aloft in the airspace are assigned special numbers $(100,101)$. Similarly, the locations of final flight segments of available runways are also assigned special numbers (754, 755). The only interesting flight paths are those contiguously linking a aircraft with and available runway. Hence, those flight paths will begin with an aircraft flight segment $(100,101)$ and end with a final approach flight segment $(754,755)$. Typically, there will be vast numbers of such flight paths. Some combination of those flight paths across all the aircraft currently aloft in the airspace, are the optimal set of safe flight paths.

The final choice for the set of flight paths for the ensemble of aircraft for each
planning cycle must also be safely separated aloft. Fortunately, the geometry discussed in Section 3.10 on separation issues aloft simplifies this problem considerably. As long as flight paths do not occupy the same vertex at the same time, the paths are implicitly safely separated.

Although the matrices could also include altitude to theoretically pack even more flight paths in the airspace using altitude separation accomplish this, the examples here are kept simple for explanatory purposes.

### 5.5 Chapter conclusion

The goal of this thesis is propose a novel way to automate the construction of safe optimal flight paths for a group of aircraft. The goal of this chapter was to propose a formal systematic way to make possible evaluation of large numbers of candidate flight paths in favor of a set of an optimally safely separated set of flight paths to be flown for the next minute.

Enumeration of the set of possible flight paths using the same standardized fundamental unit of construction enables use of general tools to winnow these vast combinatorics towards the goal of a single particular optimal solution. The following Chapter 6 discusses this approach using general (and specialized) solvers.

## Chapter 6

## Satisfiability

### 6.1 Introduction

There are many areas of computer science and engineering that require solving constraint satisfaction problems, including aviation. As discussed in this thesis, there are many constraints to safely flying a suite of aircraft descending into available runways while preserving proper sequencing and separation of aircraft.

These constraint problems are so ubiquitous and important that constraint problem solving has become its own specialized field, often called satisfiability or "SAT". In mathematical logic, a boolean algebraic expression is said to be satisfiable if the expression evaluates to true under some assignment of values to its boolean variables. For large boolean expressions, it can be difficult to find the right set of boolean values to satisfy the entire expression.

Such boolean expressions, made up of and, or, not operators can be transformed into a stylized conjunction of clauses of disjunctive sub-expressions, called con-
junctive normal form, in particular 3-SAT. Satisfiability is thought to be an example of a NP-complete problem, although Don Knuth has speculated otherwise [63].

Supporting the wide interest and usefulness of Satisfiability, generalized solvers have been built, and are widely available. There are also specialized high-level languages designed to express these constraint problems succinctly, in concert with a repertoire of specialized plug-in solvers, targeted at specific genres of constraint problems. One such high-level constraint language, MiniZinc [73], is used in this thesis project, and discussed in more detail in Section 6.3 below.

### 6.2 Airspace automation as a satisfiability problem

Given the problem-solving power and existing resources available in the Satisfiability field, automating aviation is a good match for applying constraint methodology, and satisfiability machinery in particular.

One of the challenges for the airspace automation described in this thesis was to form and set up the overall problem as a well-behaved constraint satisfaction satisfiability problem. This was accomplished through a careful use of specific geometry together with standardized uniform fundamental flight segment units to construct full aircraft-to-runway flight paths. This setup has enabled generating the combinatoric enumeration described in the previous Chapter 5 on Combinatorics, with the formalization of generating the vast number of ways to fly the airspace in the form of matrices.

The guiding idea and insight behind this thesis is to translate the airspace automation problem into a satisfiability constraint satisfaction problem that can be
"fed" into an off-the-shelf satisfiability solver. As discussed below, at present this pure generic solver approach is too computationally intensive to act as a turn-key solution for practical problems, but someday this generic approach will likely be feasible. Meanwhile, a custom approach is described further below in Section 6.7.

### 6.3 MiniZinc language - Sudoku example

As discussed above, MiniZinc is a high-level language specifically designed to express and solve constraint satisfaction problems. There are many such problems that would take hundreds of lines of code to express in a typical algorithmic language like C++, but can be expressed and solved in just a few lines of MiniZinc code.

As a preface to discussing applying MiniZinc to aviation, the simpler example of solving the popular fill-in-the-digit Sudoku puzzle can help showcase the principles and notation of constraint satisfiability languages, and MiniZinc in particular.

Figure 6.1 shows a typical Sudoku puzzle. It's a 9 x 9 table of single digits to be filled in, some already filled in at the beginning, the rest to be filled in by the player to solve the puzzle. The constraints are threefold: no duplication of digits in any row, column, or 3-3 sub-table as delineated in the Figure 6.1.

The few lines of code needed to solve the problem in Figure 6.1 are shown in Figure 6.2. Apart from the declaration of variables, output etc., and using special one-off constraints to fill in the initial position values in the $9 \times 9$ table, there are only 3 lines expressing the 3 general constraints that are the core of the Sudoku rules. These three core Sudoku constrains enumerated in the previous paragraph are highlighted in

| 5 | 3 | 1 |  |  | 9 | 6 | 2 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 6 |  | 9 | 4 |
|  | 9 | 6 |  | 3 | 8 | 1 |  |  |
|  |  |  |  |  |  | 3 |  |  |
| 7 |  |  | 6 |  | 1 |  | 4 |  |
|  | 6 |  | 8 |  |  | 4 |  |  |
| 1 |  | 5 |  | 2 |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

Figure 6.1: Sudoku example.

Figure 6.3. They express each of the three constraints on the placement of the digits in the rules of the Sudoku game.

The last line in Figure 6.2, "solve satisfy," sets the solving process in motion. Under the covers, there is a satisfiability solver engine searching for some choice of boolean variables to satisfy the boolean expression that MiniZinc generated from the MiniZinc code shown in the Figure 6.2.

Solvers look for implicit structure in a problem to save them from exhaustive full combinatorial searches. Solvers' performance is typically enhanced by their ability to find and exploit advantageous structure. This is analogous to a rock climbers finding and using cracks as handholds that speed up their assent to the goal of reaching the top.

```
set of int: RANGE = 1..9;
array[RANGE, RANGE] of var RANGE: sudoku;
array[RANGE] of RANGE: first_i = [((k-1) div 3)*3 + 1| k in RANGE]; % first i in
each square of RANGE: first j = [((k-1) mod 3)*3 + 1| k in RANGE]; % first j in
array[RANGE] of RANGE: first j = [((k-1) mod 3)*3 + 1| k in RANGE]; % first j in
each square
include "alldifferent.mzn".
constraint forall(i in RANGE)(alldifferent([sudoku[i,j] | j in RANGE]));
constraint forall(j in RANGE) (alldifferent([sudoku[i,j] i i in RANGE]));
constraint forall(k in RANGE) (alldifferent([sudoku[i,]] i in
first_i[k]..first_i[k]+2, j in first_j[k]..first_j[k]+2]));
constraint sudoku[1,1]=5;
constraint sudoku[1,2] = 3;
constraint sudoku[1,3] = 1;
constraint sudoku[1,6] = 9;
constraint sudoku[1,7] = 6;
constraint sudoku[1,8] = 2;
constraint sudoku[3,6] = 6;
constraint sudoku[3,8]=9;
constraint sudoku[3,9] = 4;
constraint sudoku[4,2]=9;
constraint sudoku[4,3] = 6;
constraint sudoku[4,5]=3;
constraint sudoku[4,6] = 8;
constraint sudoku[4,7] = 1;
constraint sudoku[5,7]=3;
constraint sudoku[6,1] = 7;
constraint sudoku[6,4] = 6;
constraint sudoku[6,6] = 1.
\begin{array}{l}{\mathrm{ constraint sudoku[6,6] = 1;}}\\{\mathrm{ constraint sudoku[6,8] = 4;}}\end{array})
constraint sudoku[6,8]=4;
constraint sudoku[7,2] = 6;
constraint sudoku[7,4]=8;
constraint sudoku[7,7] = 4;
constraint sudoku[8,3]= 5;
constraint sudoku[8,3]=5;
output [show([sudoku[i,j]| j in RANGE]) ++ "\n"| i in RANGE];
solve satisfy;
```

Figure 6.2: Example of MiniZinc code to solve Sudoku puzzle [96].

```
constraint forall(i in RANGE)(alldifferent([sudoku[i,j] | j in RANGE]));
constraint forall(j in RANGE)(alldifferent([sudoku[i,j] | i in RANGE]));
constraint forall(k in RANGE)(alldifferent([sudoku[i,j]| i in
first_i[k]..first_i[k]+2, j in first_j[k]..first_j[k]+2]));
```

Figure 6.3: Three primary Sudoku puzzle constraints expressed succinctly in MiniZinc [96]. The three constraints are no duplication of digits in any row, column, or 3-3 subtable

The example here from the Sudoku puzzle shows the expressive power of MiniZinc to focus succinctly on just the constraints themselves. In contrast to an algorithmic language like C++ which expresses the how to solve the problem, the MiniZinc language expresses the what to solve. It's up to MiniZinc and its built-in solvers to perform the how.

One of the primary goals of this thesis project was to propose the use of satisfiability in a specific geometric way to address automating the arrivals airspace. The following section 6.4 moves on from Sudoku to aviation.

### 6.4 MiniZinc language - flight paths

Constraint languages, MiniZinc included, can be used to express constraint problems in aviation. In addition to Sudoku, automating aviation is a problem well matched to generic constraint satisfaction machinery. Indeed the constraints formalized as a matrix in Section 5.4 on the Connectivity Matrix, used for expressing descending aircraft flight segment units and their allowable linkages, become the input to MiniZinc satisfiability code.

Figure 6.4 shows a similar matrix to Figure 5.1 in Chapter 5 on Combinatorics, except this is a simpler 2-column from-to matrix. As discussed in that Chapter, the matrix there is a version of an adjacency matrix defining the particular connectivity among flight segments which can be sewn or linked together to form vast numbers of candidate full aircraft-to-runway flight paths.

Figure 6.5 shows the MiniZinc code needed to solve xy-geographic 2 dimen-

$$
\begin{aligned}
& 1,1063, \\
& 1,1, \\
& 1,7, \\
& 1,6, \\
& 1,8, \\
& 2,10, \\
& 3,78, \\
& 4,81, \\
& 4,80, \\
& \ldots \\
& 596,457, \\
& 597,735, \\
& 597,736, \\
& 598,738, \\
& 599,587, \\
& 600,590, \\
& 600,589, \\
& 600,591, \\
& 601,579, \\
& \ldots \\
& 1065,983, \\
& 1066,986, \\
& 1066,985, \\
& 1067,1056, \\
& 985,0, \\
& 1056, \\
& 0,0,
\end{aligned}
$$

Figure 6.4: Matrix enumerating all possible Lego-like flight segments for a 9x9 airspace grid, ultimately encoding the combinatorics of the vast number of ways to construct flight paths. This representation of connectivity is from-to, i.e from one flight segment to another next possible flight segment. For example row 1 column 1 contains flight segment id 1 , and row 1 column 2 contains flight segment id 1063. Hence flight segment 1063 is allowed to follow flight segment 1. Matrices expressing connectivity like this range from 1,057 rows for a small $9 x 9$ airspace grid, to 6,996 for a 21 x 21 airspace grid, to more for larger airspace grids.
sional problem for the optimal flight paths for a suite of aircraft. It's generic code because the same code is used regardless of the particular flight segment connectivity matrix instance read in by the MiniZinc code.

This MiniZinc code (as with the custom solver discussed below in Section 6.7) addresses solving for a safely separated geographical solution, confined to the 2 dimensions of z -altitude and t -time. This is the hard part of solving for the entire 4DT solution, because the additional 2 dimensions of $z$-altitude and $t$-time are more deterministic. The hard combinatorial search occurs within 2 geographical z,t dimensions.

However, even with this limited 2-dimensional functional requirement, the computational performance of MiniZinc is still too slow for practical use. Nonetheless, some of the details of the MiniZinc code are discussed below to further explicate this generic constraint satisfaction approach. Details on MiniZinc performance and scalability are also discussed below as well. A custom 2D (and 4DT) solver that runs orders of magnatude faster, indeed fast enough for real-time use, is discussed further below in Section 6.7.

### 6.4.1 Constraints expressed in MiniZinc

The Sudoku puzzle discussed in Section 6.3 was based on the assumption that there is always a single unique solution to a Sudoku puzzle problem. Therefore, there is no need to optimize the solution since the only solution is also the optimal solution by definition.

For the aviation problem in this thesis project, Figure 6.5 shows the MiniZinc code to express a constraint based solution. There are typically thousands or more sat-

```
include "alldifferent_except_0.mzn";
```

```
int: nk; % num of rows or frags, ie candidate lego block fragments to build flights from
```

int: nk; % num of rows or frags, ie candidate lego block fragments to build flights from
int: ng; % num of cols: 1-head 2-tail 3-time 4-labl of each fragment
int: ng; % num of cols: 1-head 2-tail 3-time 4-labl of each fragment
int: nz; % num of ww frags subjected to alldifferent_except_0 constraint checks, ie not full nw len size of frag-chain candidate solutions
int: nz; % num of ww frags subjected to alldifferent_except_0 constraint checks, ie not full nw len size of frag-chain candidate solutions
int: na;
int: na;
array[1..nk, 1..ng] of int: kk;
array[1..nk, 1..ng] of int: kk;
int: head = 1;
int: head = 1;
int: tail = 2;
int: tail = 2;
int: labl = 4;
int: labl = 4;
array[1..na] of int: aa = array1d(1..na, [1, 2]); % % aircraft beg locations
array[1..na] of int: aa = array1d(1..na, [1, 2]); % % aircraft beg locations
array[1..nr] of int: rr = array1d(1..nr, [nk]);
array[1..nr] of int: rr = array1d(1..nr, [nk]);
% 2 aircraft beg locations
% 2 aircraft beg locations
% sewing chain segments in order from ac to runway for each ac
% sewing chain segments in order from ac to runway for each ac
constraint forall(a in 1..na)(wv[1,a] = aa[a]);
constraint forall(a in 1..na)(wv[1,a] = aa[a]);
% ac: for each ac: init 1st ww chain to ff loc for each ac
% ac: for each ac: init 1st ww chain to ff loc for each ac
constraint forall(a in 1..na)(exists(f0 in rr)(ww[nw, a] = f0)); % rw: for each ac: init last ww to any rway, ie an 'or' of all rways
constraint forall(a in 1..na)(exists(f0 in rr)(ww[nw, a] = f0)); % rw: for each ac: init last ww to any rway, ie an 'or' of all rways
% sew together frags into w array, 1 col per ac
% sew together frags into w array, 1 col per ac
(kk[ww[w, a], head] = kk[ww[w-1, a], tail])
(kk[ww[w, a], head] = kk[ww[w-1, a], tail])
% sew together frags into w array, 1 col per ac
% sew together frags into w array, 1 col per ac
constraint forall(w in 1..nz)(alldifferent_except_ 0(a in 1..na)(kk[ww[w, a], labl]));
constraint forall(w in 1..nz)(alldifferent_except_ 0(a in 1..na)(kk[ww[w, a], labl]));
solve minimize sum(w in 1..nw, a in 1..na)(kk[ww[w, a], time]); % solve: minimize sum of cost of frags sewn together

```
solve minimize sum(w in 1..nw, a in 1..na)(kk[ww[w, a], time]); % solve: minimize sum of cost of frags sewn together
```

Figure 6.5: Sample of MiniZinc code used to calculate an optimal satisfiable suite of descending aircraft paths, xy-geographic 2-dimensional solution only.

```
solve minimize sum(w in 1..nw, a in 1..na)(kk[ww[w, a], time]);
```

Figure 6.6: Solver command instructing MiniZinc to minimize overall cost specified as a sum of costs over all flight segments in solution. See MiniZinc code sample above.
1 constraint forall(a in $1 . . n a)(w w[1, a]=a a[a])$; \% initialize current aircaft location: for each ac 2
\% initialize runway: for each ac init last ww to any rway, 'or' of all rways
constraint
\% sew together frags into $w$ array, 1 col per ac
forall(w in 2..nw, a in $1 \ldots$ na) (
$(k k[w w[w, a]$, head $]=k k[w w[w-1, a]$, tail $])$
$\%$ for every $w$ sewing frag, for every ac
\% head of this frag must match tail of prev frag
4
forall(w in 1..nz)(alldifferent_except_ $\theta(a$ in $1 . . n a)(k k[w w[w, ~ a], ~ l a b l]))$; multiple aircraft: no cotemporal flight segments except os are runway so ok

Figure 6.7: Set of 4 constraints specifying satisfiable solution for flight paths. See MiniZinc code sample above.
isfiable solutions, some closer to optimal than others. Hence, MiniZinc must be further instructed to find the optimal solution across all the satisfiable solutions, expressed according to a formula. In this case, the code searches for a satisfiable solution that also minimizes the sum of the costs of the flight segments sewn together into a full flight paths.

Figure 6.6 highlights the last line of the MiniZinc code shown in Figure 6.5. This "solve minimize..." last line instructs MiniZinc in turn to instruct its internal solver to search for a satisfiable suite of flight paths that also minimize the sum of flight path costs, as defined in the input matrix file. This is equivalent to shortest path because the cost of each flight segment is defined as 1. For simplicity, Figure 6.4 doesn't show a third column of 1s, but they are there in the full representation of the complete input data to MiniZinc for this satisfiability and optimization problem.

Also, for simplicity of explanation, the "suite" of aircraft is limited to a single aircraft in most of the examples here. Performance metrics discussed below also include solving for 2 aircraft competing for the same runway, in so doing, solving separation conflicts within the MiniZinc run.

Like the Sudoku MiniZinc example, the core of the MiniZinc code is the set 4 constraint statements. Other than the first 2 constraints, effectively used for initialization of aircraft location and runway goal(s), the 2 other constraint statements shown in Figure 6.7 do the core of the work winnowing down the of flyable suite of aircraft flight paths from the current aircraft positions to available runways. These four constraints function as described in the following Subsection 6.4.2.

### 6.4.2 Four constraints in more detail

This following four bullet items provide a brief explanation of each of the constraints enumerated in Figure 6.7:

1. Initialize current aircraft location: for each aircraft.
2. Initialize runways: for each ac set last element of array ww to a runway value of zero
3. Sew together adjacent flight segments (path segments) tail to head.
4. Disallow same flight segment occupied at the same time, except runways $=0$

Note that the strategy and style of programming in MiniZinc is quite different from an algorithmic language like $\mathrm{C}++$. Arrays are not used for storing particular data values per se. Rather, arrays in MiniZinc are used for storing a range of possible hypothetical values. If the entire implied satisfiability expression is satisfiable, then the arrays have the property that some set of data values exist per all the constraints across all the arrays as specified. Otherwise the result is unsatisfiable or "UNSAT". To draw an analogy with natural language grammar, algorithmic languages express in the indicative mode, while MiniZinc (and similar languages) express in the what-if subjunctive mode.

### 6.4.3 Unsatisfiability

It is possible that calculating the optimum set of flight paths for some planning cycle, with some state of the airspace, the solver engine might return unsatisfiable or UNSAT. This means there exists no set of flight paths that are properly sequenced into


Figure 6.8: Performance tests on different sized airspace grids. Three "mini", "small", "medium" grids are arranged $1,2,3$ across the top of the Figure, while a "big" $21 \times 21$ grid and a 2-aircraft example are arranged 4,5 across the bottom of the Figure. See performance metrics Table 6.1.
available runways, and contain zero separation conflicts aloft. This means that the local airspace in question is not safely flyable. Obviously, this is a situation that must be strictly avoided. This situation is possible if the airspace is so crowded that safe flight path aircraft optionality is too scarce. This topic is discussed in more detail in upcoming Chapter 7.

| Performance | mini | small | med | big | 2 ac | inc | inc | inc | inc |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Variable | 9 x 9 | 11 x 11 | 13 x 13 | 21 x 21 | 9 x 92 a | $9-11$ | $9-13$ | $9-21$ | ac1-2 |
| Fig6.8 panel | 1 | 2 | 3 | 4 | 5 |  |  |  |  |
| grid | 9 | 11 | 13 | 21 | 9 | 1.22 | 1.44 | 2.33 | 1.00 |
| ac | 1 | 1 | 1 | 1 | 2 | 1.00 | 1.00 | 1.00 | 2.00 |
| flight segs | 1057 | 2107 | 3267 | 6996 | 1057 | 1.99 | 3.09 | 6.62 | 1 |
| time secs | 16 | 258 | 1848 | $30 \mathrm{k}+$ | 219 | 16.1 | 115 | $8+\mathrm{hr}$ | 13 |
| path length | 13 | 14 | 15 | 19 | 13 | 1.08 | 1.15 | 1.46 | 1.00 |
| vertices | 81 | 121 | 169 | 441 |  | 1.49 | 2.09 | 5.44 | 0.00 |
| flatIntVars | 4741 | 8421 | 13061 |  | 9481 | 1.78 | 2.75 |  | 2.00 |
| flatIntConst | 4741 | 8421 | 13061 |  | 13 k | 1.78 | 2.75 | 2.75 |  |
| flatTime | 1.54 | 4.53 | 10.67 |  | 3.19 | 2.93 | 6.89 | 2.06 |  |
| nodes | 605 | 16376 | 68380 |  | 203 k | 27.1 | 113 |  | 336 |
| failures | 303 | 3635 | 6322 |  | 2897 | 12.0 | 20.9 | 9.56 |  |
| restarts | 1 | 103 | 326 |  | 159 | 103 | 326 |  | 159 |
| variables | 8 m | 24 m | 588 m |  | 16 m | 3.05 | 7.20 |  | 2.00 |
| intVars | 4742 | 8422 | 13062 |  | 9483 | 1.78 | 2.75 |  | 2.00 |
| boolVars | 8 m | 24 m | 58 m |  | 16 m | 3.05 | 7.20 |  | 2.00 |
| peakDepth | 295 | 1022 | 1472 |  | 1379 | 3.46 | 4.99 | 4.67 |  |
| backjumps | 6 | 7416 | 26661 |  | 6858 | 1236 | 4443 |  | 1143 |
| time | 11.5 | 221.9 | 1588 |  | 206 | 19.2 | 137 |  | 17.8 |
| initTime | 10.9 | 35.66 | 64.722 |  | 24 | 3.26 | 5.92 |  | 2.19 |
| solveTime | 0.63 | 186 | 1523 |  | 182 | 295 | 2417 |  | 288 |

Table 6.1: MiniZinc performance metrics for a variety of smaller practical grid sizes and number of aircraft. Small step-ups in grid size, etc., result in substantial multiplicative increases ("inc" columns in table here) in solve time. These comparisons are used here to estimate the elapsed time to solve a single aircraft airspace problem with a normal "big" 21x21 grid. The conservative estimate here is that such a larger solution would take MiniZinc more than 8 hours to calculate. Hence, the value of the custom solution discussed below. Note that the tests reported here were performed on a high-end laptop computer Dell XPS 15 (9520) with an i9 Intel processor. Naturally, faster computers would demonstrate faster performance for these problems, but still not likely overcome the poor performance for practical problems as documented here.

### 6.4.4 Performance tests on MiniZinc solution

For small airspace problems, MiniZinc can be used to calculate correct solutions to these small satisfiability problems. However, for airspaces large enough to be interesting, these MiniZinc solutions do not scale well. Reasonable size problems can take hours to solve. In contrast, the custom solver discussed below in Section 6.7 solves full $21 \times 21$ grid airspaces with multiple aircraft in sub-second elapsed time.

To measure MiniZinc performance for various sized airspace grids, 3 sizes of grids were chosen: 9x9, 11x11, and $13 x 13$, here named, "mini", "small", "medium". Even at the "medium" size with one aircraft, MiniZinc computation times were at about half an hour. For the "big" sized 21 x 21 grids used in airspace simulations, it was impractical to run tests estimated at many hours to calculate.

Figure 6.8 shows 5 test airspace grids. Three "mini", "small", "medium" grids are arranged $1,2,3$ across the top of the Figure, while a "big" 21 x 21 grid and a 2 -aircraft example are arranged 4,5 across the bottom of the Figure. These visualizations help inform the performance metrics Table 6.1.

To estimate the scaling properties of MiniZinc for airspace problems discussed in this thesis, a number of MiniZinc runs were performed on various (smaller) sizes of sample airspaces. In addition to MiniZinc providing a mechanism to write out its solution if found, MiniZinc is also fairly generous in outputting internal statistics for each of its runs too. Metrics and some statistics are collected into Table 6.1 showcasing performance comparisons among airspace problem sizes.

As Table 6.1 shows, small increases in airspace grid size (e.g from 9x9 to 11x11)
can increase the MiniZinc calculation time by factors of 5 to 16 times. Increasing the number of aircraft from 1 to 2 for the $9 x 9$ grid also increased computation time by over 6 times. Even assuming a conservative doubling of time for each grid size notch-up (e.g from $13 \times 13$ to $15 \times 15$ ), the estimated time to solve the "big" $21 \times 21$ grid, would be more than 8 hours! And that is for just a single aircraft solution.

Note that all the tests recorded in Table 6.1 were performed on a high-end laptop computer Dell XPS 15 (9520) with an i9 Intel processor. Naturally, faster computers would show faster performance for these problems, but still not likely overcome the poor performance for practical problems as documented here. Improving software technique is indicated.

There is insufficient data collected here to suggest a specific Big $O$ formula. There are various parameters which would likely participate in the formula including the size of the path segment connectivity matrix, the length of the optimum solution flight path, and the number of aircraft being deconflicted. As the path length grows by one flight segment, the exponential search combinatorial explosion should increase by a power of 3 corresponding the 3 -way left-straight-right optionality at each vertex in the flight path. Also, as size of the path segment connectivity matrix increases, the computation time might also increase proportionately. So, a conservative estimate of a factor of 2 for each notch up from $13 \times 13$ to $15 \times 15$, etc., would seem reasonable. Some of the internal MiniZinc statistics enumerated in Table 6.1 are also suggestive of poor scaling behavior of this MiniZinc methodology. Hence, the current MiniZinc method for solving the $\mathrm{x}, \mathrm{y}$ dimensions is not practically scalable at this time.

### 6.5 MiniZinc internal solvers

The MiniZinc distribution nominally includes 7 different internal solvers. Their names are, "Gecode", "OSICBC", "Chuffed", "CPLEX", "findMUS", "Globalizer", "Gurobi". Three of these ("Gecode", "OSICBC", "Chuffed") worked on small "toy" problems. One solver, "Chuffed", was by far the fastest solver. Therefore, "Chuffed" was used in all the tests enumerated in Table 6.1.

### 6.6 Satisfiability problem structure

Even instructing MiniZinc to use a relatively faster solver ("Chuffed"), the MiniZinc code shown in Figure 6.5 is still disappointingly slow for reasonably sized problems. As discussed in Section 6.3, these solvers look to find and exploit advantageous internal implicit problem structure to avoid exhaustive NP sized searches. Indeed, constraint problems tend to have underlying structure, which when exploited can dramatically speed up solving the problem. In other words, many constraint problems are not as "NP" as they look.

Given that the "Chuffed" solver was by far the fasted solver tested here, it almost certainly found some useful structure to speed up its combinatorial search process. However, there was still more structure in the problem than the "Chuffed" solver was able to use, as evidenced by the speed of the custom solver discussed in the following Section 6.7 which is 1000 s of times faster the MiniZinc code here for this specialized aviation problem.

This raises the question of whether the MiniZinc code shown in Figure 6.5 could


Figure 6.9: Screenshots of exhaustive exploration of all possible flight paths with some important optimizations.
be improved through additional finely targeted constraints to take more advantage of the problem's internal structure. This approach has potential, but is left to future research. For now, use of deeper problem structure is left to the discussion in the following Section 6.7 on custom solver with sub-second performance for reasonably sized problems.

### 6.7 Custom solver

Although general constraint satisfiability solvers offer convenient, elegant, turnkey solutions, widely available computational performance needed to calculate an optimal solution is not adequate to solve these airspace constraint problems in real time, or even quickly, as noted in Subsection 6.4.4. With available computation getting ever faster and general solver design improving, it's reasonable to expect that solving the local airspace using a general constraint tool will be possible in the future, but not at present. As an alternative for the time being, a custom solver was designed and developed here as part of this thesis project. It offers real-time performance while trading off
some quality of optimal solutions. It has been integrated into the computational model simulation discussed here.

### 6.7.1 Geometry advantages

The underlying geometry of the airspace used here defends against separation conflicts due to the built-in minimum separation of the vertices and their associated flight path segments, as discussed in Section 3.10. The geometry itself greatly simplifies and speeds up the search for safely separated flight paths.

This enables exhaustive search explorations of the triangular grid as illustrated in Figure 6.9 which shows a kind of breadth-first wave exploring connected flight segments outward from a particular aircraft location and heading. This wave will eventually find available runways to land on. In addition to flight segments representing xy-geographical flight segments, these flight segments are also annotated with z-altitude and t -time information, enabling a full 4DT search.

### 6.7.2 Search by closest aircraft to runway

The basic idea of the custom solver is to begin at the current location of the closest aircraft to a runway, and explore breadth-first all possible paths to an available runway, looking for the shortest (a proxy for the lowest cost) path to a runway. This process is illustrated in Figure 6.9. Once that path has been found, the next closest aircraft is chosen for the succeeding search, and so on.

Clearly this approach will favor the closest aircraft, possibly missing a better solution for the entire suite of aircraft that might be better optimized had a different
aircraft had been solved first. In practice, this closest-aircraft method yields very good results because on average the closest aircraft to a runway has the least optionality, so what little optionality there is should be consumed first.

A full satisfiability search would implicitly try all possible searches of all aircraft, with no biases around closest aircraft to runways, but that would stretch computational resources as noted in Subsection 6.4.4.

This custom technique used here for solving the local airspace takes advantage of the specific geometry used to represent the airspace. In particular, vast numbers of redundancies can be skipped. Using a breadth-first exploration reminiscent of the Dijkstra Algorithm for calculating the shortest path through a graph, this custom solver avoids continuing to explore paths that are already longer that the shortest path discovered so far in the search. This vastly reduces the combinatorics of otherwise more exhaustive searches.

### 6.7.3 Blocking previous paths

Another computational performance optimizing technique uses blocks, drawn from operating system design in computer science. Once a best optimal flight path for an aircraft is found, all the vertices of that 4DT path are blocked against further consideration in the continuing search process across all aircraft in the local airspace, as illustrated in Figure 6.10. Succeeding path searches will be repelled by existing blocks, and forced to detour around them as illustrated in Figure 6.11.


Figure 6.10: Successful flight searches leave behind blocked vertices preventing reuse of these vertices at the same time and nearby altitudes. The left panel shows a smooth flyable representation of the flight path. The right panel shows the vertices corresponding to the smooth flyable flight path.


Figure 6.11: Screenshots of exhaustive exploration of all possible flight paths with some important optimizations.


Figure 6.12: Vertices near convective weather are blocked, preventing exploration of flight paths in that area.

### 6.7.4 Blocking convective weather

Blocked vertices are not only used to avoid simultaneous double use of the same airspace vertex. Vertices are also blocked to prevent exploration of paths through convective weather. Figure 6.12 illustrates how a storm is represented as vertices switched to an "off" state. No flight paths are allowed that would use any of those vertices during a planning cycle. Figure 6.10 shows the same storm vertices avoided by the exploration of flight segments.

### 6.8 Chapter conclusion

This Chapter 6 discussed methods to find an optimal (or near optimal) solution for an ensemble of arriving aircraft in their descent into available runways.

In principle, constraint satisfaction languages like MiniZinc offer a way to code a general, turn-key method to take a combinatoric enumeration of flight segment connectivity, expressed as a genre of adjacency matrix, to an optimal solution. Unfortunately, computational performance limitations make this convenient, elegant method
impractical for the present time, using widely available computational resources.
The alternative method discussed in this chapter is to use the custom solver developed for this thesis research, adapted to the specific geometrical structure of the triangular grid to solve the local airspace in real-time, although sacrificing some quality of the solution. Using this method, the computational model simulator developed for this thesis project demonstrates good results in real-time.

## Chapter 7

## Conclusion and Future Work

### 7.1 Summing Up

The purpose of this project is twofold. First, to propose a methodology for automating the arrivals airspace with a free-flight approach utilizing a novel unique geometry coupled with Combinatorics and Satisfiability. The second purpose of this project is to help enable future aviation scientists and engineers to continue this work, so this research direction can be furthered by others.

### 7.2 Related Ideas and Future Research

### 7.2.1 Utility Functions

The current optimization expression used in the Satisfiability discussion in Chapter 6 uses a simple utility function expressed in MiniZinc in Figure 7.1. This utility function is a simple sum of the flight costs (flight time) to be minimized over all

```
solve minimize sum(w in 1..nw, a in 1..na)(kk[ww[w, a], time]);
```

Figure 7.1: The current utility function expressed as a MiniZinc command.
the aircraft in the airspace for that solution for that moment in time.
There may be other factors that might be desirable to include in utility functions. For example, the user might wish to minimize turns or 'squirreliness' of the flight paths. Or the user might want to favor certain flights for on-time arrivals to reduce the impact of missed transfer connections. These objectives and others can be included as additive terms in more complex utility functions. In MiniZinc these utility functions would be expressed as a more extensive sum in the "solve minimize" command shown in Figure 7.1.

### 7.2.2 Fitness Functions

Mathematical evolutionary biology has a convenient formalism for expressing incremental improvements in the viability of biological organisms and species. The fitness of an organism (or its species) can be expressed geometrically as a point on a high-dimensional space, where 'higher' points on a fitness "landscape" are more fit, and 'lower' points are less fit. (Note: the vertical dimension of these landscapes is often inverted to correspond to physical units, where greater fitness is expressed as lower energy. But in this discussion here, greater fitness corresponds to a greater value on the vertical axis.)

The goal of an organism is likely to be to improve its "fitness" over time. This
can be represented geometrically as ascending up the fitness landscape. If the abstract mathematical landscape is visualized as a simple 3-dimensional mountain range, then the species' goal is to climb up to ever higher mountain peaks.

A simple technique to improve fitness is to travel locally 'up' the mountain landscape. This is called "gradient descent" or ascent. This method fails if the organism gets stuck on a local maxima. Visually, climbing a mountain landscape relying only on local information can get stuck on a low hilltop, missing a nearby Mt. Everest class peak.

Improving an initial set of aircraft routes incrementally over time is similar to landscape fitness problems in biology. Gradient ascent is a simple candidate method to solve this multi-aircraft problem. However, like the organism, this method may get trapped on local maxima. In the case of planning any complex set of aircraft routes, it is almost certain that gradient descent (ascent) algorithms will produce sub-optimal solutions.

### 7.2.3 Varying Grid Size

The current system as discussed in this thesis uses a universal grid size. The advantage is simplicity. Drawbacks to this uniform geometry are that many candidate shorter or more efficient aircraft routes are missed as the aircraft descend to lower altitudes and to slower speeds where they can make tighter turns than those that are flyable a full speed at higher altitudes.

To address this drawback, one can envision two interlocking grids of different scales. As aircraft descend, they would switch from a course-grained grid to a finer-
grained grid. Hence the grid could be tessellated at two, or even multiple, tiling sizes. This would be more complicated but might result in increased capacity and efficiency for use of the airspace.

### 7.2.4 Airspace Capacity, Phase Transitions, Optionality, Unsatisfiability

An important issue in operating an airspace, especially a local arrivals airspace, is how many aircraft should be allowed to enter the local airspace at any given time. More theoretically, when is the airspace "full"? How does the airspace behave near capacity? Are there early warning signs that are precursors to full capacity.

Over-capacity is when the optionality of one or more aircraft is zero. When an aircraft loses optionality, that means that its only options left are violating separation of one or more other aircraft. This is unsafe, so must never occur. From the solver's point of view, over-capacity means there is no solution that satisfies all the constraints. In this case, the solver returns an unsatisfiability or UNSAT condition.

In Section 6.4.3 on Unsatisfiability, failure to satisfy all the constraints of an airspace is an indication of the loss of optionality in flying the suite of aircraft during the next planning cycle. This means the current flight plans are not properly deconflicted. This is obviously a dangerous condition that must never happen. It's also an indication of a crowded over-full airspace. An associated research question is can future unsatisfiability be predicted ahead of time. In other words, are there signals that indicate the airspace is becoming too full, before it becomes dangerously full? For any airspace, automated or otherwise, this is an importance area to direct research. Indeed
the author and colleagues have done previous work in this area in concert with NASA [87].

Earlier research performed by the author and others [87] demonstrated that there is a phase transition in the airspace from under capacity to over capacity. There are actually two phase transitions: optionality dramatically decreases at the same time as computation time to (attempt to) solve the satisfiability problem dramatically increases.

More research is required to understand and predict these phase transitions well before they might occur. This is critically important in maintaining a high use, yet safe, airspace.

### 7.2.5 Heterogeneous Aircraft

The current research discussed in this thesis assumes a uniformity of fixed-wing aircraft within some small range of speeds and similar turning profiles. However, many General Aviation (GA) aircraft have slower speed profiles, while rotorcraft have very different turning profiles too. Additional research will be required to operate a truly safe efficient automated airspace with mixed aircraft types.

### 7.2.6 Genetic And Evolutionary Algorithms

In general, genetic or evolutionary algorithms reportedly show some promise in solving multiple aircraft routing problems. More research is needed here. [77]

### 7.2.7 Entire Airspace

Although the geometric satisfiability approach described in this thesis is applied only to the arrivals airspace with one airport here, this is fundamentally a general way to automate any airspace, including metroplexes, even the entire airspace. Much research would be required to extend these ideas beyond the narrowly defined airspace addressed in this thesis, but such research looks promising, and worth pursuing in the future.

### 7.2.8 Lanes

Prof. Adam Smith's has suggested ideas about maintaining stable "lanes" across multiple planning cycles.

The methodology described in this thesis takes a general, yet computationintensive approach of recalculating the entire airspace for each planning cycle. Being as stateless as possible is simple and elegant in being generally responsive to changing airspace conditions. It also burdens the system with stiff computational requirements for each airspace planning cycle. Since, in practice, the airspace seldom changes abruptly from one minute to the next, another approach could be to maintain a standing set of pre-computed "lanes" available for use for almost any particular configuration of the airspace. Once archived, a particular suite of aircraft at any particular time would only need to initiate a search among some smaller set of a network of "lanes" rather that recomputing the entire airspace from scratch every planning cycle. This approach would need to address occasional abrupt changes in airspace conditions, but perhaps this can be solved by relaxing the need to respond immediately to changing airspace conditions,
or other approaches. For automating the entire airspace, this approach appears to have significant merit.

### 7.2.9 Scaling of Computational Performance

Sections 6.4.4 and 6.6 discuss the poor scaling behavior of the generic Satisfiability solvers tested here. These performance deficiencies suggest future research in the use and design of generalized constraint solvers may someday obviate the need the custom solver described in Section 6.7, in favor of high-performance general solvers. With research progress here, generic solvers may one day form an important basis for the automated airspace of the future.

### 7.2.10 Limitations

There are many overall issues to be addressed in a fully automated airspace. A few of these issues are location(s) of computation, redundancy of computation, communication needs, failure modes, ghost aircraft, protocols, fully autonomous aircraft fitting in, heterogeneous aircraft including rotor aircraft, exception handling, etc. These are issues that must be addressed before going live with a fully automated airspace.

### 7.2.11 UCSC Autonomous Systems Lab

Many labs including Prof. Gabriel Elkaim's Autonomous Systems Lab (ASL) are researching aviation and related areas. This current thesis fits within a context of much ongoing research in aviation and other related areas. Much to do.

### 7.3 Future Publications

The research described in this thesis may be of interest to other researchers in the field, in the form of future academic papers. Candidate publications and conferences for describing this research in the future are as follows. Note that the author of this thesis has previously published in the first two of the three publications listed below. Much thought will need to go into choosing the best way to further the research in this thesis.

1. ATIO - Proceedings of the Annual Aviation Technology, Integration, and Operations Conference. [86] [43] [44]
2. ATM conference proceedings - USA/Europe Air Traffic Management Research and Development Seminar. [87]
3. AAMAS conference proceedings - International Conference on Autonomous Agents and Multiagent Systems. [1]

### 7.4 End game

Figure 7.2 illustrates the end game of automating the airspace: the system only requires one human and one dog to run the system. The dog is there to bite the human in case the human tries to do anything [88].


Figure 7.2: The End Game - Future automated airspace. The system only requires one human and one dog to run the system. The dog is there to bite the human in case the human tries to do anything [88].

### 7.5 Concluding thoughts

The author looks forward to continuing this research in refining the architecture of safe efficient automated airspaces of the future based on free-flight, built upon some of the ideas and principles discussed here in this thesis. Appreciations to all who have contributed and guided this work.
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