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ABSTRACT OF THE DISSERTATION
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Professor Paulo Tabuada, Chair

In this dissertation, we consider the problem of collaborating a network of nodes to accom-

plish an objective, which could be monitoring the state of a dynamical system or training

a machine learning model, where each node only has access to partial data. Some nodes in

the network are assumed to be attacked by an adversary. The attacked nodes may release

incorrect information or, in the worst case, deviate from the prescribed rule and behave in an

unexpected manner. This problem lies in the intersection of control theory, signal processing,

machine learning, and network coding theory.

This problem is of great interest due to its wide applications in real life, such as monitoring

the energy flow of a power grid, localizing a drone with multiple cameras, and machine

learning in a decentralized network. Also, with the growing size of networked systems, it

is getting harder and harder to physically shield network entities from adversarial attacks,

which calls for a solution to the aforementioned problem even in the presence of adversaries.

In the first part of the dissertation, we study the problem of how to reconstruct the state

of a linear system using partially corrupted state observations from heterogeneous sensors. In

this part, we first discuss the computational complexity of this problem. We point out that

ii



although this problem is, in general, NP-hard, it allows a polynomial-time solution if certain

conditions are met. We then extend our study on the same state-reconstruction problem, but

in a decentralized network, where we focus on how the network topology and the dynamics

of the linear systems affect the maximum number of correctable attacked nodes and attacked

communication channels. In the end, we propose a novel approach, based on source coding

and dynamic average consensus algorithms, that enables each node in the network to track

the state of a linear system using minimal communications.

In the second part of the dissertation, we switch to the decentralized machine learning

problem. We consider a collection of nodes connected through a network, each equipped with

a local data set. The objective for all the nodes is to collectively train a machine learning

model that minimizes the empirical loss, in a decentralized manner, i.e., each node can only

use its local function and messages exchanged with nodes it is connected to. Moreover,

each node is to agree on the said minimizer despite an adversary that can arbitrarily change

the local functions of a fraction of the nodes. To solve this problem, we propose a novel

decentralized learning algorithm that enables all nodes to reach consensus on the optimal

model, by identifying attacked nodes and filtering out erroneous messages.
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CHAPTER 1

Introduction

Cyber-Physical Systems (CPSs), which merge computing and networking with physical enti-

ties, bring numerous advantages to human life, such as safer and more efficient systems and

lower cost in interacting with the physical world. However, the complication in the nature of

a CPS makes it vulnerable to adversarial attacks. Notorious examples include the StuxNet

computer worm and the most recent credential stuffing attack reported by state farm keeps

reminding people the importance of the security aspect of CPSs.

However, compared with the significance of CPS security, it is usually impractical to

physically shield CPS entities from adversarial attacks, both because of the heterogeneity

of CPS entities and their nature of being geographically dispersed over large areas. This

motivates people to design a more robust algorithm, which, in the presence of adversarial

attacks, still enables all attack-free entities in a CPS to collectively perform an assigned task.

In this dissertation, we provide a systematic analysis on how to design fault-tolerance

algorithms for large-scale networked systems and a more fundamental characterization on

whether a system can operate properly in the presence of a certain number of attacks. We

first illustrate some key notions in this dissertation.
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1.1 Key Notions

1.1.1 Dynamical Systems and Cyber-Physical Systems

In this dissertation, a dynamical system refers to a system whose state evolution over time

and whose state observation are governed by explicit functions. In particular, if such func-

tions are linear, the dynamical system is referred to as a linear dynamical system. Such

systems have found numerous applications in real life, from inverted pendulum to social

network. Studying dynamical systems is always the focus of control theory and has brought

countless benefits to the human society, for example, autonomous driving and controlling

the spread of disease.

Cyber-Physical Systems merge computing and networking with physical entities, and is

thus modeled as dynamical systems in this dissertation. However, different from ordinary

dynamical systems, CPSs are usually geographically dispersed and subject to attacks, and

hence it is of great interest to develop fault-tolerant algorithms specifically for different kinds

of CPSs.

1.1.2 Attacks

In this dissertation, attacks refer to the inferences from a third-party agent on a networked

system (or a CPS) which render attacked nodes to misbehave. There are two kinds of

attacks: benign and malicious. A benign attack is usually conducted unintentionally or

even enforced by nature power, such as corrosion and aging. On the contrary, a malicious

attack is conducted intentionally, which is much harder to handle due to the following three

reasons: the attacker will likely exploit his knowledge of the system to design the attack

signal, the attack will last much longer, and all attacked nodes will likely to cooperate. In

this dissertation, We study the malicious attack when the attacker has full knowledge of

the system and is able to attack a fixed subset of nodes in the network. An attacked node
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may provide incorrect information, or may, in the worst case, totally deviate from prescribed

rules. We point out here that any algorithm developed in this dissertation also applies to

the benign case.

1.1.3 Machine Learning in the Presence of Data Poisoning Attacks

Machine learning has wide applications in human life. However, this modern technology is

facing more challenges nowadays, and one of them is the need of designing machine learning

algorithms that is robust to partially corrupted data samples, as machine learning is applied

to increasingly sensitive tasks.

Consider a scenario where fifty hospitals in a state are collectively training a model

to diagnose with radiograph if a certain patient has lung cancer. However, one hospital

uploaded radiographs associated with break bones by mistake. Such mistakes are not easy

to identify but will ruin the training process.

Such kind of scenarios call for robust machine learning algorithms which makes the system

resilient against attacks. In response for this, we study how to train a nearly-optimal machine

learning model in the presence of attacks is discussed in this dissertation.

1.2 Dissertation Outline and Contributions

This dissertation is composed of four research topics. The contribution of this dissertation

is summarized as follows:

1.2.1 On the Computational Complexity of the Secure State-Reconstruction

Problem

In Chapter 2, we reconstruct the state of a linear system at a central node using partially

corrupted state observations from heterogeneous sensors geographically dispersed over large

3



areas. In this part, we systematically characterize the computational complexity of the

problem mentioned above, which is usually referred to as the secure state-reconstruction

problem. The first result establishes that this problem is, in general, NP-hard. We then

identify classes of subproblems that can be solved in polynomial time. When there are at

most s malicious sensors, the problem can be solved in polynomial time when each eigenvalue

is observable by at least 2s + 1 sensors. When each eigenvalue has geometric multiplicity

one, this condition is equivalent to the system being 2s-sparse observable. We also give a

detailed discussion on the more nuanced case when each eigenvalue is not observable by at

least 2s + 1 sensors.

1.2.2 Secure State-Reconstruction Over Networks Subject to Attack

Whereas most work on secure state-reconstruction problem focuses on attacks on sensors, in

Chapter 3 we consider the more challenging case where attacks occur on sensors as well as

on nodes and links of a network that transports sensor measurements to a receiver. In this

chapter we provide necessary and sufficient conditions for the secure state-reconstruction

problem to be solvable in the presence of attacks on sensors and on the network.

1.2.3 Decentralized Secure State-Tracking in Multi-Agent Systems

Chapter 4 studies the problem of decentralized state-tracking in the presence of sensor at-

tacks. We consider a network of nodes where each node has the objective of tracking the

state of a linear dynamical system based on its measurements and messages exchanged with

neighboring nodes notwithstanding some measurements being spoofed by an adversary. We

propose a novel decentralized attack-resilient state-tracking algorithm based on the simple

observation that a compressed version of all the network measurements suffices to recon-

struct the state. This motivates a 2-step solution to the decentralized secure state-tracking

problem: (1) each node tracks the compressed version of all the network measurements, and

4



(2) each node asymptotically reconstructs the state from the output of step (1). We prove

that, under mild technical assumptions, our algorithm enables each node to track the state

of the linear system and thus solves the decentralized secure state-tracking problem.

1.2.4 Decentralized Robust Optimization

In Chapter 5, we switch our focus, from reconstructing the state of a dynamical system with

partially corrupted measurements from a network of sensors, to the decentralized machine

learning problem in a hostile environment. In this problem, we consider a collection of

nodes connected through a network, each equipped with a local function. These nodes are

asked to collaboratively find out the global optimizer, i.e., the point that minimizes the

aggregated local functions, using their local information and messages exchanged with their

neighbors. Moreover, each node is to agree on the said minimizer despite an adversary that

can arbitrarily change the local functions of a fraction of the nodes. We present RAGD, the

Resilient Averaging Gradient Descent algorithm, a decentralized, consensus+outlier filtering

algorithm that is resilient to attacks on local functions. We demonstrate that, as long as

the portion of attacked nodes does not exceed a given threshold, RAGD guarantees that all

nodes will be able to have a good estimate of the said minimizer.

1.3 Notations

In this section we introduce the notions used throughout the dissertation. Some additional

notions, if necessary, will be introduced at the beginning of each chapter.

1.3.1 Basic Notions

We denote by |S| the cardinality of a set S. For any two sets S and S ′, the set subtraction

S\S ′ is the set defined by S\S ′ = {s ∈ S|s /∈ S ′}. For matrices Qi1 , . . . , Qip over the same
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field and with the same number of columns, we define the matrix QI =
[
QT

i1
|QT

i2
| . . . |QT

ip

]T
by stacking the individual matrices vertically.

Let R, N, Q, and C denote the set of real, natural, rational, and complex numbers,

respectively. A complex number z ∈ C is written in the form z = a+ bi where i2 = −1. The

support of v ∈ Rp, denoted by supp(v), is the set of indices of the non-zero entries of v, i.e.,

supp(v) = {i ∈ {1, 2, . . . , p}|vi ̸= 0}. For a scalar s ∈ N we say v is s−sparse if |supp(v)| ≤ s.

Also, we define the all-ones vector 1n = (1, 1, . . . , 1)T and In to be the identity matrix of

order n. When the dimension of the identity matrix is unambiguous, we will write I instead.

Moreover, for any p ∈ N, we denote by Ep = {e1, e2, . . . , ep} the standard basis of Rp with

ei ∈ Rp being the vector with all entries equal to zero except the i-th entry which is 1.

Given a vector b ∈ Rn, we denote by ∥b∥0 the number of non-zero entries in b.

1.3.2 Matrix Related Notions

We denote by A ∈ Rm×n a real matrix with m ∈ N rows and n ∈ N columns. We will also

refer to matrices where only the number of rows or columns is specified using the notation

A ∈ Rm×∗ or A ∈ R∗×n.

For a real square matrix A, We denote by λ1, . . . , λr ∈ C the (counted without repetition)

eigenvalues of A and by sp(A) = {λ1, . . . , λr} its spectrum. The eigenvalue with the largest

and smallest magnitude is denoted by λmax(A) and λmin(A), respectively. The algebraic

multiplicity of an eigenvalue λj, denoted by α(λj), is the number of times (counted with

repetition) that λj is a solution of det(A − λjIn) = 0. The geometric multiplicity of an

eigenvalue λj, denoted by γ(λj), is the dimension of the vector space ker(A − λjIn). We

denote the space of generalized eigenvectors associated with λj, ker(A − λjIn)α(λj), by Vj.

Note that Vj has dimension α(λj) and γ(λj) Jordan chains.

Also, for a real matrix B, we denote by σmax(B) and σmin(B) the largest and smallest

singular values of matrix B, respectively. The range of a real matrix A is denoted by R(A),
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and its kernel is denoted by ker(A). Moreover, we denote by A⊗ B the Kronecker product

of two real matrices A and B. Consider a set Q of indices and a matrix K, the matrix KQ

is obtained by removing any row in K not indexed by Q.

1.3.3 Graph Related Notions

Here we review some of the basic notions of graph theory. A weighted undirected graph

G = (V , E ,A) is a triple consisting of a set of vertices V = {v1, v2, . . . , vp} with cardinality p,

a set of edges E ⊆ V × V , and a weighted adjacency matrix A ∈ Rp×p which we will define

in the coming paragraph. The set of neighbors of a vertex i ∈ V , denoted by Ni = {j ∈

V|(i, j) ∈ E}, is the set of vertices that is connected to i by an edge. To clarify, we assume

each vertex is not a neighbor of itself, i.e., (i, i) /∈ E for any i. The weighted adjacency

matrix A of the graph G is defined entry-wise. The entry in the i-th row and j-th column,

aij, satisfies aij > 0 if (i, j) ∈ E and otherwise aij = 0. Since the graph is undirected,

aij = aji for any i, j ranging from 1 to p which results in A being a symmetric matrix. The

degree matrix D ∈ Rp×p of the graph G is a diagonal matrix with its i-th diagonal element

defined by dii =
∑p

j=1 aij. The Laplacian matrix L of the graph G is defined by L = D−A,

which is known to be symmetric, if the graph is undirected, positive semi-definite, and having

span{1p} as its kernel.
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CHAPTER 2

On the Computational Complexity of

the Secure State-Reconstruction Problem

2.1 Introduction

This chapter is concerned with the detection of attacks on Cyber-Physical Systems. The

distributed nature of these large-scale systems often leads to increased vulnerabilities. Of

particular concern are adversaries that exploit the distributed nature of CPSs to gain ac-

cess to sensors and launch attacks by modifying their measurements [CAS08,GUC18]. The

most notorious example is the Stuxnet malware [Lan11], which attacked numerous industrial

control systems.

Over the last decade, a significant amount of research has focused on reconstructing the

state in the presence of sensor attacks - we will refer to this as the Secure State-Reconstruction

problem throughout the chapter. The first experimental demonstration of a stealthy attack

on a control system was reported in [ALS10] and it was followed by the first theoretical results

developed for special classes of systems [STJ10,GLB10]. Stealthy attacks were then formal-

ized in [Smi11,Smi15]. An important step in the conceptual understanding of these attacks

was given in [PDB12, PDB13, SH10], where the existence of such attacks was characterized

by the system theoretic notion of zero-dynamics.

In addition to detecting and identifying attacks, it is important to mitigate their effect

by continuing to control the plant. Hence, researchers have invested a significant effort in

developing algorithms to reconstruct the state since the chapters [FTD11,FTD14]. However,
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the SSR problem is intrinsically an NP-hard problem (as we show in this chapter). Based on

how the NP-hardness is tackled, we classify the existing work in two classes: 1) brute force

search [CWH15,LY17], and 2) computationally efficient relaxations. The methods reported

in the first class are better suited for small systems as the computational complexity grows

combinatorially with the number of sensors. Noteworthy examples of the second class in-

clude: convex relaxations [FTD14,YFF16], distributed detection filters [PDB13], specialized

observers under sparsity constraints [ST15], satisfiability modulo theory techniques [SNS18],

and safety envelopes [TDJ14].

The distributed version of the SSR problem has also attracted a substantial amount

of interest given the distributed nature of CPSs. Several authors have studied the prob-

lem of estimating a static vector from a set of corrupted measurements, either over a dis-

tributed sensor network [CKM18a,SS19], or over a connected-on-average network [CKM18b].

A control-theoretic approach to distributed function calculation was developed in [SH10].

Follow-up works have analyzed the resilient consensus problem, both for discrete [LZK13],

and continuous-time [LZS13] systems. The work in [TV15] also evaluates this method in var-

ious network topologies. The problem of guaranteeing resilience in the context of distributed

state estimation, when the state of the system evolves over time (based on potentially un-

stable dynamics) has been recently explored in [DUS19], [MS16], and [MS19]. In particular,

the authors in [MS19] develop a fully-distributed algorithm that reconstructs the evolving

state despite attacks on certain sensors in the network.

Despite the wealth of literature on the security of CPSs, to the best of the authors’

knowledge, a detailed characterization of the complexity of the SSR problem is still lacking.

On the one hand, the chapters [FTD14,YFF16,PDB13,ST15,SNS18,TDJ14] suggest that the

SSR problem is computationally hard since they propose efficient relaxations to the problem.

On the other hand, the chapter [MS19] implicitly proposes a polynomial-time solution to the

SSR poblem for certain cases. These observations naturally call for a better understanding

of the complexity of the SSR problem, which is precisely the goal of this chapter.
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As we shall soon see, two alternate notions of observability, namely “sparse observability”

introduced in [FTD14, ST15] (see also [SH10] for an equivalent notion in continuous time),

and “eigenvalue observability” [Che98], [MS18], will play key roles in our characterization of

the SSR problem complexity. Our contributions are the following:

1. We show that the SSR problem is NP-hard.

2. We provide a decomposition that identifies portions of the state that can be recon-

structed in polynomial time and portions that are NP-hard to reconstruct.

3. We offer a polynomial-time solution for the SSR problem under an eigenvalue observ-

ability assumption.

4. We show that checking sparse observability is coNP-complete.

5. We show that the notions of sparse observability and eigenvalue observability are equiv-

alent when the geometric multiplicity of each eigenvalue of the system matrix A is 1.

These results can be understood as follows. Although the SSR problem is NP-hard, in

general, there may be portions of the state that can be reconstructed in polynomial time.

We perform a system decomposition to identify these different portions of the state. In par-

ticular, when all the eigenvalues of the system matrix A have unitary geometric multiplicity,

the decomposition results in scalar SSR problems. This establishes the equivalence between

sparse observability, a necessary and sufficient condition for the SSR problem to be solvable,

and eigenvalue observability, a sufficient condition for the existence of a polynomial time

algorithm. Interestingly, even if the unitary geometric multiplicity condition is not satis-

fied, we may still check eigenvalue observability and, if successful, solve the SSR problem in

polynomial time. When the system does not satisfy the eigenvalue observability condition,

we conjecture that the SSR problem is intractable since even checking sparse observability

is coNP-complete. This chapter improves upon the preliminary results in [MMS19] by in-
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troducing a decomposition technique that is key to the aforementioned contributions 1 and

2.

The rest of the chapter is organized as follows. In Section 2.2, we define the notation

used throughout the chapter. In Section 2.3, we introduce the system model and give a

formal definition of the SSR problem, sparse observability, and eigenvalue observability. We

prove that the SSR problem is NP-hard in Section 2.4. This is then followed by a result

on breaking the overall SSR problem into several smaller independent SSR problems. As

a special case, we show in Section 2.6 that under an eigenvalue observability assumption,

the SSR problem can be solved in polynomial time. While checking eigenvalue observability

can be done in polynomial time, in Section 2.7 we show that checking sparse observability

is coNP-complete. We connect these two notions in Section 2.8 by showing that they are

equivalent when the geometric multiplicity of each eigenvalue of the system matrix A is 1.

Finally, we conclude the chapter in Section 2.9.

2.2 Additional Notations

For a matrix A ∈ Rn×n, we use ker A to denote the kernel of A, Im(A) to denote the image

of A and A|V to denote the restriction of the linear map defined by A to the subspace V .

We also denote by A(V ) the set {y ∈ Rn|y = Ax, x ∈ V }.

Let V be a vector space. The collection of vector spaces {V j}j=1,...,r, with V j ⊆ V , is

said to be an internal direct sum of V , denoted by V =
⊕

j=1,...,r V
j, if any vector v ∈ V

can be uniquely written as v = v1 + . . . + vr with vj ∈ V j. The direct sum comes equipped

with canonical inclusions ıj : V j → V taking vj ∈ V j to ıj(vj) = vj ∈ V , and canonical

projections πj : V → V j taking v ∈ V to πj(v) = vj ∈ V j.

As an example, consider V = R4 and let V 1 = Im(M1), V
2 = Im(M2), and V 3 = Im(M3)
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where M1, M2, and M3 are the following linear transformations:

M1 =


2 0

−1 1

1 1

0 0

 , M2 =


0

1

−1

0

 , M3 =


−1

1

0

1

 . (2.1)

The collection {V 1, V 2, V 3} is an internal direct sum of V since all the column vectors are

linearly independent. The canonical inclusions ıj can be represented by I4|V j , the identity

matrix I4 of order 4 restricted to the subspace V j, since ıj maps any vector v ∈ V j to

v ∈ V . Conversely, the canonical projections πj are represented by the matrices Pj =

MiUjM
−1, where U1 =

1 0 0 0

0 1 0 0

, U2 =
[
0 0 1 0

]
, U3 =

[
0 0 0 1

]
, as well as

M =
[
M1 M2 M3

]
.

Let V =
⊕

j=1,...,r V
j, W =

⊕
j=1,...,r W

j, and consider a linear map F : V → W satisfying

F (V j) ⊆ W j. Then, the linear map F (j) : V j → W j defined by F (j) = πj ◦ F ◦ ıj satisfies:

F (j) ◦ πj = πj ◦ F (2.2)

ıj ◦ F (j) = F ◦ ıj, (2.3)

where ◦ denotes function composition.

Continuing with our example, let F be represented by the matrix:

F =
1

2


2 0 0 −4

1 3 −1 4

−1 −1 3 0

0 0 0 6

 , (2.4)

and note that F(V j) ⊆ V j. The maps F(j) are then given by F(1) = P1F ◦ ı1 = P1F|V 1 =

I4|V 1 ,F(2) = P2F◦ı2 = P2F|V 2 = 2I4|V 2 , as well as F(3) = P3F◦ı3 = P3F|V 3 = 3I4|V 3 . Since

the vector subspaces V j are the generalized eigenspaces of F corresponding to each different
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eigenvalue, the matrices F(j) are simply the identity matrix restricted to V j multiplied by

the corresponding eigenvalue.

2.3 Problem Formulation

2.3.1 System Model

Consider a discrete-time linear time-invariant system under sensor attacks of the following

form:

x[t + 1] = Ax[t] (2.5)

yi[t] = Cix[t] + ei[t], (2.6)

where x[t] ∈ Rn and yi[t] ∈ Rpi represent the state of the system and the measurement

acquired by sensor i respectively. The vector ei[t] ∈ Rpi models the attack on sensor i. If

sensor i is attacked by an adversary, then ei[t] can be arbitrary, otherwise, ei[t] remains zero

for any k. Let V denote the set of sensors, and let N = |V|. We use C =
[
CT

1 |CT
2 | · · · |CT

N

]T
to denote the collection of the sensor observation matrices, y[t] =

[
yT
1 [t] · · · yT

N [t]
]T

and

e[t] =
[
eT1 [t] · · · eTN [t]

]T
to represent the collective measurement vector and the collective

attack vector, respectively.

We define Oi =
[
CT

i |(CiA)T | . . . |(CiA
τi−1)T

]T
to be the observability matrix of sensor

i with τi being the observability index of the pair (A,Ci). We also define two more vectors

Yi =
[
yT
i [0] . . . yT

i [τi − 1]
]T

and Ei =
[
eTi [0] . . . eTi [τi − 1]

]T
to be the collection of

measurements and attacks of sensor i over the time horizon [0, τi − 1], respectively. An

equivalent expression for the measurements is:

Yi = Oix[0] + Ei. (2.7)

In the remainder of the chapter, we drop the time indices to simplify notation.
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2.3.2 The Secure State-Reconstruction Problem

Problem 1 (Secure state-reconstruction)

Input: Matrices A ∈ Rn×n, Ci ∈ Rpi×n, i = 1, . . . , N, and a set of vectors Yi ∈ Rpiτi , i =

1, . . . , N.

Question: Find a vector x ∈ Rn and a set I of minimal cardinality such that Yj = Ojx

for all j /∈ I.

In other words, the SSR problem requires the reconstruction of a state x and the simplest

attack explanation in the form of the least number of attacked sensors. Note that when the

solution x is unique, we have found the state of the linear system. Although uniqueness of

solutions is essential when handling attacks, we can study the complexity of the SSR problem

independently of the number of solutions. To make this clear, we will explicitly state the

uniqueness requirements when needed.

2.3.3 Sparse Observability and Eigenvalue Observability

The notions of sparse observability and eigenvalue observability are instrumental to the

results in this chapter.

Definition 1 (Sparse observability index) The sparse observability index of the pair

(A,C) in system (2.5)-(2.6) is the largest integer k such that ker OV\K = {0} for any

K ⊆ V , |K| ≤ k. When the sparse observability index is r, we say that system (2.5)-(2.6) is

r−sparse observable.

It is proved in [FTD14,ST15] (see also [CWH15] for a similar notion in continuous time)

that the possibility of uniquely reconstructing the state x[t] is characterized by the sparse

observability index.

Theorem 1 ( [FTD14,CWH15,ST15]) Consider the linear system (2.5)-(2.6) where at
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most s sensors are subject to attacks. The state x[t] can be uniquely reconstructed if and

only if the sparse observability index of the pair (A,C) is at least 2s.

In view of this result, computing the sparse observability index of a system is of great

interest since it characterizes the maximum number of arbitrary sensor attacks that can be

tolerated without compromising the ability to uniquely reconstruct the state.

In addition to sparse observability, we will require the notion of eigenvalue observability

[Che98,MS18].

Definition 2 (Eigenvalue observability index) We say that an eigenvalue λ ∈ sp(A)

is observable w.r.t. sensor i if the linear map defined by

A− λIn

Ci

 is injective.

If the above condition is satisfied, we say that “sensor i can observe the states in the gen-

eralized eigenspace corresponding to λ”, or briefly, we say “sensor i can observe eigenvalue

λ”. Let the set of all sensors that can observe an eigenvalue λ be denoted Sλ. The eigenvalue

observability index of system (2.5)-(2.6) is the largest integer k such that each eigenvalue of

the matrix A is observable by at least k+1 distinct sensors. When the eigenvalue observability

index is k, we say that system (2.5)-(2.6) is k-eigenvalue observable.

We study the SSR problem under the following assumptions.

Assumption 1: For each sensor i ∈ {1, . . . , N} under attack, the adversary can only

manipulate sensor i’s measurements through the signal ei[t] in (2.6).

Assumption 2: The adversary is omniscient, i.e., we assume the adversary has full

knowledge of the system state, measurements, and plant model. Moreover, all the attacked

sensors are allowed to work cooperatively.
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2.4 SSR is Hard

Fawzi et al. established in [FTD14] a connection between the SSR problem and compressed

sensing by drawing inspiration from the ideas of Candes and Tao in [CT05]. We take this

approach further by also using the ideas in [CT05] to establish that the SSR problem is

NP-hard. To do so, we first define the compressed sensing problem.

Problem 2 (Compressed sensing)

Input: A full row rank matrix F ∈ Qm×n, a vector b ∈ Qm.

Question: Find the sparsest solution of Fx = b.

The compressed sensing problem yields the solution to the minimization problem:

min
x

∥x∥0

s.t. Fx = b.

(2.8)

Theorem 2 ( [FTD14]) The SSR problem is NP-hard.

Proof. Given an instance of the compressed sensing problem, we generate an instance of the

SSR problem as follows. Let the system matrix be of the form A = In, and the collective

observation matrix C satisfy ImC = ker F. Let the measurements of the sensors be scalar-

valued, i.e., let Ci be the i-th row of C. Note that based on the above A matrix, the

observability index for each sensor i ∈ {1, . . . , N} is given by τi = 1, and thus Oi = Ci.

Finally, let Y be any solution to the equation FY = b. Since the linear equation FY = b

is underdetermined, finding a solution Y can be done in polynomial time [Lau04]. For each

i ∈ {1, . . . , N}, set Yi to be the i-th row of Y. Thus, given an instance of the compressed

sensing problem, the instance of the SSR problem described above can be constructed in

polynomial time.
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The SSR problem for the constructed instance degenerates to:

min
x,e

∥e∥0

s.t. Cx + e = Y.

(2.9)

We now show these two problems have the same solution. It is simple to see that any

solution (x, e) of Cx+ e = Y provides a solution to Fe = b, since by applying F we obtain:

F(Cx + e) = FY

⇔ Fe = b.
(2.10)

To prove the converse, we show that for every e such that Fe = b, there exists some x

satisfying Cx+e = Y. Recalling that FY = b, we obtain F(Y−e) = 0, i.e., Y−e ∈ ker F.

Since ker F = ImC, there exists an x such that Cx = Y − e, as desired.

Noticing that the equations Fe = b and Cx + e = Y have the same solutions for e, we

conclude that they also have the same sparsest solution. In other words, if there exists an

algorithm A that solves the SSR problem for the specific instance constructed by us, such an

algorithm will also yield a solution to the given instance of the compressed sensing problem.

It then follows that since the compressed sensing problem is NP-hard [Nat95], the secure

state reconstruction problem is also NP-hard.

2.5 System Decomposition

In the previous section, we proved that the SSR problem is in general NP-hard. This means

there does not exist a polynomial-time solution unless P = NP . Despite this fact, we show in

this section how to decompose the SSR problem into smaller instances. In the next section,

we identify which of these smaller instances are NP-hard, and which ones are solvable in

polynomial time.

Lemma 1 Assume the existence of a collection of vector spaces {Xj}j=1,...,r satisfying:
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1. Cn =
⊕

j=1,...,r X
j;

2. A(Xj) ⊆ Xj for j = 1, . . . , r;

3. Oi(Cn) =
⊕

j=1,...,r O
j
i (X

j) for i = 1, . . . , p,

then for any Yi, a solution x of the equation:

Yi = Oix, (2.11)

whenever it exists, can be written as x = x1 + x2 + . . . + xr with xj = πj(x) ∈ Xj given by

the solution of:

Yj
i = Oj

ixj, (2.12)

for Yj
i = πj(Yi) ∈ Oj

i (X
j) and Oj

i = πj ◦ Oi ◦ ıj.

Proof. Let xj be the solution of (2.12) and note that:

Yj
i = Oj

ixj ⇒ ıj(Y
j
i ) = ıj ◦ Oj

i (xj) = Oi ◦ ıj(xj) = Oixj, (2.13)

where the third equality follows from (2.3). By summing over j we obtain:

Yi =
r∑

j=1

ıj(Y
j
i ) =

r∑
j=1

Oixj = Oi

r∑
j=1

xj = Oix. (2.14)

Hence, the solutions to (2.12) provide a solution to (2.11). Consider now (2.11):

Yi =Oix ⇒ πj(Yi) = πj ◦ Oi(x)

⇒Yj
i = Oj

i ◦ πj(x) = Oj
ixj.

(2.15)

where the third equality follows from (2.2). Hence, if x is a solution to (2.11), then xi is a

solution to (2.12).

Intuitively, we treat the state-space Rn as the direct sum of multiple subspaces. If the

images of these subspaces under the linear map Oi are pairwise non-overlapping, we are

able to project the state vector x onto these subspaces, project the measurement Yi onto
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the image under the linear map Oi of these subspaces, and then establish a one-to-one

correspondence between the projected state vector and the projected measurement. This

effectively decomposes the original problem into r sub-problems, each of dimension dim(Xj).

As formalized in the next result, the spaces Xj can always be taken to be the generalized

eigenspaces of A.

Proposition 1 The generalized eigenspaces V 1, . . . , V r of A satisfy properties (1)-(3) in

Lemma 1.

Proof. Properties (1) and (2) in Lemma (1) follow directly from the definition of generalized

eigenspace. To simplify notation, we will drop the sensor index i in this proof.

It also follows from the definition of generalized eigenspace that ∪j=1,...,rV
j spans Cn.

Therefore, the set ∪j=1,...,rO(V j) spans O(Cn). Given this, to conclude property (3) we only

need to show:

O(V j) ∩ O(V k) = {0}, ∀j ̸= k.

Moreover, it suffices to show that for any xj ∈ V j and xk ∈ V k, with j ̸= k, the equality

O(xj + xk) = 0 can only be satisfied if Oxj = 0 = Oxk.

We have the following sequence of equalities that is explained thereafter:

0 = O(xj + xk) (2.16)

= O(A− λkIn)α(λk)(xj + xk) (2.17)

= O(A− λkIn)α(λk)(xj) (2.18)

= Oxj. (2.19)

The second step follows from kerO ⊆ kerO(A − λkIn)α(λk), the third step follows from
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xk ∈ V k = ker(A− λkIn)α(λk), and the fourth from the following sequence of steps:

dim kerO
∣∣
V j ≤ dim kerO(A− λkIn)α(λk)

∣∣
V j (2.20)

= dim ker(A− λkIn)α(λk)
∣∣
V j (2.21)

+ dim kerO
∣∣
(A−λkIn)

α(λk)V j (2.22)

= dim kerO
∣∣
(A−λkIn)

α(λk)V j (2.23)

≤ dim kerO
∣∣
V j . (2.24)

The first step comes from kerO ⊆ kerO(A − λkIn). To show that the second step is true,

we observe that

dim ker MN = dim ker N + dim ker(M
∣∣
N(Cn)

) for any matrices M,N ∈ Cn×n. The third

step comes from the map (A − λjIn)α(λj)
∣∣
V j being injective if j ̸= k, as the generalized

eigenspaces V j and V k intersect only at the origin, and ker(A − λjIn)α(λj) = V j. The

fourth step follows by the A−invariant nature of eigenspace V j. This shows dim kerO
∣∣
V j =

dim kerO(A− λkIn)α(λk)
∣∣
V j which, combined with kerO

∣∣
V j ⊆ kerO(A− λkIn)α(λk)

∣∣
V j , can

only hold when kerO
∣∣
V j = kerO(A− λkIn)α(λk)

∣∣
V j . A symmetric argument can be used to

show that Oxk = 0 and the claim is thus proved.

Combining Lemma (1) and Proposition (1) results in a decomposition of the sensor mea-

surements in (2.7):

Yj
i = Oj

ixj, j = 1, 2, . . . , r, (2.25)

where Yj
i = πj(Yi) is the projection of measurement Yi onto the vector space Oi(V

j),

the linear transformation Oj
i is defined by Oj

i = πj ◦ Oi ◦ ıj, xj is given by xj = πj(x),

πj : Rn → V j is the canonical projection and ıj : V j → Rn is the canonical inclusion.

Theorem 3 A solution x of the SSR problem with inputs A,Ci,Yi is given by x = x1 +

x2 + · · · + xj where xi is the solution to the SSR problem with inputs A(j) = πj ◦ A ◦ ıj,

Cj
i = Ci ◦ ıj, Yj

i .
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Proof. Follows directly from Lemma 1, Proposition 1, and the properties of generalized

eigenspaces.

Theorem (3) lays the theoretical foundation for decomposing the SSR problem with n

states into r sub-problems of the form:

xj[t + 1] = A(j)xj[t],

Yj
i [t] = Oj

ixj[t] + Ej
i [t],

(2.26)

each with α(λ1), α(λ2), . . . , α(λr) states. The attack vector Ej
i is identically zero when sensor

i is not under attack. The state of the original problem can be reconstructed by summing

up the state reconstructions of each sub-problem.

We now illustrate the decomposition of (2.5)-(2.6) into (2.26) through an example. The

matrix A is the same as the matrix F defined in (2.4) and the matrices Ci are given by:

C1 =
[
3 2 0 2

]
, C2 =

[
2 3 1 −1

]
,

C3 =
[
2 2 0 0

]
, C4 =

[
2 3 −1 0

]
.

As we discussed below (2.4), the generalized eigenspaces of A are V 1 = Im(M1), V
2 =

Im(M2), and V 3 = Im(M3) corresponding to eigenvalues 1, 2, and 3 respectively, where

Mj are defined in (2.1) for j = 1, 2, 3. Also, recall that the projections π1, π2, and π3 are

Pj = Mj(M
T
j Mj)

−1MT
j for j = 1, 2, 3. By definition, we have x1 = P1x, x2 = P2x,

x3 = P3x, and A(1) = P1A|V 1 , A(2) = P2A|V 2 , A(3) = P3A|V 3 . Hence the decomposition

of x[t + 1] = Ax[t] is given by:

Pjx[t + 1] = (PjA|V j)(Pjx[t]), j = 1, 2, 3.

We now illustrate how to decompose the measurement equation Y1[t] = O1x[t] + E1[t]
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for sensor 1. The observability matrix O1 of sensor 1 is given by:

O1 =


3 2 0 2

4 3 −1 4

6 5 −3 10

10 9 −7 28

 .

We first compute the projections π̃1
1, π̃

2
1 and π̃3

1 that map O1(R4) to O1(V
1),O1(V

2), and

O1(V
3), respectively. To do this, we define the matrices:

M̃1 =


1

1

1

1

 , M̃2 =


1

2

4

8

 , and M̃3 =


1

3

9

27

 ,

which satisfy O1(V
1) = Im(M̃1), O1(V

2) = Im(M̃2), and O1(V
3) = Im(M̃3). We also remark

that the collection {O1(V
1),O1(V

2),O1(V
3)} is an internal direct sum of the vector space

O1(R4). Therefore, by defining M̃ =
[
M̃1 M̃2 M̃3

]
and Ũ1 =

[
1 0 0

]
, Ũ2 =

[
0 1 0

]
,

Ũ3 =
[
0 0 1

]
, each projection π̃i

1 can be represented by the projection matrix:

P̃i
1 = M̃iŨi(M̃

TM̃)−1M̃T , i = 1, 2, 3.

By definition, Yj
1 = P̃j

1Y1, E
j
1 = P̃j

1E1 and Oj
1 = P̃j

1O1|V j for j = 1, 2, 3. In summary, the

decomposition of measurement Y1[t] = O1x[t] + E1[t] is given by:

P̃j
1Y1[t] = (P̃j

1O1|V j)(Pj
1x[t]) + P̃j

1E1[t], j = 1, 2, 3.

2.6 Classes of SSR Problems Solvable in Polynomial Time

While in the previous section we established that the SSR problem is NP-hard, in this

section we leverage the results in Section 2.5 to answer a simple but important question:

when can we solve the SSR problem in polynomial time? Our answer relies heavily on the
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system decomposition technique introduced in Section 2.5. The first result establishes that

the decomposition can be done in polynomial time.

Proposition 2 The computational complexity of decomposing the system (2.5)-(2.6) into

sub-systems (2.26) is within O(pn3).

Proof. To prove this result, we list all the steps involved in the decomposition from (2.5)-(2.6)

to (2.26) and list the computational complexity of each step.

Offline preparation 1: compute the observability matrix of each sensor Oi. The com-

putational complexity of this step is O(pn2).

Offline preparation 2: find the eigenvalues of the matrix A as well as its generalized

eigenspaces V j. This can be done by finding the Jordan form of A. The computational

complexity of this step is O(n3).

Offline preparation 3: determine the image of each generalized eigenspace V j under

the observability matrix Oi, i.e., Oi(V
j). In this step, we perform p times two n× n matrix

multiplications and thus the complexity of this step is O(pn3).

Offline preparation 4: find the projection matrix for each generalized eigenspace and

each sensor. The computational complexity of this step is O(pn3).

Online task: at each time instance, project the measurements Yi[t] of each sensor i

onto each generalized eigenspace. In this step, for each sensor we multiply a n × n matrix

by a n× 1 vector r times. This requires O(pn2r) time.

We thus conclude that we can decompose the system (2.5)-(2.6) into sub-systems (2.26)

within O(pn3) and finish the proof.

Before giving an answer to the question we stated at the beginning of this section, we

relate the sparse observability index defined for the system (2.5)-(2.6) and the sparse ob-

servability index for each subsystem (2.26) with j ranging from 1 to r in the following two

results. Note that, since the state space of (2.26) is V j, sparse observability is characterized
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by the injectivity of Oj
i |V j whereas eigenvalue observability is characterized by injectivity of

the linear map

A(j) − λjI
(j)
n

Cj
i

, where we define I
(j)
n = πj ◦In ◦ ıj. We now have the following

results.

Theorem 4 The system (2.5)-(2.6) is k-sparse observable if and only if for each j ∈ {1, 2, . . . , r},

the system (2.26) is k-sparse observable.

Proof. This result can be easily established by observing that ker Oi = ⊕r
j=1ker Oj

i holds

for any sensor i. We omit the proof here in the interest of space.

Similarly, to relate the eigenvalue observability index defined for the overall system and

the eigenvalue observability index for each subsystem, we have the following result.

Theorem 5 The system (2.5)-(2.6) is k-eigenvalue observable if and only if for each j ∈

{1, 2, . . . , r}, the system (2.26) is k-eigenvalue observable.

Proof. By the definition of eigenvalue observability, it suffices to show the matrix

A− λjIn

Ci


has full column rank if and only if each matrix

A(j) − λjI
(j)
n

Cj
i

 defines an injective map with

domain V j, for j ranging from 1 to r.

Consider the map F : V → V ×Rpi defined by the matrix

A− λjIn

Ci

 and note that F

being injective is equivalent to kerF = {0}. Note also that the result immediately follows

if we establish that kerF ⊆ V j. This can be seen by noting that Fx = 0 for x ∈ Rn

degenerates to Fx = 0 for x ∈ V j and (given x = ıjx) can be written as Fıjx = 0:A ◦ ıj − λjıj

Ci ◦ ıj

x = 0. (2.27)

24



Moreover, since (A−λjIn)(V j) ⊆ V j we have the equality πj(A−λjIn)ıjx = (A−λjIn)ıjx.

Therefore, (2.27) degenerates into:πj ◦A ◦ ıj − λjπj ◦ ıj

Ci ◦ ıj

x =

A(j) − λjI
(j)
n

Cj
i

x = 0. (2.28)

Therefore, we proceed by showing that kerF ⊆ V j. The equality Fx = 0 implies (A −

λjIn)x = 0. If we write x as xj + xj with xj = πj(x) and xj =
∑r

k=1,k ̸=j πk(x) we have

(A−λjIn)(xj +xj) = 0. We now make two observations. The first is that (A−λjIn)xj = 0

implies xj = 0 since xj ̸= 0 would imply that xj ∈ V j, by definition of V j. The second

observation is that (A−λjIn)(V ℓ) ⊆ V ℓ, for ℓ ∈ {1, . . . , r}, implies that (A−λjIn)(xj+xj) =

0 iff (A − λjIn)xj = 0 and (A − λjIn)xj = 0. Together with the first observation we have

xj = 0 which implies that x ∈ V j and concludes the proof.

Based on the above decomposition and the assumption that at most s sensors are at-

tacked, we partition the set of eigenvalues {λ1, λ2, . . . , λr} as follows:

• We define J1 ⊆ {λ1, λ2, . . . , λr} to be the set of eigenvalues whose corresponding

subsystems (2.26) are not 2s-sparse observable.

• We define J2 ⊆ {λ1, λ2, . . . , λr} \ J1 to be the set of eigenvalues whose corresponding

subsystems (2.26) are 2s-eigenvalue observable.

• We define J3 = {λ1, λ2, . . . , λr} \ {J1 ∪ J2} to be the set of eigenvalues whose corre-

sponding subsystems (2.26) are 2s-sparse observable but not 2s−eigenvalue observable.

2.6.1 Impossibility of Reconstructing Substates Corresponding to Eigenvalues

in the Set J1

It is established in Section (2.3) that the SSR problem does not admit a unique solution

if it is not 2s−sparse observable. Therefore, it is impossible to reconstruct the substates

corresponding to eigenvalues in J1. Furthermore, by Theorem (4) if J1 is not empty, the
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overall system defined in (2.5)-(2.6) is not 2s−sparse observable, which in turn means the

solution is not unique.

2.6.2 Reconstructing the Substates Corresponding to Eigenvalues in the Set J2

We learned from Theorem (5) that if λj is observable w.r.t. sensor i, then after decomposing

the system, λj is also observable w.r.t. to sensor i in the j-th sub-system corresponding to

this sensor. By the Popov-Belevitch-Hautus (PBH) test, the j-th sub-system (A(j),Cj
i ) is

observable, which shows that xj can be reconstructed using only measurements from sensor

i.

We now explain how to reconstruct the substates corresponding to eigenvalues in J2

based on majority voting. Consider any eigenvalue λj ∈ J2. Let Sλj
represent the set of

sensors w.r.t. which λj is observable. The result of the PBH test implies that xj can be

recovered using the measurements of each of the sensors in the set Sλj
. We denote by x

(l)
j

the lth component of xj. Based on the definition of the set J2, we have |Sλj
| ≥ (2s + 1).

Consequently, since at most s sensors have been compromised, we are guaranteed at least

s + 1 consistent copies of the state x
(l)
j . Thus, each component of the vector x

(l)
j can be

recovered via majority voting and therefore all the substates corresponding to eigenvalues in

J2 can be reconstructed in polynomial time.

2.6.3 Computational Complexity of Reconstructing Substates Corresponding

to Eigenvalues in the Set J3

The NP-hardness of solving the SSR problem has been established in Section 2.4. In this

subsection, we argue that with the prescribed decomposition technique, the computational

complexity of solving the SSR problem for substates corresponding to eigenvalues in J3 could

be reduced whenever we only need to reconstruct substates whose dimension is smaller than

n. Assuming s is the upper bound of the number of attacked sensors, we have the following
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theorem.

Theorem 6 By applying the decomposition (2.26), the SSR problem can be solved in time∑
λj∈J3

C(p, nj) + O(pn3) if the system (2.5)-(2.6) is 2s−sparse observable, where C(p, n) is

the time complexity of solving an instance of the SSR problem with n states and p sensors

whose corresponding system is 2s−sparse observable.

Before providing a proof we first discuss how this result may reduce the computational

complexity of solving the SSR problem. For a large-scale CPS, it’s not uncommon for the

number of sensors to greatly exceed the number of states, i.e., p ≫ n. We note that the

computational complexity of brute force search grows exponentially with p. Also, the com-

putational complexity of some brute force search algorithms (such as [CWH15]) to determine

whether a set of sensors is attacked is at least O(n2) . In other words, for such algorithms

C(p, n) ≥ O(p2n2). By assuming p ≫ n we make the following observations:

1. O(p2n2) ≥
∑r

j=1O(p2n2
j), and equality holds only when r = 1.

2. O(pn3) ≪
∑r

j=1O(p2n2
j).

The first observation shows that the computation required to solve all the sub-problems

is smaller than what is required to solve the original problem. The second observation

shows that, compared with the computational complexity of solving the SSR problem, the

computation required for decomposition of the original system is negligible. These two

facts indicate that by decomposing the SSR problem into simpler instances, we reduce the

computational complexity of solving the SSR problem.

Proof of Theorem 6: We already established that reconstructing the state of each decomposed

system is also an SSR problem and the solution x of the original problem is obtained by

summing over all the projections, i.e., x = x1 + x2 + · · · + xr. Therefore any algorithm

that solves the SSR problem can be applied to solve each subproblem, i.e., we may solve
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each subproblem corresponding to λj ∈ J3 within time complexity C(p, nj) since there are p

sensors and nj states. By the assumption that the system (2.5)-(2.6) is 2s−sparse observable

as well as Theorem (4), all sub-systems are 2s−sparse observable and hence J1 = {ϕ}, and

for each subproblem corresponding to λj ∈ J2 the time complexity of the majority voting

algorithm is within O(pn2). In summary, the total computational complexity is:

∑
λj∈J2

O(pn2
j) +

∑
λj∈J3

C(p, nj) + O(pn3) (2.29)

=
∑
λj∈J3

C(p, nj) + O(pn3), (2.30)

which finishes the proof.

Remark 1 The actual complexity might be even smaller than
∑

λj∈J3
C(p, nj) + O(pn3).

This can be seen by noting that we solve each smaller SSR problem sequentially, and thus

we can remove measurements from sensors that have been identified as being attacked when

solving subsequent problems.

To conclude, we have the following result which answers the question at the beginning of

this section by pointing out when the SSR problem can be solved in polynomial time, which

actually is a corollary of Theorem (6).

Corollary 1 Consider the system (2.5)-(2.6), and suppose at most s sensors are attacked.

Let the eigenvalue observability index of system (2.5)-(2.6) be at least 2s. Then, the SSR

problem can be solved in polynomial time.

Remark 2 Another understanding of this classification of eigenvalues into J1, J2, and J3

is provided by the vulnerability of the corresponding substates. Substates in J1 are the most

vulnerable to attack since the defender may not even be able to identify the attacked set

of sensors. Substates in J2 are robust against attacks since attacked sensors can be easily
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determined. For substates J3, the defender is able to identify the attacked sensors, but this

task requires a substantially higher computational effort.

In other words, in the view of the adversary, a wise attacking strategy is to attack the

substates corresponding to eigenvalues in J1, and it should avoid attacking states in J2 since

majority voting will allow the defender to easily identify the compromised sensors.

2.6.4 Example - Continued

In this subsection we continue the example in Section 2.2 and Section 2.5 and show how to

classify each subsystem under the assumption that the adversary can attack at most s = 1

sensor. We recall that V 1, V 2, V 3 are the eigenspaces corresponding to eigenvalues 1, 2, and

3, respectively. Also, after decomposition, we have A(j) = PjA|V j as well as Oj
i = P̃j

iOi|V j

for i = 1, 2, 3, 4 and j = 1, 2, 3.

We first claim that λ3 = 3 belongs to J1. To see why this is true, we remove 2s = 2

sensors, sensor 1 and sensor 4, and explicitly compute O3
2 and O3

3. We have:

O2 =


2 3 1 −1

3 4 0 −1

5 6 −2 −1

9 10 −6 −1

 ,O3 =


2 2 0 0

3 3 −1 0

5 5 −3 −0

9 9 −7 0

 ,

and O2(V
3) = O3(V

3) = {0} which yields (P̃3
2O2)x

′
3 = 0 and (P̃3

3O3)x
′′
3 = 0 for any x′

3 and

x′′
3 in V 3. Therefore, we have O3

2 = O3
3 = 0. By the definition of sparse observability, we have

ker O3
{2,3} = V 3 and hence the subsystems corresponding to eigenvalue 3 are not 2s−sparse

observable. Also, a similar analysis reveals that subsystems corresponding to eigenvalues λ1

and λ2 are both 2s−sparse observable, hence 1 /∈ J1 and 2 /∈ J1.

Next we argue that λ2 = 2 belongs to J2. To see why this is true, we first recall that
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A(2) = P2A|V 2 , I
(2)
4 = I4|V 2 , C2

i = Ci|V 2 , and then check that for sensor 1, the matrix:

A(2) − 2I
(2)
4

C2
1

 =



−2 0 0 0

1 −1 −1 0

−1 −1 −1 0

0 0 0 −2

3 2 0 2



∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V 2

,

defines an injective map. We also run the same check on sensor 2, 3, and 4 to conclude

that eigenvalue λ2 is observable by all 4 sensors. Hence the subsystems corresponding to λ2

are 2s−eigenvalue observable. Proceeding in the same fashion we conclude that subsystems

corresponding to eigenvalue λ1 are not 2s−eigenvalue observable. Therefore, the eigenvalue

λ1 = 1 belongs to J3.

In summary, the substates in V 3 cannot be securely reconstructed, the substates in V 1

can be securely reconstructed in the presence of at most 1 attacked sensor, and the substates

in V 2 can be securely reconstructed and the reconstruction can be done efficiently.

2.7 Complexity of Checking Sparse Observability

In the previous two sections, we studied the complexity of the SSR problem, and in particular,

identified instances of the problem that can be solved in polynomial time. Recall that under

at most s sensor attacks on the system (2.5)-(2.6), 2s-sparse observability is necessary and

sufficient for the SSR problem to yield a unique solution, namely the true initial state vector

x[0]. Given this result, we now take a step back and ask: what is the complexity of deciding

whether a given system is 2s-sparse observable? This question is highly relevant since it aims

to identify the maximum number of sensor attacks that can be tolerated by a given system

of the form (2.5)-(2.6). In what follows, we show that determining the sparse-observability

index (see Definition 1) of a system is computationally hard; we will focus on the case of

scalar-valued sensors throughout, as it suffices to establish the computational complexity of
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the problem.

Problem 3 (r-sparse observability)

Input: A matrix A ∈ Qn×n, a matrix C ∈ Qp×n and a positive integer r.

Question: Is the pair (A,C) r-sparse observable?

Note that if the answer to an instance of the r-sparse observability problem is “no”, then

there is a simple proof: one can provide a set of r rows of C that, if removed, result in a

system that is no longer observable. However, it is not clear whether there is a similarly

simple proof for “yes” instances. Thus, the r-sparse observability problem is in the class

coNP.1

The complement of a decision problem is the problem obtained by switching the “yes”

and “no” answers to all instances of that problem. If a problem is in the class coNP, then

its complement is in the class NP, and vice versa.

We will show that the r-sparse observability problem is coNP-hard by showing that its

complement is NP-hard. Specifically, we define the following complement problem to r-sparse

observability.

Problem 4 (r-sparse unobservability)

Input: A matrix A ∈ Qn×n, a matrix C ∈ Qp×n and a positive integer r.

Question: Is there a set of r rows that can be removed from C in order to yield a matrix

C̄ such that (A, C̄) is unobservable?

Note that the answer to an instance of r-sparse unobservability is “yes” if and only if

the answer to the corresponding instance of r-sparse observability is “no” and vice versa.

Further note that r-sparse unobservability is in the class NP.

1See, e.g., [CLR09] for additional details on the complexity classes NP and coNP.
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We show that r-sparse unobservability is NP-complete by providing a reduction from

the following Linear Degeneracy problem. This problem was shown to be NP-complete

in [Kha95].

Problem 5 (Linear Degeneracy [Kha95])

Input: A full column rank matrix F ∈ Qp×n.

Question: Does F contain a degenerate (i.e., noninvertible) n× n submatrix?

In other words, the linear degeneracy problem asks whether it is possible to remove p−n

rows from matrix F so that the resulting (square) matrix is not full rank. We are now ready

to prove the following result.

Theorem 7 ( [MMS19]) The r-sparse unobservability problem is NP-complete. Thus, the

r-sparse observability problem is coNP-complete.

Proof. Given an instance of the linear degeneracy problem (with matrix F ∈ Qp×n), we

construct an instance of the r-sparse unobservability problem as follows: set A = In, C = F,

and r = p− n.

We now show that the answer to the constructed instance of r-sparse unobservability is

“yes” if and only if the answer to the given instance of linear degeneracy is “yes”.

First, suppose that the answer to the constructed instance of r-sparse unobservability is

“yes.” Then there exists a set of r rows of C that can be removed such that the remaining

rows are not sufficient to yield observability. However, since A = In, the above implies that

there is a set of r rows of C that can be removed such that the remaining rows are not full

column rank. Since C = F and r = p− n, this means that there is an n× n submatrix of F

that loses rank, and thus the answer to the linear degeneracy problem is “yes.”

Next, we show that if the answer to the given instance of linear degeneracy is “yes,”

then the answer to the constructed instance of r-sparse unobservability is “yes.” We will
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do this by showing the contrapositive: if the answer to the constructed instance of r-sparse

unobservability is “no”, then the answer to the given instance of linear degeneracy is “no.”

Suppose the answer to the constructed instance of r-sparse unobservability is “no.” Then,

by definition, the pair (A,C) is observable even after removing any arbitrary r rows from

C. However, since A = In, in order for the system to remain observable after removing

r rows from C, it must be the case that the remaining rows of C have full column rank.

Thus, if the answer to the constructed instance of r-sparse unobserability is “no”, then C

has full column rank after removing any arbitrary r = p − n rows. This means that every

n× n submatrix of C is invertible. Since C = F, the answer to the given instance of linear

degeneracy is “no” (i.e., there is no n× n submatrix of F that is degenerate).

Thus, we have shown that the answer to the constructed instance of r-sparse unobserv-

ability is “yes” if and only if the answer to the given instance of linear degeneracy is “yes”.

Since linear degeneracy is NP-complete, so is r-sparse unobservability.

Finally, since r-sparse observability is the complement of r-sparse unobservability, we

have that r-sparse observability is coNP-complete.

Remark 3 In [MS19], certain necessary conditions were presented for estimating the state of

a plant despite attacks in a distributed setting, i.e., where measurements of the plant are dis-

persed over a network of sensors. Specifically, these conditions impose certain requirements

on the observation model (in addition to requirements on the communication structure), the

complexity of checking which was left open. Interestingly, Theorem 7 resolves this question,

and establishes that checking the necessary conditions in [MS19] is computationally hard;

since the focus of our chapter is on centralized systems, we do not present details of this

result here.
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2s-sparse ob-

servability

2s-eigenvalue

observability

gA(λ) = 1,∀λ ∈ sp(A)

Figure 2.1: Figure illustrating the hierarchy of relationships between different notions of

observability.

2.8 Connections Between Sparse Observability and Eigenvalue Ob-

servability

In Sections 2.4 and 2.7, we showed that the SSR problem and the problem of determining

the sparse observability index of a system are each computationally hard. At the same time,

Section 2.6 gave us the positive result that certain instances of the SSR problem can be

efficiently solved. In line with this finding, we are now motivated to ask: Can the sparse ob-

servability index of a system be computed in polynomial time for certain specific instances?

In this section, we show that this is indeed the case by identifying instances of the problem

where the notions of sparse observability and eigenvalue observability coincide. Given that

the eigenvalue observability index of a system can always be computed in polynomial time

based on simple rank tests, an equivalence between the two notions of observability immedi-

ately yields instances of the problem where the sparse observability index of the system can

also be computed in polynomial time. With this in mind, in this section we will prove each

of the implications indicated in Figure 2.1. We begin with the following simple result.

Proposition 3 ( [MMS19]) Consider the linear system (2.5)-(2.6), and suppose its eigen-

value observability index is 2s. Then, the pair (A,C) is at least 2s-sparse observable.

Proof. Consider any subset of sensors F ⊂ V , such that |F| ≤ 2s. To establish that the pair

(A,C) is at least 2s-sparse observable, we need to show that the pair (A,CV\F) is observable.
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Based on the PBH test, this amounts to checking that each eigenvalue λ ∈ sp(A) is observable

w.r.t. the observation matrix CV\F . Let Sλ represent the set of sensors w.r.t. which λ is

observable. A sufficient condition for this to happen is |(V \ F) ∩ Sλ| ≥ 1, which is indeed

true given that an eigenvalue observability index of 2s implies |Sλ| ≥ (2f + 1),∀λ ∈ sp(A),

and the fact that |F| ≤ 2s.

To see that the reverse implication does not hold in general, consider the following ex-

ample.

Example 1 Consider an LTI system of the form (2.5)-(2.6) monitored by 6 sensors, with

parameters as follows:

A =

λ 0

0 λ

 ,Ci =



[
1 0

]
, if i ∈ {1, 2, 3},

[
0 1

]
, if i ∈ {4, 5, 6}.

(2.31)

Here λ ∈ R, |λ| ≥ 1. Suppose s = 1. Then, the removal of at most 2 sensors will ensure that

at least one sensor from each of the sets {1, 2, 3} and {4, 5, 6} remains unattacked; given the

measurement model in (2.31), this is sufficient to preserve observability w.r.t. the remaining

sensors. In other words, the system is 2-sparse observable. However, it is easy to verify that

the eigenvalue λ is not observable w.r.t. any sensor.

In view of Proposition 3 and Example 1, we conclude that 2s-sparse observability of

a system is in general less restrictive than the condition that the eigenvalue observability

index of the system is 2s. In what follows, we establish that the two aforementioned notions

coincide when additional structure is imposed on the spectrum of A.

Proposition 4 ( [MMS19]) Consider the linear system model given by (2.5)-(2.6), and

suppose λ ∈ sp(A) has geometric multiplicity 1. Consider any non-empty subset of sensors
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S = {i1, i2, . . . , i|S|} ⊆ V. Then, the eigenvalue λ is observable w.r.t. the pair (A,CS) if

and only if there exists a sensor ip ∈ S such that λ is observable w.r.t. sensor ip, i.e., λ is

observable w.r.t. the pair (A,Cip).

Proof. Consider a similarity transformation that maps A to its Jordan canonical form J. Let

this transformation map CS to C̄S , and Cij to C̄ij , for each ij ∈ S. Since λ has geometric

multiplicity 1, there exists a single Jordan block corresponding to λ in J. Let this Jordan

block be denoted Jλ. Without loss of generality, suppose J is of the following form:

J =

Jλ 0

0 J̄

 , (2.32)

where J̄ is the collection of the Jordan blocks corresponding to eigenvalues in sp(A)\{λ}.

Based on the PBH test, λ is observable w.r.t. the pair (J, C̄S) if and only if the following

condition holds:

rank

J− λIn

C̄S

 = n. (2.33)

Given the structure of J in (2.32), and the fact that λ has geometric multiplicity 1, it is

easy to see that (2.33) holds if and only if there is at least one non-zero entry in the first

column of C̄S . However, the preceding condition holds if and only if there exists some sensor

ip ∈ S with at least one non-zero entry in the first column of C̄ip ; the latter is precisely the

condition for observability of λ w.r.t. the sensor ip, given that gA(λ) = 1. To complete the

proof, it suffices to notice that a similarity transformation preserves the observability of an

eigenvalue.

We now make use of the previous result to establish an equivalence between sparse

observability and eigenvalue observability.

Proposition 5 Consider the linear system model (2.5)-(2.6), and suppose every eigenvalue

of A has geometric multiplicity 1. Then, the pair (A,C) is 2s-sparse observable if and only

if the eigenvalue observability of the system is 2s.
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Proof. For necessity, we proceed via contradiction. Suppose the pair (A,C) is 2s-sparse

observable, but there exists some λ ∈ sp(A) that is observable w.r.t. at most 2s distinct

sensors. Recall that the set of sensors w.r.t. which λ is observable is denoted Sλ. Based on

our hypothesis, |Sλ| ≤ 2s. Suppose |Sλ| = 2s (since an identical argument can be sketched

when |Sλ| < 2s). Since (A,C) is 2s-sparse observable, the pair (A,CV\Sλ
) is observable.

However, based on Proposition 4, this requires λ to be observable w.r.t. at least one sensor

in V \ Sλ, leading to the desired contradiction. This completes the proof of necessity. For

sufficiency, note from Proposition 3 that the pair (A,C) is at least 2s-sparse observable

whenever its eigenvalue observability index is 2s; the fact that the observability index is

no more than 2s follows from the additional assumption on the geometric multiplicity of

eigenvalues, and arguments similar to those used for establishing necessity.

It directly follows from the definition of eigenvalue observability that the eigenvalue

observability index of a system can be computed in polynomial time. Hence, we have the

following corollaries of Proposition 5.

Corollary 2 When all the eigenvalues of the matrix A have geometric multiplicity 1, the

sparse observability index of the system can be computed in polynomial time.

Corollary 3 For a 2s-sparse observable system (2.5)-(2.6), when all the eigenvalues of the

matrix A have geometric multiplicity 1, the SSR problem can be solved in polynomial time.

Proof. It is shown in Proposition 5 that under the unitary geometric multiplicity assumption,

a 2s-sparse observable system is also 2s-eigenvalue observable. Thus, such a system satisfies

the hypotheses in the statement of Theorem 1, and we immediately obtain the existence of

a polynomial-time solution for the SSR problem.
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2.9 Conclusion

In this chapter, we showed that when the eigenvalues of the system matrix A have uni-

tary geometric multiplicity, the SSR problem is tractable since both checking the sparse

observability (see Corollary 2) as well as solving the SSR problem (see Theorem 1) can be

performed in polynomial time. When at least one of the eigenvalues has geometric multi-

plicity greater than one, we can still compute the eigenvalue observability index and, if it

is at least 2s, solve the SSR problem in polynomial time if at most s sensors are attacked.

However, in this case, eigenvalue observability is no longer necessary for the SSR problem to

be solvable. Since even checking sparse observability is coNP-complete, we conjecture that

the SSR problem may be intractable in this case. The authors are currently investigating

this conjecture. However, even in this case, the computational complexity of solving the SSR

problem can be reduced, when the system matrix A has at least 2 distinct eigenvalues.
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CHAPTER 3

Secure State-Reconstruction Over Networks

Subject to Attacks

3.1 Introduction

This chapter is concerned with the problem of reconstructing the state of a linear time-

invariant system from measurements that have been corrupted by an adversary. Several

examples of such attacks have been reported in the literature [DDZ15,DP17]. Moreover, the

increasingly distributed and interconnected nature of Cyber-Physical Systems, including IoT

devices, creates new opportunities for such attacks [CAS08,WOM19]. Hence the security of

CPSs is a problem of vital importance [GUC18].

The problem studied in this chapter, state reconstruction despite attacks on the informa-

tion to be processed, is termed the Secure State-Reconstruction problem [MMS19], which we

will discuss in more detail in Section 3.2.5. Most literature on the SSR problem has focused

on determining necessary and sufficient conditions on the number of attacked sensors for solv-

ability [PDB13,BPG17], on efficient algorithms [FTD14,YFF16,ST15,SNS18,TDJ14,AY18,

MG16,AY17], and more recently on the algorithmic complexity of this problem [MMS19].

Although none of the above chapters considers networks, it is known that communication

channels in CPS are vulnerable to certain types of attacks [WOM19]. A related line of work,

[MS19], [MRB19], considers the problem of distributed estimation with sensor measurements

subject to attacks and, in particular, [MS19] presents necessary conditions for this problem to

be solvable. We note that the SSR problem becomes much more intricate when the adversary
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attacks not only the sensors but also the network that transports the sensor measurements

to the location where they are processed. In this chapter we go beyond the results proposed

in [MS19] by providing necessary and sufficient conditions for the SSR problem to be solved

in the more general setting where both sensors and the communication network are under

attack. A different line of work addresses the resiliency of communication networks while

being agnostic to what the transmitted data will be used for, the most prominent line of

work is secure network coding [YC06] where the amount of secure information rate can be

expressed in term of min-cut values. For example, [CFP15] develops achievability protocols

and outer bounds for the secure network coding problem where the edges are subject to

packet erasures, and [LDJ18] explores the capacity region of a quadratically constrained

channel corrupted by a causal adversary. Another example comes from the use of error-

correction coding techniques, see [KK08,EV08], which can be used to detect attacked links

and even recover information from partially corrupted messages.

In contrast with the previously cited literature that mostly focused on attacks only on

sensors or attacks only on network links and nodes, in this chapter we consider the scenario

where sensor measurements are subject to attacks and transported to a receiver location by

a network whose nodes and links are also subject to attacks. In this context we ask: how

many sensors, network links, and network nodes can be attacked while ensuring solvability

of the SSR problem? We give a complete solution to this question by providing necessary

and sufficient conditions for solvability of the SSR problem.

The rest of the chapter is organized as follows. In Section 3.2, we introduce the system

model, the network model and give a formal definition of the SSR problem. As our main

result, we introduce necessary and sufficient conditions for the SSR problem to be solvable

in Section 3.3. The sufficiency of these conditions is proved in Section 3.4, by designing

a coding algorithm, whereas necessity is proved in Section 3.5 by proposing an attacking

strategy for the adversary/attacker.
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3.2 Problem Setting

3.2.1 System Model

Consider a linear time-invariant dynamical system:

x[k + 1] = Ax[k], (3.1)

where k ∈ N is the time index, x[k] ∈ Rn is the state vector and A ∈ Rn×n is the system

matrix. The system is monitored by a set P of p sensors {w1, w2, . . . , wp}, and the ith sensor

wi measures the state according to:

yi[k] = Cix[k], i = 1, 2, . . . , p, (3.2)

where yi[k] ∈ Rνi and Ci ∈ Rνi×n. In the context of this chapter, the specific values of the

observability indices do not play a role, hence we assume n to be the observability index

for all (A,Ci) without loss of generality. By collecting n measurements, we can write the

observations from the ith sensor as follows:

Yi[k] = Oix[k], (3.3)

where Yi[k] =
[
yTi [k]|yTi [k + 1]| . . . |yTi [k + n− 1]

]T
and Oi is the observability matrix of

sensor i, which is defined by Oi =
[
CT

i |(CiA)T | . . . |(CiA
n−1)T )

]T
.

3.2.2 Network model

As shown in Fig. (1), sensing nodes, i.e., network nodes equipped with sensors, transmit

their measurements via a synchronous relay network to the receiver. We model the relay

network, together with the sensing nodes, by a directed graph G = (P∪V,E), where P and V

represent the set of sensing nodes and relay nodes (nodes in the relay network) respectively,

and (i, j) ∈ E represents the direct communication link from i ∈ P ∪ V to j ∈ P ∪ V . Note

that a node can both be a sensing node and a relay node, i.e., it is possible that P ∩V ̸= ∅.

We assume the following properties about the network.
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Sensing nodes

Receiver

Relay network

w1 w2 w3 w4 w5

Figure 3.1: Measurements are transmitted to the receiver via a relay network.

1. The pair (A,CP ) is observable1.

2. Each node has a unique identifier, and knows the identity of the in-neighbor from which

it receives a message.

3. Each communication link has infinite capacity, i.e., we assume that real numbers can be

transmitted through a link. Moreover, an attack-free link reliably transmits messages,

i.e., messages are not lost, delayed, neither corrupted.

4. The set of attacked links and nodes does not change over time.

5. The network operates synchronously. In other words, all the nodes receive, compute,

and transmit messages in a synchronized manner and this process takes exactly one

time step.

Among all these assumptions, the system observability (assumption (1)) and stability of

the attack (assumption (4)) are standard in SSR problem formulations, see [CWH15,ST15,

PDB13]. The unique identifier and local knowledge of the network (assumption (2)) are

also widely used, see, e.g, [MS19,SV16]. Moreover, the synchronous communication network

model (assumption (5)) is widely accepted, see [FS07]. Although we make assumption (3)

1Recall that CP is the matrix obtained from C =
[
CT

1 |CT
2 | . . . |CT

p

]T
by removing all the rows whose

indices are not in P .
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to avoid working over finite fields, we note that our impossibility results for networks with

infinite capacity directly carry over to networks with finite capacity. Also note that the

network can be either wired, in which case nodes can send different messages to different

out-neighbors at the same time instant; or wireless, where all out-neighbors of a node receive

the same message from this node at the same time. More detailed network models, including

asynchrony and links with capacities, make the problem more challenging and are left to

future work.

3.2.3 Adversary Model

We consider that a subset M1 ⊆ E of links and a subset M2 ⊆ (P ∪V ) of nodes is subject to

active attacks. We assume the adversary is omniscient, i.e., it is aware of the system state,

the measurements of all sensing nodes, the network topology, etc. In terms of capability, an

attacked link is allowed to arbitrarily alter messages passing through it, including erasing,

dropping or delaying the messages, and an attacked node may arbitrarily deviate from any

prescribed rules and thus send any message to its out-neighbors. Attacked nodes are also

allowed to send different messages to different out-neighbors at the same time instant under

the wired network assumption. Moreover, attacked links and nodes are allowed to work

cooperatively. The only assumption we make is that the power of the adversary is limited,

i.e., the number of attacked links and nodes is upper bounded by f1 and f2. In other words,

the following inequalities hold |M1| ≤ f1 and |M2| ≤ f2. Note that f1 and f2 are known to

the receiver.

3.2.4 Definitions

Intuitively, in order for the receiver to reconstruct the state despite the existence of attacked

nodes and links, the network must possess 2 kinds of redundancies: measurement redundancy

and transmission redundancies, which can be formulated through the notions of critical set
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(first introduced in [MS19]) and mix cut with respect to (w.r.t.) a critical set.

Definition 3 (Critical set) A set S ⊆ P is said to be a critical set if the pair (A,CP\S) is

not observable.

Definition 4 (Mix cut with respect to a critical set) Consider a critical set S. A set

HS ⊆ (P ∪V ∪E) is called a mix cut w.r.t. S if removal of HS ∩ (V ∪E) from G disconnects

the receiver and HS ∩ P . We denote by L(HS) = |HS ∩ E| the number of links in the mix

cut and N(HS) = |HS ∩ (P ∪ V )| the number of nodes in the mix cut.

3.2.5 The Secure State-Reconstruction Problem

We now formally define the secure state-reconstruction problem studied in this chapter.

Problem 6 (Secure state-reconstruction problem)

Input: a linear system, defined by (3.1) and (3.2), and satisfying assumption 1, a network

satisfying assumptions 2, 3, and 4, the numbers f1 of attacked links and f2 of attacked nodes.

Question: Is it possible for the receiver to reconstruct the initial value x[0] of the state of

the linear system, provided as input, from received messages, knowing that at most f1 links

and f2 nodes in the network are subject to the actions of an attacker respecting assumption 5?

Note that in our problem setting, the receiver has no knowledge about the network

topology. Although the formal statement of the SSR problem only requires the initial value

x[0] of the state to be reconstructed, all the results in this chapter can be suitably extended

to the reconstruction of the value x[t] of the state at any time t ∈ R+
0 .

3.3 Main Result

We present the main contribution of this chapter in the next result. Note that it can be

conveniently extended to the case of multiple receivers (i.e., MIMO) who want to reconstruct
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the same initial value x[0] of the state.

Theorem 8 The SSR problem is solvable if and only if for every critical set S and every

mix cut HS w.r.t S, the following bounds are satisfied:

L(HS) > 2f1 or N(HS) > 2f2.

Theorem (8) allows us to recover several results in the literature. To do so, however, we

need to introduce the notion of minimum cut.

Definition 5 (Minimum cut) A cut between a critical set S and the receiver is a set of

links by removing which disconnects S from the receiver. A minimum cut LS between S and

the receiver is a cut with the smallest cardinality (if there are multiple, any of them is a

minimum cut).

If the attacked units are restricted to: (1) communication links, or (2) sensing nodes and

relay nodes, we obtain the following corollaries.

Corollary 4 If there are no attacked nodes, i.e., f2 = 0, the SSR problem is solvable if and

only if for every critical set S, f1 < |LS|/2.

This corollary states that if the adversary is only able to attack communication links,

then the SSR problem is solvable if and only if strictly less than half of the links in the

minimum cut between any critical set S and the receiver are attacked. Similar results are

known in the network coding literature [YC06], although the setting is slightly different due

to finite capacity constraints.

Corollary 5 If there are only attacked nodes, i.e., f1 = 0, the SSR problem is solvable if

and only if removal of any subset of 2f2 nodes does not disconnect any critical set S and the

receiver.
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Note that the “only if” part of this corollary has been proved in Theorem 1 in [MS19].

Similarly to corollary (4), if there are only attacked nodes, then the SSR problem is solvable

if and only if strictly less than half of the nodes in any cut between any critical set S and

the receiver are attacked.

A preliminary version of this result when each node has one attack-free communication

link to the receiver (i.e., f1 = 0) was first proposed in [PDB13]. This simpler version of the

SSR problem is proved to be solvable if and only if the pair (A,C) remaining observable even

after the removal of any 2f2 sensing nodes. This is also known as 2f2−sparse observability,

which was first proposed implicitly in [CWH15] and then explicitly in [ST15,SNS18].

3.4 Sufficiency: Coding and Decoding Algorithms

To show that the SSR problem is solvable when the sufficient condition is met, we design a

coding algorithm and prove that the receiver is able to reconstruct the initial value x[0] of

the state.

3.4.1 Encoding Algorithm

We ask each node in the relay network to send the same message to all its out-neighbors.

Each message is composed of several bulletins. Each bulletin has 2 sections: the information

section and the routing section.

To start a transmission, each sensing node creates a bulletin with its measurement in

the information section, and leaves the routing section blank. Whenever a message arrives

from an in-neighbor, a relay node attaches the identifier of the in-neighbor at the end of

the routing section of each bulletin of the received message, while keeping the information

section untouched.

After receiving and processing messages from all its in-neighbors, the relay node creates
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? |?→ 3 → 4 → 5
𝑦2|2 → 4 → 5
𝑦1|1 → 3 → 5

? |?→ 3 → 4
𝑦2|2 → 4
𝑦1|1 → 33

? |

𝑦2|

? |?

𝑦1|1

? |?→ 3
𝑦2|2

1

2 4

5

6

9

7 8

𝑦7|𝑦1|

Messages received by node 9 and processed by adding 9 at the end of the 
routing section: 
? ?→ 3 → 4 → 5 → 9, 𝑦2 2 → 4 → 5 → 9, 𝑦1 |1 → 3 → 5 → 9,
? ?→ 3 → 4 → 5 → 6 → 9, 𝑦2 2 → 4 → 5 → 6 → 9,
𝑦1|1 → 3 → 5 → 6 → 9, ? |8 → 9, 𝑦7|7 → 9

Figure 3.2: A simple illustration of the encoding algorithm.

a new message whose measurement section consists of the concatenation of the bulletins in

the measurements sections of the processed packages. The sequence by which these bulletins

are concatenated will be of no consequence for the algorithm’s correctness. The relay node

then sends this message to all its out-neighbors.

At last, the receiver attaches the identifier of the in-neighbor followed by its own identifier

at the end of the routing section of each bulletin whenever it receives a message. For a bulletin

that does not pass through any attacked link or node, the sequence of node identifiers in its

routing section shows the route it has passed from the sensing node to the receiver. Therefore

we regard two consecutive node identifiers in the routing section as a link.

Fig. 3.2 provides a simple illustration of our encoding algorithm. Since attacked links and

nodes, which are colored in red, can arbitrarily change messages passing through, we denote

by “?” the messages transmitted by them. All messages are represented on the figure. Note

that the adversary should still keep the format of the message (i.e., bulletins, an information

section and a routing section), otherwise the receiver or a relay node can easily detect it

has been corrupted by an adversary and erase it. In this example, nodes 1, 2, 7, and 8 are

sensing nodes, 3, 4, 5, and 6 are relay nodes, and node 9 is the receiver. Node 8 and the link
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from node 3 to node 4 are attacked and denoted in red. As an illustration, node 6 sends to

node 9 a message composed of 3 bulletins. Each bulletin has an information section and a

routing section, divided by a vertical line. For example, in the third bulletin, y1|1 → 3 → 5,

y1 is the value of the information section and 1 → 3 → 5 is the value of the routing section.

The following Lemma is a direct consequence of the above described protocol.

Lemma 2 If a message sent by a sensing node does not pass through any attacked link or

attacked node, the receiver will receive a bulletin with the sensing node’s measurement in the

information section and the routing in the routing section.

We will use this lemma to show that if a bulletin is relayed by attacked links or nodes,

then at least one of them is recorded in its routing section.

Lemma 3 For each bulletin in each received message by the receiver, if the first identifier i

in the routing section does not belong to a sensing node, or the information section value ỹi[0]

does not satisfy ỹi[0] = Cix[0], then there is at least 1 attacked link or node in the routing

section.

Proof. By Lemma (2) we know that if a bulletin from node wi does not pass through attacked

links and nodes, the value in the information section of the corresponding bulletin satisfies

ỹi[0] = Cix[0]. In other words, if ỹi[0] ̸= Cix[0] then this bulletin must have been altered

and relayed by some attacked links or nodes.

Now we show that the last attacked link or node this bulletin passes must be recorded

in the routing section of the bulletin. Consider the first non-attacked node (note that it can

also be the receiver) this bulletin passes through after being altered by the last attacked

link or node in its route. By assumption, the non-attacked node knows the identifier of its

in-neighbors, this node will attach the in-neighbor’s identifier in the routing section, and

thereby automatically adds the link from the in-neighbor to itself, with at least one of them
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being attacked. And since all upcoming nodes and links are non-attacked, the identifier of

the attacked link or node will be transmitted to the receiver in the information section of

the bulletin.

3.4.2 Decoding Algorithm

We first notice that for every bulletin with correct information, the receiver can determine the

time at which the message was sent by counting the number of links the message transversed.

The receiver is able to reconstruct the initial value x[0] of the state after it receives all

bulletins generated by non-attacked sensing nodes at time instances 0, 1, . . . , n − 1. To do

this, the receiver analyzes each bulletin in each message and stores those sent between 0 and

n−1 (both included) until it is convinced that all bulletins generated during this period and

relayed by only non-attacked links and nodes are received2.

The naive decoding algorithm is as follows:

Step 1. The receiver categorizes all stored bulletins into different classes according to

the information in their routing sections: each different path corresponds to a different class.

Step 2. For each class j, the receiver computes the time instance when each bulletin in

it was generated and then does the following:

If there is exactly one bulletin generated at each time instance 0, . . . , n − 1, then the

receiver stacks the values of the information section of each bulletin into the vector:

Ỹ j
i [0] =

[
ỹTi [0]|ỹTi [1]| . . . |ỹTi [n− 1]

]T
where i ∈ P is the first identifier in the routing section of class j. Otherwise, the receiver

removes all bulletins in class j from its storage.

Step 3. The receiver picks a set L ⊆ (P ∪ V ∪E) of f1 links and f2 nodes3 and removes

2To do this the receiver should have a reasonable estimate of the size of the network.

3Note that the receiver does not need prior knowledge of the network since it can observe the identifiers
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from storage any bulletin in a class whose routing section contains at least 1 element in L.

Step 4. The receiver then checks whether the remaining bulletins are consistent (the

consistency of bulletins will be defined afterwards). If the remaining bulletins are consistent,

the state value that is consistent with all the remaining bulletins is the correct initial value

of the state. Otherwise, it restores those removed bulletins in step (3), then goes to step (3)

and picks another L.

The previous algorithm used the notion of consistency between bulletins. A set of bul-

letins generating Ỹ j
i , i ∈ P in step (2), is said to be consistent if there exists a state x̃[0] such

that4:

Ỹ j
i [0] = Oix̃[0] (3.4)

for each Ỹ j
i [0] in step (2). In this case we also say the state x̃[0] is consistent with these

bulletins5.

Before proving correctness of the decoding algorithm we return to the example in Sub-

section 3.4.1 (see Fig. (2)) to illustrate how the decoding algorithm works.

We consider a scalar system with trivial dynamics (i.e., A = 1 and Ci = 1) for all sensing

nodes which yields yi = x. We use the same network as in Fig. (2) in Subsection 3.4.1.

All messages are represented on the figure. Recall that a vertical line divides each bulletin

into an information section and a routing section. In this example, we assume x = 1 hence

y1 = y2 = y7 = 1, and the attacked link changes the value of the information section from

1 to 2 whenever a bulletin passes through. Also, when node 8 generates a new bulletin, it

places value 2 in the information section.

The receiver node 9 receives 9 bulletins in total, among which the first, fourth and eighth

are attacked. Since the receiver knows that at most 1 link and 1 node are attacked, it

of nodes and links, by analyzing the messages (including those attacked ones) it received.

4Again we note that k is the time index when the message is sent instead of received.

5The presence of bounded noise would not affect the results substantially since instead of checking equal-
ity (3.4) we would check instead |Ỹ j

i [0]−Oix̃[0]| < ϵ where ϵ is chosen based on the noise magnitude.
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selects a set composed of 1 link and 1 node and removes the bulletins containing them.

For example, if the receiver picks link 3 → 5 and node 4, and then removes all bulletins

whose routing section contains them, the only remaining bulletins are 2|8 → 9 and 1|7 → 9,

which are inconsistent. Then by step 4 in the decoding algorithm, the receiver restores all

removed messages and chooses another set. Since the combinations of 1 link and 1 node

are finite, the receiver will eventually choose link 3 → 4 and node 8. Then, by removing all

the bulletins whose routing section contains 3 → 4 and 8, the receiver concludes that the

remaining bulletins are consistent and thus obtains the correct initial value x[0] of the state.

3.4.3 Correctness of Decoding Algorithm

Lemma 4 If L, the set the receiver picks in step (3) of the decoding algorithm, contains

all attacked links and attacked nodes, the remaining bulletins in step (3) of the algorithm

are consistent and the initial value x[0] of the state is the unique vector satisfying Ỹ j
i [0] =

Oix[0] with j ranging through the bulletins of the messages whose routing section contains

no elements in L.

Proof. By Lemma (3), if all the attacked links and nodes are in L, all messages that might

be incorrect are removed by the receiver. Hence by Lemma (2) the value of the information

section ỹi of each bulletin whose routing section contains no elements of L satisfies ỹi[0] =

Cix[0], or equivalently, Ỹ j
i [0] = Oix[0] since they are in the same class. In other words, the

estimated x[0] is consistent with all these bulletins.

To show that the solution x[0] is unique, we assume, for the purpose of contradiction,

the existence of a state x̃[0], different from x[0], and consistent with the bulletins whose

routing section contains no elements in L, i.e., Ỹ j
i [0] = Oix̃[0]. We focus on the subset

S of transmitting nodes defined by S = {wi|Oi(x̃[0] − x[0]) ̸= 0}. By Assumption (1) in

Section (3.2), S is non-empty. Note that S is a critical set since the vector space spanned by

x̃[0] − x[0] is in the unobservable space of the set P\S, i.e., for any sensing node wi ∈ P\S
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we have Oix[0] = 0. But we also notice that, by assumption, for this critical set S, every mix

cut HS satisfies L(HS) > 2f1 or N(HS) > 2f2. This implies that by removing L from the

network there should be at least 1 node wi ∈ S whose measurements Y j
i [0] = Oix[0] appears

in the message sections of a certain bulletin during this time at the receiver without being

altered. This establishes the contradiction since Y j
i [0] −Oix̃[0] = Oi(x[0] − x̃[0]) ̸= 0.

Lemma 5 If there are bulletins with attacked measurements remaining in step 2 of the

decoding algorithm, the remaining bulletins are inconsistent.

Proof. We follow an argument similar to the one used in the proof of Lemma (4). For the

purpose of contradiction, we assume the remaining measurements are consistent, i.e., there

exists a state x̃[0] satisfying Y j
i [0] = Oix̃[0] for all remaining bulletins. Since there is at

least 1 bulletin with altered measurements at the receiver, x̃[0] ̸= x[0]. Still we focus on the

non-empty set of sensing nodes S = {wi|Oi(x̃[0] − x[0]) ̸= 0}, which is also a critical set

as discussed above. By the assumption that for all remaining bulletins Y j
i [0] = Oix̃[0], no

measurement from wi ∈ S arrives at the receiver without being altered. In other words, L,

together with the actual set of attacked links and nodes M , forms a cut between S and the

receiver. Since both L and M have at most f1 links and f2 nodes, we reach a contradiction

with the fact that any cut has at least 2f1 links or 2f2 nodes.

The correctness of the algorithm is a natural consequence of Lemma (4) and Lemma (5).

Moreover, since the proposed flooding protocol does not require relay nodes to transmit

different messages to different out-neighbors, our algorithm applies both to wired and wireless

networks.
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3.5 Necessity: Strategy of the Adversary

To show that the SSR problem is unsolvable if there exists a cut containing 2f1 links and

2f2 nodes or less, we prove that there always exists an attacking strategy for the adversary

that prevents the adversary from correctly reconstructing the state.

The adversary’s strategy is as follows:

Step 1. Find a critical set S and a mix cut HS such that L(HS) ≤ 2f1 and N(HS) ≤ 2f2.

Step 2. Fabricate another state x̂[0] such that x[0] − x̂[0] is in the unobservable space

of P\S.

Step 3. Attack f1 links and f2 nodes in HS. We denote by Hho
S the set of non-attacked

links and nodes, and Hmal
S the set of attacked links and nodes. For each link and node in

Hho
S , the attack assigns a link or a node in Hmal

S without repetition to simulate its behavior

(which will be illustrated next).

Therefore, each message passing through an attacked link (resp. node) is replaced with

the message the honest link (resp. node) being simulated would have sent if the state was x̂

instead of x.

To prove that such a strategy works for the adversary, we first notice that since S is

a critical cut and the pair (A,P\S) is not observable, the state x̂ described in step 2 is

guaranteed to exist. Also the assignment in step 3 is feasible since there are more links and

nodes in Hmal
S than in Hho

S .

The receiver node is unable to distinguish the following 2 cases. Case 1: links and nodes

in Hmal
S are attacked and the state is x[0]; and Case 2: links and nodes in Hho

S are attacked

and the state is x̂[0].

To prove this claim, we first notice that the measurements Y j
i [0] (wi ∈ P\S) do not help

distinguish between these two cases, since Oi(x[0] − x̂[0]) = 0 implies that Y j
i [0] = Oix[0] =

Oix̂[0] = Ŷ j
i [0] for all wi ∈ P\S. Therefore, the removal of sensing nodes P\S and the
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corresponding links will not interfere with distinguishing these two cases.

Now we only focus on the cut HS and the network from HS to the receiver. We call each

link and node in HS a virtual sensing link and node respectively. The rest of the network is

equivalent to the following: a set of virtual sensing nodes and links with at least half being

attacked, and an error-free network connecting these virtual sources to the receiver. The

correct information carried by virtual sources comes in pairs with an incorrect one (recall

that the adversary assigns without repetition an attacked link and node to simulate the

behavior of honest ones respectively), which is exactly the same except for the state x or x̂

they encode.

In this case, if the receiver, somehow, decodes the correct message x, then in the scenario

where everything is the same except that the adversary attacks Hho
S using the same strategy,

the receiver will conclude the state to be x̂[0]. Therefore, the receiver cannot distinguish

between these two cases.

Combining the results in Section 3.4 and 3.5 we obtain Theorem 8.

3.6 Conclusion

In this chapter we investigated the SSR problem under an attack model that allows for attacks

on sensors and also on communication. We provided necessary and sufficient conditions for

the SSR problem to be solvable that generalize the existing results for the case of sensor only

attacks and of communication only attacks on synchronous networks.
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CHAPTER 4

Decentralized Secure State-Tracking

in Multi-Agent Systems

4.1 Introduction

Over the past decade the topic of decentralized state-tracking has received considerable

attention, due to the increasingly decentralized nature of complex systems such as traffic

networks and power grids. In this problem, a group of nodes is required to collectively

track the state of a linear dynamical system using measurements from their own sensors and

messages exchanged with neighboring nodes via a communication network.

In the absence of attacks, the decentralized state-tracking problem has been well stud-

ied [HTW18,KSC16,WM17,MS19]. However, reports on CPSs attacks [FR11,Win] remind

us of how vulnerable these systems can be. Motivated by this consideration, in this chapter

we tackle a more challenging version of the decentralized state-tracking problem where some

nodes are subject to sensor attacks spoofing its measurements. We refer to this problem as

the Decentralized Secure State-Tracking (DSST) problem.

4.1.1 Related Work

Closely related to the DSST problem is the Secure State-Reconstruction problem whose

formal definition can be found in [MMS22]. Roughly speaking, in the SSR problem a central

server, which has access to all measurements, is asked to reconstruct the state of a linear
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system despite an attack on some sensors. A preliminary version of the SSR problem was first

considered in [STJ10], and rigorously defined in [FTD11]. Moreover, the solvability of the

SSR problem was settled in [FTD11,ST15,CWH15]. In particular, in [FTD11] and [CWH15]

it is pointed out that in order to reconstruct the state in the presence of s attacked sensors,

the linear system must remain observable after a removal of any subset of 2s sensors. This

property of a linear system is referred to as 2s−sparse observability in [ST15].

Although it has been known for long that the SSR problem is NP-hard [FTD14], much

progress was reported on reducing the computational complexity of solving the SSR prob-

lem. Many works, such as [FTD14, ST15, MS19, MMS22], carve out subsets of the SSR

problem instances which allow for a polynomial-time solution. More results on reducing

the computational complexity of the SSR problem can be found in [YFF16] and [HMX19].

In particular, the solution of the SSR problem proposed in [SCW18], which is built upon

satisfiability modulo theory, is of the utmost practical interest due to its good performance

in simulations. We show in this chapter that, with our algorithm, any DSST problem can be

reduced to an SSR problem thereby enabling the use of any of the aforementioned algorithms

to solve the DSST problem.

Compared with the SSR problem, the DSST problem is much more complicated since

there is no longer a central server thus implying that each node only has partial information

obtained via its own sensors and messages exchanged with neighboring nodes. Although of

significant importance, the current understanding of this more challenging DSST problem

is limited. To the best of the authors’ knowledge, only three chapters addressed the DSST

problem. Moreover, they only solve a subset of the DSST problem since they make assump-

tions either on system dynamics, network, or both. For example, both [LKS20] and [MS19]

make assumptions on system dynamics. In particular, they require the existence of a basis

such that the unobservable space of all the (or enough) sensors is the span of a subset of this

basis. We will refer this property as Scalar Decomposability, or SD in brief. Intrinsically,

SD enables one to decompose a DSST problem into multiple sub-problems each associated
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with a scalar system. Interestingly, [LKS20] and [MS19] exploit SD in different ways which

leads to different types of solutions of the DSST problem. In [LKS20], with the help of SD,

the DSST problem is formulated as a distributed convex optimization problem with time-

varying loss function and a high-gain observer is proposed to reconstruct the state with the

help of “blended dynamics approach” introduced in [LS20]. In contrast, [MS19] proposes

a local filter which forces the estimate of an attack-free sensor to always lie in the convex

hull of the estimates of its attack-free neighbors. Although this strategy allows extensions

to defend against more powerful classes of attacks, it also places an additional assumption

on the attacker capabilities by requiring that it does not attack too many neighbors of each

network node. Moreover, the tracking algorithm proposed in [LKS20] has steady-state error.

Compared with [MS19] and [LKS20], the state observer proposed in [HRS20] does not re-

quire SD, but it is still based on an assumption involving both system dynamics and network

topology so it still only solves a subset of DSST problem instances. Moreover, it requires

a communication frequency much higher than the sampling rate, which is not typical in

applications.

4.1.2 Our Approach and Contributions

In this chapter, we study the DSST problem from a new perspective by relating it to the

consensus problem. According to this perspective, the objective of each node is to reach

consensus on the state of the system. Since the state evolves over time, the relevant type

of consensus is the dynamic average consensus. A thorough literature review of the dy-

namic average consensus problem is provided in the kia2019tutorial chapter [KVC19] to

which we refer all the interested readers for a discussion of the relevant literature, includ-

ing [SOM05], [KCM15], and [BFL10].

Our solution of the DSST problem is based on the simple observation that instead of

processing all measurements from all nodes in the network, a suitably compressed version of

the measurements suffices for each node to reconstruct the state. In particular, in Section 4.5
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we will show that reconstructing the state from compressed measurements can be formulated

as a special case of the SSR problem and, hence, any algorithm that solves the most general

case of the SSR problem can be used to solve the DSST problem. Therefore, a solution

of the DSST problem is obtained provided each node can track the compressed version of

the measurements. To achieve this goal, we draw inspiration from [BFL10] and design an

observer that provides each node with error-free tracking of the compressed measurements.

We make the following contributions in this chapter:

1. We propose a necessary and sufficient condition for the DSST problem to be solvable.

2. We provide a solution to the most general case of the DSST problem.

Compared with [LKS20], our solution of the DSST problem does not require SD, and the

tracking of the state is error-free. Compared with [HRS20], we do no rely on unnecessary

assumptions regarding system dynamics or network topology, and we adopt the widely-

accepted setting where the communication rate equals the sampling rate. The major disad-

vantage of our algorithm is its computational complexity. Our algorithm is combinatorial

in the most general case. Although our algorithm runs in polynomial time when SD holds,

it still requires more computations than the algorithms proposed in [MS19] and [LKS20].

Moreover, our solution of the DSST problem requires sufficiently fast sampling rates. We

summarize the comparison1 between our solution of the DSST problem and the solutions

in [MS19], [LKS20], and [HRS20], in Table 1.

4.1.3 Chapter Organization

The organization of the chapter is as follows. The decentralized secure state-tracking problem

is formulated in Section 4.2, including all the assumptions we made. In Section 4.3 we discuss

1Note that the computational complexity is measured by the number of additions and multiplications
needed by the algorithm during one round of state update. Although the results in [LKS20] are based on
a continuous-time representation of the system, computational complexity is assessed for its discrete-time
version.

58



[MS19] [LKS20] [HRS20] Our algorithm

Constraints SD and topology constraints SD
Constraints on dynamics

and topology
No constraints

Computational complexity Polynomial but high NP-hard

Computational complexity

if SD holds
Polynomial Polynomial Not specified Polynomial but higher than [LKS20]

Convergence Asymptotic Asymptotic Exponential

Existence of steady-state error? No Yes No No

Working criterion Continuous and Discrete-time Continuous-time
High communication

frequency
Requirement on sampling rate

Against Byzantine attacks? Yes No No No

Table 4.1: A comparison between solutions to the DSST problem in [MS19], [LKS20],

[HRS20], and this chapter.

how to compress the measurements and state a result regarding the solvability of the DSST

problem. Then in Section 4.4 we relate the DSST problem to the dynamic average consensus

problem. We provide our solution to the DSST problem in Section 4.5. The chapter concludes

with Section 4.7.

4.2 Problem Formulation and Key Idea

In this section we introduce the decentralized secure state-reconstruction problem.

4.2.1 System Model

We consider a linear time-invariant system monitored by a network of p nodes whose sensors

are subject to attacks:

x[t + 1] = Ax[t],

yi[t] = Cix[t] + ei[t],
(4.1)

where x[t] ∈ Rn is the system state at time t ∈ N, yi[t] ∈ R is the measurement of node i

where i ∈ P ≜ {1, 2, . . . , p}, which is assumed to be a scalar, and the matrices A, and Ci
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have appropriate dimensions.

The vector ei[t] ∈ R models the attack on the sensor at node i (which we will refer to

as sensor i for brevity). If sensor i is attacked by an adversary, then ei[t] can be arbitrary,

otherwise, ei[t] remains zero for any t, and yi[t] = Cix[t] holds which means node i receives

correct measurements from its sensor. We also assume that the adversary is omniscient,

i.e., the adversary has knowledge about the system model, the algorithm being executed

at each node and, for any time slot t, the adversary knows the system state x[t] and the

measurements yi[t] from all nodes. The only assumption we make on the adversary is that

it can only attack a fixed set of at most s ∈ N sensors. Note that this set of attacked sensors

is unknown to any node in the network.

Collecting n consecutive measurements (the reason for which will be discussed in sections

4.4 and 4.5) over time, the output of sensor i can be written in a more compact form:

Yi[t] = Oix[t] + Ei[t], i = 1, . . . , p, (4.2)

where Yi[t] and Ei[t] are obtained by stacking vertically over time the measurements of sensor

i and the attack vector, respectively, and the matrix Oi is the observability matrix of sensor

i. These three matrices are defined by:

Yi[t] =


yi[t]

yi[t + 1]
...

yi[t + n− 1]

 ∈ Rn, Ei[t] =


ei[t]

ei[t + 1]
...

ei[t + n− 1]

 ∈ Rn,

Oi =


Ci

CiA
...

CiA
n−1

 ∈ Rn×n.

In a similar way, we stack over nodes the measurements, the observability matrices, and
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the attack vectors, from which a more concise representation of the linear system is obtained:

x[t + 1] = Ax[t],

Y [t] = Ox[t] + E[t],
(4.3)

where Y [t], O, and E[t] are obtained by stacking vertically each Yi[t], Oi, and Ei[t], respec-

tively, for i ∈ {1, 2, . . . , p}, i.e.:

Y [t] =


Y1[t]

Y2[t]
...

Yp[t]

 ∈ Rpn, O =


O1

O2

...

Op

 ∈ Rpn×n,

E[t] =


E1[t]

E2[t]
...

Ep[t]

 ∈ Rpn.

We also note that since the adversary can only attack at most s nodes, and since for an

attack-free sensor i we have Ei[t] = 0 for any t, the vector E[t] is sparse at any t. In the end,

we define the matrices y[t] =
[
y1[t] y2[t] . . . yp[t]

]T
∈ Rp, C =

[
CT

1 CT
2 . . . CT

p

]T
∈

Rp×n and e[t] =
[
e1[t] e2[t] . . . ep[t]

]T
∈ Rp for future use.

We assume that the communication between nodes in the network can be modeled by

an undirected graph. We recall the definitions made in the introduction related to graph.

Each node is modeled by a vertex i ∈ V , and a communication link from node i to node j is

modeled by an edge (i, j) ∈ E from vertex i to j. Since we assume the graph is undirected,

(i, j) ∈ E implies (j, i) ∈ E which shows that node j can also send messages to node i.

Remark 4 Although the linear system (4.3) is modelled without inputs, we note that, all

results in this chapter can be conveniently extended to the case when the input is known to

every node in the network.
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4.2.2 Assumptions

Here we list all the assumptions we use in this chapter. Some of them have already been

discussed when introducing the adversary model.

Assumption 1 The network can be modeled by a communication graph which is time-

invariant, undirected and connected.

Assumption 2 The adversary is only able to attack at most s nodes. The set of attacked

nodes remains constant over time.

Assumption 3 The system dynamics are known to all nodes in the network.

Assumption 4 The adversary is only able to change the measurements of the attacked

nodes. Each attacked node still executes its algorithm correctly.

The Assumptions 1 2, 3, and 4 are in line with the assumptions in [LKS20] and [HRS20]

except that we also assume each node knows the Ci matrices of all other nodes throughout

the network2. We also require the following assumptions:

Assumption 5 All the measurements yi are scalars.

Assumption 6 For any eigenvalue m + ni of A with magnitude greater than or equal to 1

and for any non-zero eigenvalue λ of the communication graph laplacian L, the inequality(
m− λ2

λ2
max(L)

)2
+ n2 < 1 holds.

Assumption 5 is not necessary but we adopt it for simplicity. It can be easily seen that a

node whose sensor produces a measurement in Rp can be modeled as p virtual nodes, each

having a scalar sensor.

2This assumption can easily be enforced by endowing each node with the relevant information during
initialization.
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Whenever the discrete-time linear system (4.1) is the time discretization of an underlying

continuous-time linear system:

˙̃x = Ãx̃, (4.4)

Assumption 6 can be interpreted as a requirement on the sampling time τ used to obtain

(4.1) from (4.4). If τ is small enough, then A = eÃτ can be made arbitrarily close to the

identity matrix. In other words, by increasing the sampling rate, m can be made arbitrary

close to 1 and n close to 0, and such a pair of m and n satisfies Assumption 6.

We also note that, Assumption 6 implies for any eigenvalue m + ni of A, the inequality

(m− 1)2 + n2 < 1 holds.

4.2.3 The Decentralized Secure State-Tracking Problem

In this section we provide the definition of the decentralized secure state-tracking problem.

In plain words, to solve the DSST problem, each node i must maintain a state estimate

x̂i[t] which converges asymptotically to the true state x[t]. We also refer to this property by

saying that x̂i[t] tracks x[t]. The rigorous definition of the DSST problem is as follows:

Definition 6 (Decentralized Secure State-Tracking Problem) Consider a linear sys-

tem subject to attacks (4.1) satisfying Assumptions 2-6 and a communication network sat-

isfying Assumption 1. The decentralized secure state-tracking problem asks for an algorithm

running at each node i ∈ P with measurements yi ∈ R and messages from neighboring nodes

as its input, and such that its output x̂i[t] satisfies:

lim
t→∞

∥x̂i[t] − x[t]∥ = 0.

Remark 5 Differently from centralized SSR problem (see for example [MMS22] for its def-

inition), the DSST problem does not require each node to explicitly know which subset of

nodes in the network is attacked. For the SSR problem, it has been argued in [FTD14] that
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knowing the true state x[t] and knowing the set of attacked sensors is equivalent, while this

is not the case in the DSST problem setting.

Remark 6 In the DSST problem setting, it is possible to require all nodes, including at-

tacked nodes and attack-free nodes, to maintain a state estimate which asymptotically tracks

the system state x[t]. This follows from Assumption 1 which restricts the adversary to only

alter sensor measurements. In particular, nodes with spoofed measurements are still able to

correctly execute their algorithms. Therefore, the attacked nodes are still able reconstruct the

state x[t] and may even determine that their own measurements have been altered.

4.2.4 Key Idea

The key idea for solving the DSST problem is based on the simple observation that instead

of having access to measurements Y =
[
Y T
1 Y T

2 . . . Y T
p

]T
of all the sensors, a compressed

version (D ⊗ In)Y of the measurements may suffice to reconstruct the state, where the

measurement compression matrix D ∈ Rv×p reduces the measurements from Rp to Rv with

v ≤ p. Compression is possible, in most cases, and thus v will be strictly smaller than p. We

will elaborate on the feasible choices for a measurement compression matrix D in Section 4.3.

Equipped with the observation that the compressed version of measurements (D⊗ In)Y

suffices to reconstruct state, it is natural to ask: how can each node have access to the

compressed measurements? We show how to reformulate this problem as a dynamic average

consensus problem in Section 4.4 and an algorithm for each node to track (D⊗ In)Y is pro-

vided in Section 4.5. As we shall see, the connectivity of the network affects the convergence

speed of the tracking algorithm, which is the only role network topology plays in our solution

to the DSST problem.

Lastly, in Section 4.5 we show how to reconstruct the state x from the compressed

measurements (D ⊗ In)Y at each node. Since each node now has enough information to

reconstruct the state, communication is no longer required in this step. We will prove that
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by suitably introducing a slack variable, this problem can be reduced to an SSR problem.

This observation implies that we may employ any algorithm for the SSR problem that does

not require additional assumptions, even though the compression slightly changes the attack

model. It then follows that, as each sensor’s estimate of the compressed measurements

converges, so does the state reconstructed from the estimated compressed measurements.

These three steps provide a solution to the DSST problem.

4.3 Design of the Compression Matrix and Solvability of DSST

There are two considerations involved in the choice of the compression matrix D. On the

one hand, in order to reduce communications and storage, we want the D matrix to have the

least possible number of rows. On the other hand, the compressed measurements (D⊗ In)Y

must provide enough information for each node to correctly reconstruct the state. We start

with the definition of sparse detectability with respect to a matrix, which is a generalization

of sparse observability [ST15, CWH15] as well as sparse detectability [NM15] but stronger,

as we will very soon see.

Definition 7 (Detectability [AM07]) A pair (A,C) is detectable if all the unobservable

eigenvalues of A are stable.

In other words, if (A,C) is detectable, then for any two trajectories x1[t] = Atx1[0] and

x2[t] = Atx2[0], equality C(x1[t] − x2[t]) = 0 holding for all t ∈ N implies limt→∞(x1[t] −

x2[t]) = 0. This property will be used in the proof of Theorem 7.

Definition 8 (Sparse detectability [NM15]) The sparse detectability index of the sys-

tem (4.1) is the largest integer k such that for any K ⊆ P satisfying |K| ≥ p − k the pair

(A,CK) is detectable. When the sparse detectability index is k, we say that system (4.1) is

k-sparse detectable.

65



In plain words, if we remove any subset of at most s sensors and the remaining system

represented by the pair (A,CK) is still detectable, then we say that the original system is

s-sparse detectable. We now present another perspective on sparse observability, paving the

way for the definition of sparse detectability with respect to a matrix, which plays a critical

role in our study. We first define the set:

Qs = {L ∈ R∗×p|ker(L) = span V, V ⊆ Ep, |V | ≤ s},

that we use in the following equivalent definition of sparse detectability:

Definition 9 (Sparse detectability) The sparse detectability index of the system (4.1) is

the largest integer k such that the pair (A,LC) is detectable for any L ∈ Qk. When the

sparse detectability index is k, we say that system (4.1) is k-sparse detectable.

Intuitively, by left multiplying C by L we remove the measurements of a subset of s

sensors without losing information from any remaining sensors. The equivalence between

these two definitions of sparse detectability is trivial and, due to space limitations, we do

not provide a proof. We proceed by introducing the new notion of sparse detectability with

respect to a matrix:

Definition 10 (Sparse detectability with respect to a matrix) Consider the system

(4.1), a matrix D ∈ Rv×p, and define the following set:

Ps = {L ∈ R∗×v|ker(L) = D(span V ), V ⊆ Ep, |V | ≤ s}.

The sparse detectability index of the system (4.1) with respect to D is the largest integer k

such that the pair (A,LDC) is detectable for any L ∈ Pk. When the sparse detectability

index with respect to D is k, we say that system (4.1) is k-sparse detectable with respect to

D.

Remark 7 We note that, sparse detectability with respect to I coincides with the definition

of sparse detectability.
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For later use, we formalize the contrapositive of Remark 7 in the next lemma.

Lemma 6 Any pair (A,C) that fails to be s-sparse detectable is not s−sparse detectable

with respect to any matrix of compatible dimensions.

Intuitively, the stacked measurement Y provides redundant information about the state

x. Some information redundancy is necessary for the system to be resilient against s attacked

sensors. The compression matrix D aims to compress down the redundant information while

keeping enough redundancy to provide resilience against the attacks. In the following lemma

we we characterize such compression matrices.

Lemma 7 If there exists an algorithm producing a state estimate x̂ satisfying limt→∞ ∥x[t]−

x̂[t]∥ = 0 for trajectory x[t] of system (4.1) satisfying Assumptions 2-4 and starting at any

initial condition in Rn only using (D ⊗ In)Y [t] as input and for any attack signal e[t] ∈ Rp,

then (A,C) is 2s−sparse detectable with respect to D.

Proof. For the sake of contradiction, we assume that (A,C) is not 2s−sparse detectable with

respect to D. By the definition of sparse detectability with respect to a matrix, there exist

two state trajectories x̃1[t] = Atx̃1[0] and x̃2[t] = Atx̃2[0] such that limt→∞(x̃1[t] − x̃2[t]) ̸= 0

and LDC(x̃1[t]− x̃2[t]) = 0 for some L ∈ P2s and any t ∈ N. This also implies the existence

of two s−sparse signals e1[t] ∈ Rp and e2[t] ∈ Rp such that the equation D(Cx̃1[t]−Cx̃2[t] +

e1[t] − e2[t]) = 0 holds for any t ∈ N, which is equivalent to:

u[t] ≜ D(Cx̃1[t] + e1[t]) = D(Cx̃2[t] + e2[t]). (4.5)

Consider the following 2 scenarios: (1) the state trajectory is x̃1[t] and the attack signal is

e1[t]; (2) the state trajectory is x̃2[t] and the attack signal is e2[t]. By (4.5) we know that

if a node only has access to u[t] then it cannot distinguish between these 2 scenarios, and

since limt→∞(x̃1[t] − x̃2[t]) ̸= 0, it is thus unable to track the state.
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Lemma 7 shows that it is necessary to pick the compression matrix D such that the pair

(A,C) is 2s-sparse detectable with respect to D, otherwise it is impossible to track the state

from compressed measurements (D⊗In)Y . Later in Lemma 8 we will see that this condition

also suffices to solve the DSST problem. Anticipating the results in Section 4.5 we state

here the main contribution of this chapter, 2s-sparse detectability with respect to D is both

necessary and sufficient to solve the DSST problem:

Theorem 9 The DSST problem associated with the linear system subject to attacks defined

in (4.1) satisfying Assumptions 2-6 and a communication network satisfying Assumption 1

is solvable only if the pair (A,C) is 2s-sparse detectable.

Proof. This result comes easily from Lemma 7 by picking D = Ip.

4.4 Reduction to Dynamic Average Consensus

One key step of our solution to the DSST problem is to have each node tracking the com-

pressed measurements (D ⊗ In)Y . To do this, we ask each node i to maintain an estimate

vector Wi =
[
(W 1

i )T (W 2
i )T . . . (W v

i )T
]T

∈ Rvn, whose j-th block, W j
i , tracks the j-th

linear combination of measurements
∑

i djiYi, where dji is the entry at the j-th row and i-th

column of D.

In this section, and in the one that follows, we focus on the problem of tracking (D1⊗In)Y ,

where D1 is the first row of D, which can also be written as
∑

i d1iYi, and the tracked value

is stored in the block W 1
i . For technical reasons we will use 1

p

∑
i d1iYi, which serves the same

purpose since by Assumption 3 the value of p is known to all nodes. Note that any algorithm

that can track 1
p

∑
i d1iYi can be extended to track 1

p
(D ⊗ In)Y but running v concurrent

copies, each with a different set of weights {dji}. We observe that this problem can be seen

as an instance of the dynamic average consensus problem [KVC19]. In brief, suppose that

each agent in the network has a time-varying local reference signal ϕi(t) : [0,∞) → Rn. The
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dynamic average consensus problem asks for an algorithm that allows individual agents to

track the time-varying average of the reference signals, given by:

uavg[t] =
1

p

p∑
i=1

ϕi[t]. (4.6)

In our problem setting, we pick the external input corresponding to (D1 ⊗ In)Y to be

ϕ1
i [t] = d1iYi[t] and what we want to track is 1

p

∑p
i=1 ϕ

1
i [t]. In other words, we may adopt any

algorithm that solves the dynamic average consensus algorithm thereby enabling all nodes

to track (D ⊗ In)Y .

However, in the setting of dynamic average consensus problem, no knowledge about

reference signals ϕi is assumed, whereas in our problem, for an attack-free node i, we have

the following:

Yi[t + 1] =


0 1 0 . . . 0

0 0 1 . . . 0
...

...
...

. . .
...

−α0 −α1 −α2 . . . −αn−1


︸ ︷︷ ︸

Â

Yi[t]. (4.7)

This equality comes from the construction Yi[t] =
[
yi[t] yi[t + 1] . . . yi[t + n− 1]

]T
con-

taining n consecutive measurements where α1, α2, . . . , αn−1 are the coefficients of the char-

acteristic polynomial of A. This can be seen by noticing that yi[t + n] = CiA
nx[t] =

Ci(αn−1A
n−1 + · · · + α1A + α0)x[t] = αn−1yi[t + n− 1] + · · · + α1yi[t + 1] + α0yi[t] whenever

node i is attack free. Moreover, we note that Â is the controller form of A and has the same

eigenvalues as A.

Remark 8 Since the state portion corresponding to the eigenvalues with magnitudes strictly

less than 1 will decay to zero with the elapse of time, in the remainder of the chapter we will

only be focusing on the state portion corresponding to eigenvalues with magnitudes greater

than or equal to 1.
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Based on Equation (4.7), we define the following local sanity check:

Local sanity check: given measurement yi[t] of node i, we say sensor i passes the local

sanity check if ∥Yi[t + 1] − ÂYi[t]∥ ≤ ϵ for any t > 0, where ϵ is a chosen error tolerance.

In practice, we ask all nodes in the network to constantly run the local sanity check on

their sensors. It is trivially seen that all attack-free sensors would pass the check at any time.

On the other hand, if a sensor fails the local sanity check, then we immediately reach the

conclusion that this sensor is under attack. Therefore, we assume that all the attack vectors

ei corresponding to attacked sensors are constructed so that the resulting measurements Yi[t]

pass the local sanity check, i.e., ∥Yi[t + 1] − ÂYi[t]∥ ≤ ϵ.

The purpose of the local sanity check is to force the dynamics of Yi to be governed by

(4.7), including those from attacked nodes. We will exploit this additional knowledge of d1iYi

(or ϕ1
i ) to achieve better tracking results.

Remark 9 We emphasize that we are not asking attacked sensors to maintain integrity (i.e.,

follow Equation (4.7)), but instead are assuming the worst case when attacked sensors can

pass the sanity check. Consider the case when an attacked sensor deviates from the rule (4.7)

and does not pass the check, then the associated node will be aware of it and inform all other

nodes in the network to exclude this sensor from the network.

4.5 Solving the DSST Problem

In this section we solve the DSST problem by showing that all nodes are able to asymptoti-

cally track the compressed measurements (in subsection A), and can reconstruct the state of

the system from compressed measurement with a suitable choice of the compression matrix

(in subsection B).

70



4.5.1 Tracking the Compressed Measurements

We argued in Section 4.4 that the tracking of the compressed measurements (D ⊗ In)Y

is intrinsically identical to a dynamic average consensus problem. We extend the results

in [BFL10] from the scalar-input case to the vector case and present such extension in the

discrete-time domain.

We ask each node to update its estimate of 1
p

∑
i d1iYi[t] according to:



W 1
i [t + 1] = (Â− I)W 1

i [t] + 2kI
∑
j∈Ni

(ηj[t] − ηi[t])

+ ϕ1
i [t],

bi[t + 1] = Âbi[t] − kI
∑
j∈Ni

(W 1
j [t] −W 1

i [t]),

ηi[t] = kP bi[t] − kI
∑
j∈Ni

(W 1
j [t] −W 1

i [t]),

(4.8)

where W 1
i [t] is the estimate at node i of the average of the input signal 1

p

∑
i ϕ

1
i [t], kI , kP ∈ R

are design parameters, bi[t] and ηi[t] are internal states of node i. The following theorem

states that under suitable choices of kI and kP the estimate of each node W 1
i [t] approaches

the true state 1
p

∑
i ϕ

1
i [t].

Lemma 8 Consider the average tracking algorithm in (4.8) where the input signal satisfies

ϕ1
i [t+1] = Âϕ1

i [t] for all i ∈ {1, 2, . . . , p}. There exist constants kI ∈ R and kP ∈ R such that

the state estimate W 1
i [t] at each node tracks the average of the input signals exponentially

fast, i.e.: ∥∥∥∥∥W 1
i [t] − 1

p

∑
i

ϕ1
i [t]

∥∥∥∥∥ < βαt,

for some 0 < α < 1 and β > 0.

Proof. Proof of Lemma 8 can be found in the appendix.
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4.5.2 Reconstructing the State with Compressed Measurements

In this subsection we argue that if Wi[t] is close enough to (D⊗ In)Y [t] then reconstructing

the state x[t] is nothing more than solving a standard SSR problem. Once again, for the

sake of simplicity we are not going to provide the rigorous definition of the SSR problem in

this chapter, which can be found in [MMS22].

In the reconstruction step, each node seeks a state x̂ ∈ Rn and a vector Ê ∈ Rpn contain-

ing no more than s non-zero blocks that best explain the tracked compressed measurements

Wi. This problem can be solved in different ways. In this chapter we adopt an optimization

formulation by requiring each node to minimize ∥Wi − (D ⊗ In)(Ox̂ + Ê)∥2. Note that we

dropped the time index t here to simplify notation. In other words, each node solves the

following optimization problem:

(x̂, Ê) = argmin(x̃,Ẽ) ∥Wi − (D ⊗ In)(Ox̃ + Ẽ)∥2,

s.t. ∥Ẽ∥l0/lr ≤ s, (4.9)

where ∥Ẽ∥l0/lr denotes the number of non-zero blocks of the vector Ẽ. The following lemma

states that the solution x̂ of (4.9) is a good estimate of the system state when the tracking

of the compressed measurements is accurate enough.

Lemma 9 Let D ∈ Rv×p and assume (A,C) is 2s-sparse detectable with respect to D.

There exists a constant β ∈ (0,+∞) such that for any α ∈ (0,+∞), x ∈ Rn, Wi ∈ Rvn, and

Y ∈ Rpn satisfying Y = Ox and ∥Wi − (D ⊗ In)Y ∥2 ≤ α, the solution x̂ to the optimization

problem (4.9) satisfies ∥x̂− x∥2 ≤ βα.

Proof. Proof of Lemma 9 can be found in the appendix.

As a special case, when Wi = (D ⊗ In)Y , the optimization problem in (4.9) degenerates

to the following equality:

(D ⊗ In)Y = (D ⊗ In)Ox̂i + (D ⊗ In)Êi.
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Solving this equality is equivalent to finding the state x̂i, a vector T ∈ ker(D ⊗ In) and a

vector Êi containing no more than s non-zero blocks such that:

Y = Ox̂i + Êi + T,

holds. Now we define a matrix N which has np rows and the least possible number of columns

such that R(N) = ker(D ⊗ In), and the optimization problem (4.9) is further reduced into

finding the state x̂i, a vector r̂i of appropriate dimension and a vector Êi containing no more

than s non-zero blocks satisfying:

Y = Ox̂i + Êi + Nr̂i =
[
O N

]x̂i

r̂i

+ Êi.

Hereby we conclude that reconstructing the state x from compressed measurements (D⊗In)Y

is a special case of the SSR problem since Y contains n consecutive measurements from all

nodes in the network, and any algorithmic solution to the SSR problem, for example [SCW18]

and [MSK16], can be applied to solve the DSST problem if they do not require additional

assumptions.

The preceding discussion directly leads to the sufficiency result:

Theorem 10 Consider the linear system subject to attacks defined in (4.1) satisfying As-

sumptions 2-6 and a communication network satisfying Assumption 1. The tracking algo-

rithm (4.8) together with a state-reconstruction algorithm enables each node to asymptoti-

cally track the state of the system (4.1) and consequently solves the DSST problem, if the

pair (A,C) is 2s-sparse detectable.

Remark 10 We note that, the tracking of compressed measurements has a delay of n − 1

time steps, and consequently, our solution of the DSST problem (i.e., tracking of the state

x[t]) also has a delay of n−1 time steps. However, in the special cases when the observability

index of the system (4.1) is smaller than n, and the evolution of stacked measurements (i.e.,

Equation (4.7)) is governed by a matrix of smaller size, the delay will be shorter than n− 1

time steps.
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Combining Theorem 9 (necessary part) and Theorem 10 (sufficient part) we obtain the

main result of the chapter.

Theorem 11 The DSST problem associated with a communication network satisfying As-

sumption 1 and a linear system subject to attacks defined in (4.1) satisfying Assumptions 2-6

is solvable if and only if the pair (A,C) is 2s-sparse detectable.

4.6 Numerical Example

In this section we borrow an example from [HRS20] with slight modifications to illustrate

how we solve the DSST problem by asking all nodes to track the compressed version of the

measurements. With this example we also compare the performance of our algorithm and

the one proposed in [LKS20].

We consider a scalar system with A = 1.0006, Ci = 1, i = 1, . . . , 30. The initial state

satisfies x[0] = 1 and consequently x[t] = 1.0006t. All thirty nodes are connected via a

communication network, the topology of which is shown in Figure 1. This communication

graph is identical to figure 1 in [HRS20]. In this graph, every circle represents a node and

a line connecting two circles represents a communication link between the connected nodes.

Attack-free nodes are colored in gray, while attacked nodes are colored in red, i.e., nodes 2,

16, and 29 are attacked.

This scalar system has 30 nodes and we can easily conclude that it is 29-sparse detectable.

In other words, this system can tolerate up to 14 attacked sensors. In this example, we assume

that only 3 sensors (sensors 2, 16, and 29) are attacked by an adversary. This gap makes

possible for designing a compression matrix D which compresses down the redundant part

of the measurements.

The matrix D should satisfy the necessary conditions, i.e., the system should be 7-sparse

detectable with respect to D. In this case, any matrix of proper dimensions whose rank is
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Figure 4.1: The communication graph.

greater than or equal to 7 is a good candidate for D. For simplicity, we pick the compression

matrix D ∈ R7×30 as follows:

Dij =

0 if 4 ≤ (j − i− 3) mod 30 ≤ 26,

1 otherwise,
(4.10)

where Dij is the (i, j)th entry in the matrix D. We now use this simple example to illustrate

why tracking compressed measurements DY suffices to reconstruct the state. We first note

that, the most naive way of solving the DSST problem associated with this system is by

asking all nodes to collect measurements from all sensors throughout the network, which

requires all nodes to store 30 scalar variables. However, we notice that only three out of thirty

nodes are under attack, therefore seven suitably chosen linear combinations of measurements

(with different weight sets) suffice to reconstruct the state despite the attacks. In this case,

all nodes only need to store 7 scalars, which reduces communication cost and storage.

Practically, we ask all nodes to run concurrently seven versions of the tracking algorithm

(4.8), each associated with a different weight set. For example, to track3 D1Y , each node i

3We recall that D1 is the first row of D.
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executes algorithm (4.8) with reference signal ϕ1
i [t] = d1iyi[t], or explicitly:

ϕ1
i [t] =


1.0006t i = 1, 3, 4, 5, 6, 7,

k × 1.0006t i = 2,

0 otherwise,

(4.11)

for some k ∈ R arbitrary chosen by the attacker4. In the experiment we pick k = 3 and

consequently D1Y = 0.3 × 1.0006t. In Figure 4.2 we show the tracking error of Algorithm

(4.8) and observe that all the nodes are able to track the compressed measurements D1Y ,

which verifies our theoretical results.
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Figure 4.2: The measurement tracking error ∥W 1 −D1Y ∥ versus iterations.

The reconstruction step is simple since the state can be reconstructed via majority voting

for a scalar system. In Figure 4.3 we show that the reconstructed state tracks the true

state asymptotically. We also compare our algorithm with the distributed median solver

in [LKS20]. As we can see from Figure 4.3, solution in [LKS20] reaches steady state quickly

at around 3.1ms after the algorithm started executing. However, it has a steady-state error

4We note that the measurement of the attacked sensor 2 must be in this form in order to pass the local
sanity check.
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Figure 4.3: The state tracking error ∥x̂− x∥ versus iterations.

of around 0.03. Compared with [LKS20], our algorithm takes longer to converge, 24ms for

the tracking error to decrease below 0.03. However, our algorithm asymptotically converges

to the correct solution whereas the algorithm in [LKS20] does not.

4.7 Concluding Remarks

In this chapter, we studied the problem of tracking the state of a linear system against

sensor attacks in a network. Motivated by recent works in the dynamic average consensus

literature and the simple observation that a compressed version of measurements suffices to

reconstruct the state, we proposed a novel decentralized observer that enables each node

in the network to track the state of the linear system without making any non-necessary

assumptions except one regarding the sampling rate.

Future directions include developing a decentralized state-tracking algorithm robust against

other types of adversarial attacks, for example, a byzantine attack which is not only able

to alter measurements but also forces attacked nodes to deviate from their prescribed algo-
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rithm. One additional problem of interest is the extension of the proposed results to the

case where inputs are present but unknown to the nodes.
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CHAPTER 5

Decentralized Robust Optimization

5.1 Introduction

This chapter concerns decentralized optimization problem that has seen several applications

in the past decade [PKP06,BPC11], including federated learning [MNG18,KMA19]. In this

problem, we have a set of nodes connected via a communication network, each equipped with

a local function, which are collectively searching for the minimizer of the aggregation of their

local functions. However, in some scenarios, nodes may suffer from malicious attacks, which

render most solutions developed for faultless networks [CL99,DHP04] invalid. Therefore, it

is of significant importance to develop learning algorithms that are robust to attacks.

5.1.1 Existing Works

Some works have addressed the robust learning problem (or the robust optimization problem)

in the distributed case [DD21, DD20, GMK21, LXC19, GHY19] and references therein. In

these works, the existence of a central server is assumed, which is connected to all nodes

in the network and is responsible for learning the model or computing the minimizer. In

this chapter, we do not assume the existence of such a central server, i.e., we consider a

decentralized setting. We ask each node to learn a model (or obtain the minimizer), using

its own local information and messages exchanged with its neighbors. Moreover, we adopt

the more general heterogeneous problem setting, where the data set (or the local function)

at each node is different.
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The problem of global optimization when nodes are spread in a network (i.e., decen-

tralized setting) has been well-studied [NO09, MSL16, Bul19]. However, these solutions are

vulnerable to attacks: they completely break down if some local functions are altered by an

adversary. This consideration motivated some other works which focus on developing robust

decentralized optimization algorithms. Depending on the relationship between the global

minimum point x∗ (which is typically assumed to uniquely exist) and the set of minimiz-

ers, Si, of the local function fi, these works can be roughly divided into the following three

classes:

Class one: Each local function has only one local minimum point which coincides with

the global optimizer, i.e., Si = {x∗}, i = 1, 2, . . . , p. This scenario typically takes place in

a machine learning problem setting where all nodes are collaboratively learning a model by

performing stochastic gradient descent using the same data set, or when the data samples at

all nodes are drawn i.i.d. from the same statistical distribution. In this case, even without

communication, non-adversarial nodes can reach consensus on the global optimizer, hence

most efforts have been devoted to accelerating convergence speed by suitably exchanging

messages between neighboring nodes. Representative works in this class include [YB19a,

YB19b]. In [YB19b], each node is asked to perform coordinate-wise gradient descent based

on a resiliently aggregated version of its received gradients. The solution in [YB19a] is similar

to [YB19b] but nodes are asked to perform vanilla gradient descent instead. Both [YB19a]

and [YB19b] showed that collaboration among nodes in a network increases the speed of

model-training notwithstanding a small fraction of nodes being attacked by a Byzantine

adversary.

Class two: The global optimizer belongs to the set of local minimum points of any node,

i.e., x∗ ∈ Si, i = 1, 2, . . . , p, and at least one local function has two or more minimizers. In

this case, nodes must rely on messages exchanged with their neighbors in order to obtain

the global optimal point. The following interesting observation was made in [GV20]: in this

setting, it is possible for all nodes to retrieve the exact global minimum point whereas in the
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most general case, when there is no direct relationship between the global minimum point and

the sets of local minimum points, x∗ is not retrievable. Papers [SV16] and [GV20] fall into

this class. In particular, [SV16] showed that nodes are able to agree on the global optimal

point given that any local cost function can be decomposed into a non-trivial weighted

sum of uni-variate strictly convex functions which comes from a common size-limited set

of basis functions. Their later work [GDV20] extended this result to the multivariate case

and dropped the weighted sum decomposition assumption made in [SV16]. However, the

algorithm in [GV20] only applies to the special case when all nodes are connected via a

complete network.

Class three: The global optimizer x∗ is not the local minimum point for some functions,

i.e., there exists i ∈ {1, 2, . . . , p} so that x∗ /∈ Si. Paper [SV16] was the first work that stud-

ied this setting under the assumption that all local functions are uni-variate, in which the

authors novelly proposed the Synchronous Byzantine Gradient (SBG) method which forces

all nodes to reach consensus on the minimum point of a non-uniformly weighted sum of the

local functions. Similar techniques have been adopted by [SG18] in its Local Filtering (LF)

algorithm, which significantly outperforms the SBG algorithm in terms of communication

load at the price of requiring an unnecessary assumption on the communication graph topol-

ogy. A later work [KXS20] extended the result in [SV16] and [SG18] to the multivariate

case. However, the fundamental limitation of SBG (or LF)-type algorithms is still present

in [SG18], as the consensus point is only guaranteed to lie in the smallest hyper-rectangle

that contains all the local minimum points.

There is also a vast literature devoted to the learning problem when a fraction of data

samples is under attack [RWR20, WRK20, RSL18]. However, these works differ from our

RDGO problem setting in the sense that they assume a fraction of data samples to be

attacked, whereas we assume that all the data samples in a fraction of nodes are attacked.

As a consequence, we are able to filter the information from a set of nodes whereas such

approaches are not applicable in most adversarial learning problems.
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5.1.2 Our Contributions

As we can see from the previous discussion, all existing works on decentralized optimization

in the presence of attacks have its limitations: they either consider a simpler case where

some special relationships exist between the global optimal point and the sets of local optimal

points, or are only able to provide a loose bound on the distance between the consensus point

and the global minimum point x∗. However, it is noteworthy that all these works consider

the attacker to be byzantine and to possesses full knowledge of the system: including, but

not limited to, the graph topology, all local functions, and the algorithms running at each

node. Moreover, an attacked node may arbitrarily deviate from its prescribed rules if it is

attacked by a byzantine adversary. In this chapter, we consider a milder type of attacks

known as data poisoning attacks, where the adversary still has full knowledge of the system,

but is only able to change the local functions of the attacked nodes. The main difference

between byzantine attacks and data poisoning attacks is that an attacked node is still able

to execute its program if it is subject to data poisoning attacks. To the best of authors’

knowledge, the decentralized optimization problem against data poisoning attacks, which

we refer to as the Resilient Decentralized Global Optimization (RDGO) problem, has not

yet been studied.

The main contributions of this chapter are:

1. We propose a a novel filtering algorithm which robustly estimates the weighted sum of

a set of vectors in Rn in the presence of data poisoning attacks. The algorithm is given

in Algorithm 2. Moreover, the distance between the computed weighted sum and the true

value scales well with the dimension n (∝
√
n), and the fraction ϵ of attacked vectors (∝ ϵ).

The algorithm is also light-weighted since its computational complexity scales linearly with

n.

2. We propose an algorithm that solves the RDGO problem when the aggregated function

is either convex or belongs to a special class of non-convex functions. The algorithm is given
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in Algorithm 2. The algorithm guarantees the Euclidean distance between the obtained

minimizer and the true one (in the absence of attacks) to be proportional to
√
n and ϵ,

which is proved in Theorem 12. Moreover, the proposed algorithm tolerates an attack up to

half of the nodes.

3. We verify the theoretical results with a numerical example, where we ask 20 nodes in a

communication network, each equipped with a non-overlapping portion of the MNIST data

set, to collectively train a binary classification model, despite an adversary which is able to

alter the data sets at three nodes.

To the best of authors’ knowledge, our algorithm outperforms any existing solution, under

the same or less stringent problem setting (e.g., a distributed setting). In the following table

we list 3 representative works on robust centralized/distributed optimization and compare

our results with theirs.

[GHY19,GMK21] [DD20,DD21] [LXC19] [RWR20] Our algorithm

Network Topology distributed distributed distributed centralized decentralized

Error Tolerance 1
2

1
4

1
2

1
2

1
2

Error vs Dimension O(n) O(
√
n) O(n) O(

√
n) O(

√
n)

Error vs Fraction

of Attacked Nodes
O(ϵ) O(

√
ϵ) O(ϵ) O(ϵ) O(ϵ)

Table 5.1: A comparison between solutions to the RDGO problem in [GHY19, GMK21],

[DD20,DD21], [LXC19], [RWR20], and this chapter.

We also note that, any result in this chapter can be conveniently applied to the distributed

case, even when the attack is Byzantine. More details regarding this claim can be obtained

in Remark 15.

83



5.1.3 Chapter Organization

The remainder of the chapter is organized as follows. Section 5.2 formulates the RDGO

problem. In Section 5.3 we introduce Resilient Averaging Gradient Descent (RAGD) algo-

rithm which solves the RDGO problem. This is followed by Section 5.4 in which how to

robustly estimate the weighted sum of a set of vectors is investigated. The performance of

the RAGD algorithm is studied in Section 5.5. Lastly, in Section 5.6 we verify our theoretical

results via a numerical example, and in Section 5.7 we conclude this chapter.

5.2 Preliminaries

5.2.1 Notation

Let R, R+, and N denote the set of real, positive real, and natural numbers, respectively.

Given a vector v ∈ Rn where n is a positive natural number, we use ∥v∥2 to denote the

l2 norm of v. Also, we define the all-ones vector of length n by 1n = (1, 1, . . . , 1)T and In

to be the identity matrix of order n. The largest and smallest singular values of a matrix

A ∈ Rn×p is denoted by σM(A) and σm(A), respectively, where n, p are positive natural

numbers. Moreover, we use ∇f(x) to denote the gradient of a function f : Rn → R evaluated

at x ∈ Rn. Further let r ∈ R+. We denote by B(x, r) = {y ∈ Rn|∥y − x∥2 ≤ r} the ball

centered at x with radius r. Moreover, the distance D(x, S) between a point x ∈ Rn and a

set S ⊆ Rn is defined by D(x, S) = infy∈S ∥x− y∥2.

A weighted directed graph G = (V , E ,A) is a triple consisting of a set of vertices V =

{v1, v2, . . . , vp} with cardinality p, a set of edges E ⊆ V×V , and a weighted adjacency matrix

A ∈ Rp×p which will be defined very soon. The set of in-neighbors of a vertex i ∈ V , denoted

by N in
i = {j ∈ V|(j, i) ∈ E}, is the set of vertices connected to i by an edge. Similarly, the

set of out-neighbors of a vertex i ∈ V is defined by N out
i = {j ∈ V|(i, j) ∈ E}. We assume

each vertex is both an in-neighbor and an out-neighbor of itself. The weighted adjacency
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matrix A of the graph G is defined entry-wise. The entry in the i-th row and j-th column,

aij, satisfies 0 < aij < 1 if (i, j) ∈ E and otherwise aij = 0.

5.2.2 Problem Formulation

We consider a set P of p nodes connected via a communication network, modelled as a

directed graph G = (V , E ,A). The set V in G represents the set of nodes and the set E

represents the set of communication links between all pairs of nodes. In particular, an edge

(i, j) ∈ E exists if and only if node j can receive information from node i. Moreover, each

communication link (i, j) is associated with a positive scalar value aij > 0, which, we recall,

is the (i, j)-th entry of A.

We now formally define the RDGO problem.

Definition 11 Consider a set P of p nodes connected via a communication network. Each

node i ∈ P is equipped with a local function fi : Rn → R where x ∈ Rn is the optimization

variable. The RDGO problem asks each node to find the optimizer x∗ of the aggregation of

the local functions:

f =
∑
i∈P

fi,

using its local function fi and messages exchanged with its neighboring nodes, notwithstanding

some local functions have been altered by a data poisoning attack.

In the decentralized federated learning problem, each node i has a local data set Zi =

{zi1, zi2, . . . , ziN} of cardinality N . The federated learning problem asks all nodes to collec-

tively minimize the following risk function 1
N

∑p
i=1

∑N
j=1 l(w, zij) with respect to w. In this

case, each local function fi(w) = 1
N

∑N
j=1 l(w, zij) is implicitly defined by the local data set

Zi at node i. The aggregation f of local functions is also named as the global function in

this chapter.
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5.2.3 Attack Model

The solution to the global optimization problem is trivial in the absence of attacks [NO09,

MSL16, MLR16, Bul19]. However, the problem gets more interesting and also complicated

when some nodes are subject to attacks. In this note, we assume that a subset Pb ⊂ P of

nodes are subject to a data poisoning attack, which is able to replace the original function

fj of an attacked node j ∈ Pb with f̃j ̸= fj. Moreover, we define Sg = S\Sb to be the set of

attack-free nodes. For simplicity, we also use f̃i to denote the local function of an attack-free

node i ∈ Sg after the data poisoning attack. It is trivially seen that, for an attack-free node

i, f̃i = fi.

The adversary that launches the data poisoning attack is assumed to be omniscient,

i.e., it has full knowledge of the communication graph, the local functions of all nodes, the

algorithm each node executes, etc. Moreover, it is able to arbitrarily alter the local functions

of the attacked nodes. However, differently from Byzantine attacks, we assume that all

nodes, even those subject to data poisoning attacks, are able to execute their protocols

correctly. Moreover, in the context of this chapter, we assume the attack is perpetrated

before the nodes start executing the algorithm that solves the RAGD problem, which we

will soon discuss in the next section. The attacked local functions will not change once the

algorithm starts running. This definition of the data poisoning attack is in line with other

works (for example [XBB15], [BCL17], [SMT13], and [SMY15]) where data poisoning attacks

are studied.

Remark 11 It was argued in [SV16] that it is impossible to exactly recover the optimizer x∗

when some local functions are attacked by an adversary and when there is no special relation-

ships between the local functions. Therefore, instead of exactly recovering the optimizer x∗,

we study in this chapter how well each node can approximate x∗ using its possibly attacked

local function and messages exchanged with its neighbors.
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5.2.4 Assumptions

We study the RGDO problem under the following assumptions, some of which have already

been discussed:

Assumption 7 The communication graph is fixed, connected, and doubly-stochastic (i.e.,

the adjacency matrix A of the graph is a doubly-stochastic matrix). Moreover, the weight

associated with each link is known to the corresponding receiver node, for example, node j is

aware of aij for any i ∈ P .

Assumption 8 There exists an 0 < ϵ < 1
2
, known to all nodes in the network, such that

for any node j, the sum of link weights corresponding to its attacked in-neighbors is upper

bounded by ϵ, i.e.: ∑
i∈N in

j ∩Sb

aij ≤ ϵ, ∀j ∈ P. (5.1)

Assumption 9 Each local function is differentiable, and the Euclidean distance between the

gradients of any two local functions evaluated at any point x in the working domain1 is upper

bounded by some constant κ > 0, i.e.:

∥∇fi(x) −∇fj(x)∥2 ≤ κ, ∀i, j ∈ P. (5.2)

Assumption 7 is a constraint on the communication network topology. This assumption

is the simplest one that enables a solution to the Decentralized Average Consensus (DAC)

problem, where a network of nodes, each having a local initial value, seeks to agree on the

average of their initial values [XBK07,CI14]. Note that the DAC problem is a special case of

the RDGO problem2, which justifies our Assumption 7. Assumption 8 restricts the power of

the adversary. For example, if node j has k neighbors and the weight on each link to node j is

1A brief discussion on the working domain will be provided at the end of the chapter.

2Consider a special class of the RDGO problem where the local function at node i is chosen to be
fi(x) = (x− xi)

T (x− xi). We note that the global optimizer of this RDGO problem is x∗ =
x1+x2+···+xp

p .
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1/k, Assumption 8 requires that less than half of the links can be attacked since ϵ is required

to be smaller than 1/2. Similar assumptions were made in [SG18], with the slight difference

that in [SG18] it is assumed that the number of attacked nodes in a neighborhood is upper-

bounded. Lastly, Assumption 9 is widely accepted in decentralized (distributed) machine

learning literature, for example, [YB19b] and [DD21] adopted very similar assumptions to

enable filtering information from attacked nodes.

Apart from Assumptions 7-9, in this chapter we also need one of the following two

assumptions to solve the RDGO problem.

Assumption 10 The global function f is L-smooth and ν-strongly convex, each local func-

tion fi is L1-smooth.

Assumption 11 is based on the following definition [KNS16].

Definition 12 A differentiable function f : Rn → R satisfies the Polyak-Lojasiewicz (PL)

inequality with parameter µ ∈ R+ if the following inequality holds:

1

2
∥∇f(x)∥22 ≥ µ(f(x) − f(x∗)), (5.3)

for any x ∈ Rn and x∗ being a minimizer of the function f .

Assumption 11 The global function f is L-smooth and satisfies the PL inequality with

parameter µ, each local function fi is L1-smooth.

We note that a ν-strongly convex function must satisfy the PL inequality. This result

can be observed by choosing µ = ν. However, the opposite does not hold. For example, a

function that satisfies the PL inequality may have multiple minimizers. We also note that if

a function f is both L-smooth and satisfies the PL inequality with parameter µ, then µ < L.
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5.3 The Resilient Averaging Gradient Descent Algorithm

In this section, we introduce an algorithm called the Resilient Averaging Gradient Descent

(RAGD), which enables all nodes to approximate the global minimum x∗ and thus solves

the RDGO problem. Algorithm 1 is a pseudo-code description of the RAGD algorithm.

Algorithm 1: Resilient Averaging Gradient Descent (RAGD) Algorithm for Node

j

Input: {aij|i ∈ N in
j }, f̃j, ϵ, η, τ ∈ N;

Initialization: x0
j [0] := 0;

for t = 0, 1, 2, . . . do

for k = 0, 1, 2, . . . , τ − 1 do

Broadcast xk
j [t] ;

Receive xk
i [t] from i ∈ N in

j ;

xk+1
j [t] :=

∑
i∈N in

j
aijx

k
i [t];

end

Compute and broadcast the gradient Xj[t] := ∇f̃j(x
τ
j [t]) of its local function;

Receive Xi[t] from i ∈ N in
j ;

µ̂j[t] := RWSE({(aij, Xi[t]), i ∈ N in
j }, ϵ) where the RWSE algorithm will be

introduced in Section 5.4;

x0
j [t + 1] := xτ

j [t] − ηµ̂j[t];

end

Output: xτ
j [t];

The RAGD algorithm has two loops, an inner loop (lines 4-8) and an outer loop (lines

3-13). In the inner loop, all the nodes are asked to run a linear iterative algorithm aiming at

reaching consensus on the average of their local estimates. The input parameter τ controls

the number of iterations executed in the inner loop. The estimate at node j in t-th iteration
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of the outer loop and k-th iteration of the inner loop is denoted by xk
j [t]. To proceed, we

directly provide the following result on the convergence property of the inner loop.

Lemma 10 Consider a set P of nodes, each starts with an initial value x0
i [t], executes lines

4-8 of the RAGD algorithm in parallel. Define x̄[t] = 1
p

∑
i∈P x0

i [t] and d
k[t] = maxi,j∈P ∥xk

i [t]−

xk
j [t]∥2. The following two properties regarding xτ

1[t], xτ
2[t], . . . , xτ

p[t] hold for any t ∈ N:

1. 1
p

∑
i∈P xτ

i [t] = x̄[t], ∀τ ∈ N.

2. there exists an a ∈ R+ and a ρ ∈ (0, 1) such that for any τ ∈ N, dτ [t] ≤ aρτd0[t].

In the outer loop, all nodes are first asked to reach consensus on the average of their local

estimates by executing the inner loop. Then each node is asked to compute and broadcast the

gradient of its (possibly attacked) local function (lines 9-10). We note that some gradients

are not reliable since some local functions have been altered by the data poisoning attack.

Upon receiving gradients from all its neighbors, each node runs a screening algorithm (the

RWSE algorithm) which allows each node to resiliently approximate the weighted average of

the gradients it receives (line 11), and in the end updates its local parameter by performing

a gradient descent step based on the output of the RWSE algorithm (line 12).

Remark 12 In line 9 of Algorithm 1, we ask each node j to compute the gradient of its

(possibly attacked) local function evaluated at its current local estimate xτ
j [t]. If node j is

free from attack, then Xj[t] = ∇fj(x
τ
j [t]), i.e., the computed gradient equals the gradient

of its original local function evaluated at the same point. However, if node j is attacked,

we make no assumptions on the relationship between Xj[t] and ∇fj(x
τ
j [t]) except that Xj[t]

exists.

Detailed discussion on the RAGD algorithm will be presented in Section 5.5.
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5.4 The Robust Weighted Sum Estimation Algorithm

In this section, we study the problem of how each node can resiliently compute the weighted

sum of its neighbors’ gradients under assumptions 7-9, despite a portion of the gradients

having been attacked. To solve this problem, we propose a novel algorithm termed the

Robust Weighted Sum Estimation (RWSE) algorithm.

The RWSE algorithm is not only the key for solving the RDGO problem, but also

has other applications, for example, it can be conveniently applied to solve the distributed

Byzantine-resilient federated learning problem3. Moreover, we note that the robust weighted

sum estimation problem is a generalization of the well-known RME problem, hence RWSE

solves the robust mean estimation problem assuming Assumptions 7-9 hold.

5.4.1 Algorithm Description

Since the execution node j is fixed, in this section we drop this index and represent the

weights {aij : i ∈ P} by {ai : i ∈ P}. Note that
∑

i∈P ai = 1 by Assumption 7. Let

S = N in
j , the message Xi that node j receives from node i satisfies:Xi = ∇fi, i ∈ Sg,

Xi ̸= ∇fi, i ∈ Sb,
(5.4)

where we also dropped time indices t and τ and used ∇fi in lieu of ∇fi(x
τ
i [t]) for sim-

plicity. The goal is to approximate the weighted average µg =
∑

i∈S ai∇fi using the data

{(a1, X1), (a2, X2), . . . , (ap, Xp)} under Assumptions 8 and 9. Algorithm 2 is a pseudo code

description of the RWSE algorithm.

To explain the RWSE algorithm we describe its execution on the example in Figure 1.

In Figure 1, a red dot denotes an attacked vector while a black dot denotes an attack-free

vector. All attack-free vectors (black dots) lie in a ball with diameter κ whereas there are

3See [DD21] for a formal definition of the distributed Byzantine-resilient federated learning problem.
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Figure 5.1: Visualization of Algorithm 2.

no restrictions on the position of attacked vectors. In each iteration, the execution node

first finds the pair of vectors (i, h) with the maximum Euclidean distance (subgraph (a),

also line 4 in Algorithm 2), then computes and compares the weighted sum of the distance

between vector i and all other vectors and the weighted sum of the distance between vector

h and all other vectors (subgraph (b) and (c), also lines 5-6 in Algorithm 2). In the problem

instance represented by Figure 1, vector h is closer to the rest of vectors compared with the

attacked vector i, hence in the last subgraph (d) vector i is removed according to lines 6-12

in Algorithm 2.

In addition, we use a scalar variable temp to store the identity of the latest removed

vector. By Assumption 8 if the weight ai associated to a vector Xi satisfies ai > ϵ, then this

vector cannot be attacked. Therefore, if a vector Xi with weight ai > ϵ is removed at some

iteration and then the algorithm terminates, there is no harm restoring this vector Xi since

it must be a good vector. By doing so we have the following guarantee of the weight sum of

the remaining vectors: ge ≥ 1− 2ϵ, where ge is defined in line 14 and line 16 in Algorithm 2.
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5.4.2 Performance

It is trivial that Algorithm 2 will terminate (once enough nodes are removed the guard in

line 3 will be violated). Therefore we only need to check how close the output µ̂ is to the

true average µg. To do this, we divide all possibilities regarding the execution of Algorithm

2 into three cases. The classification rule is shown in Table 1, where r stands for a good

vector and a stands for an attacked vector. An execution of the RWSE algorithm falls into

a certain case if for sufficient number of iterations as shown in the first column of this row,

an indicated pair of vectors in the second column is chosen since their distance is larger than

any other pair, and in the end a certain (good or attack) vector is removed as indicated by

the third column in this row. For example, if for at least one iteration, two good vectors are

chosen and one of them is removed, then the execution falls into Case two.

Now we study the execution of the RWSE algorithm case by case.

Case 1: During each iteration one attacked vector is removed.

Observation 1 If Case 1 holds during the execution of the RWSE algorithm, then for any

two vectors Xi, Xh such that i, h ∈ Ve we have ∥Xi −Xh∥2 ≤ κ.

We proceed by examining case 2. As we will soon see, Case 1 and Case 2 are very similar.

Case 2: In some iterations the distance between a pair of good vectors is larger than

any other pair. Due to this reason a good vector is removed in this iteration.

Observation 2 If Case 2 holds during the execution of the RWSE algorithm, then for any

two vectors Xi, Xh such that i, h ∈ Ve we have ∥Xi −Xh∥2 ≤ κ.

Now we study the performance of the RWSE algorithm when either Case 1 or Case 2

holds. The following lemma guarantees that the output µ̂ of the RWSE algorithm is a good

estimate of µg if either Case 1 or Case 2 holds.
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Lemma 11 If Case 1 or Case 2 holds during the execution of the RWSE algorithm, then

the output µ̂ of the RWSE algorithm satisfies:

∥µ̂− µg∥2 ≤
(

2 +
2

1 − 2ϵ

)
ϵκ. (5.5)

Case 3: In some iterations the maximum distance lies between a good vector and a bad

vector, leading to a good vector being removed.

We first make a claim on the distance between any remaining attacked vector Xq and

the vector ∇fq which was replaced. This result will be used in the analysis of the RWSE

algorithm if Case 3 holds.

Lemma 12 If Case 3 holds, then for any q ∈ Ve ∩ Sb, we have ∥Xq −∇fq∥2 ≤ (2 + 1
1−2ϵ

)κ.

Lemma 13 If Case 3 holds during the execution of the RWSE algorithm, then the output µ̂

of the RWSE algorithm satisfies:

∥µ̂− µg∥2 ≤
(

2 +
3 − 4ϵ

(1 − 2ϵ)2

)
ϵκ. (5.6)

By taking the worst case over the bounds for each of the three cases we obtain the

following result:

Lemma 14 Consider the RWSE algorithm with inputs {(a1, X1), (a2, X2), . . . , (ap, Xp)} sat-

isfying (1) a1 + a2 + · · · + ap = 1, (2) ai > 0, ∀i ∈ P , (3) ∥∇fi − ∇fh∥2 ≤ κ, ∀i, h ∈ P ,

and ϵ satisfying (4) ϵ < 1
2
. Define µg =

∑p
i=1 ai∇fi. The output µ̂ of the RWSE algorithm

satisfies:

∥µ̂− µg∥2 ≤
(

2 +
3 − 4ϵ

(1 − 2ϵ)2

)
ϵκ. (5.7)

Remark 13 We see from the description that the RWSE algorithm scales well with the

dimension n, since the computational complexity of the RWSE algorithm grows linearly with

the increase of n. Moreover, according to Lemma 14, the error of the RWSE algorithm scales
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with ϵ, which outperforms many RME algorithms whose error scales with
√
ϵ [DKK19]. The

authors believe this is a consequence of Assumption 9 where we assume the dissimilarity

among two good gradients is upper bounded, whereas in RME algorithms usually deal with

randomized data. It is also noteworthy that the error of the RWSE algorithm scales with κ,

which implicitly grows with
√
n.

5.5 Performance of the RAGD Algorithm

In this section we prove the correctness of the RAGD algorithm. We start with an intuitive

explanation of the RAGD algorithm: the inner loop can be considered as an initialization

step, in which each node initializes their estimate to be the average of estimates of all nodes

throughout the network, up to some error which decreases exponentially with τ by Lemma

10. Executing lines 9-12 in Algorithm 1 brings the following two consequences:

1. The average of local estimates moves towards the minimum point (or a minimum point

if there are multiple), up to some constant error.

2. The distance between two local estimates may increase.

The proof idea is simple. We will prove the following two facts: (1) the local estimates of

all nodes are clustered in a ball, and (2) the centroid of the ball moves towards the minimizer

up to a constant error. It is a natural consequence of these two facts that the estimate at

any node is close to the minimizer. We recall the definition dk[t] = maxi,j∈P ∥xk
i [t] − xk

j [t]∥2

from and proceed with our first result in this section:

Lemma 15 Consider a set P of nodes in a communication network satisfying Assumption

7. Each node has a local function which satisfies Assumption 9 whereas some local functions

are altered by a data poisoning attack which satisfies Assumption 8. Let all nodes run the

RAGD algorithm in parallel. Moreover, let either Assumption 10 or 11 hold. For any pair

of nodes i, j ∈ P , any t ∈ N and any τ ∈ N, the output of these nodes xτ
i [t], xτ

j [t] in iteration
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t and the maximum distance dk[t] satisfy:

∥∇fi(x
τ
i [t]) −∇fj(x

τ
j [t])∥2 ≤ κ + 2L1d

τ [t]. (5.8)

Moreover, in this case, the variable µ̂j[t] in line 11 of the RWSE algorithm at any node j ∈ P

and iteration t ∈ N satisfies:

∥µ̂j[t] − µj[t]∥2 ≤ cϵ(κ + 2L1d
τ [t]), (5.9)

for any j ∈ P and any t ∈ N, where µj[t] =
∑

i∈N in
j
aij∇fi(x

τ
i [t]) and cϵ = 3ϵ−4ϵ2

(1−2ϵ)2
.

Moreover, in the following proposition we show that dτ [t] can be uniformly upper bounded

over time t if τ is large enough:

Proposition 6 Under the assumptions of Lemma 15, for any step size η > 0 and any given

input r > 0, there always exist a τ0 ∈ N such that dτ [t] ≤ r implies dτ [t + 1] ≤ r for any

t ∈ N, if τ ≥ τ0.

This proposition tells that, for any given r, as long as all nodes start from the same initial

value in the first iteration (i.e., t = 0), then dτ [t] ≤ r holds for any t ∈ N if τ ≥ τ0 holds.

Combining Lemma 15 with Proposition 6, we notice that for any iteration t and any node

j ∈ P , the variable (defined in line 11 of Algorithm 1) µ̂j[t] satisfies:

∥µ̂j[t] − µj[t]∥2 ≤ cϵ(κ + 2L1r). (5.10)

Now we are ready to analyze the performance of the RAGD algorithm. Recall the def-

inition x̄[t] = 1
p

∑
j∈P x0

j [t]. The following result shows that in the RAGD algorithm the

average of local estimates is approximately updated with a gradient descent step:

Proposition 7 Under the assumptions of Lemma 15, for any t ∈ N, η > 0, r > 0, assume

dτ [t] ≤ r holds for any τ ∈ N, then the following equation holds:

x̄[t + 1] − x̄[t] = −η

p
∇f(x̄[t]) +

η

p
l[t], (5.11)

for some l[t] satisfying ∥l[t]∥2 ≤ pcϵ(κ + 2L1r) + pL1r.
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For simplicity, we define ξ = pcϵ(κ + 2L1r) + pL1r. Inequality (5.11) shows that, if we

compare the average at the iteration t + 1 and the average at iteration t, we determine that

the average x̄[t] is updated with a “polluted” gradient, which differs from the true gradient

∇f(x̄[t]) by a vector l[t] whose Euclidean norm is upper bounded by ξ, using step size η
p
. As

we will soon see, performing gradient descent on a strongly convex function (or a function

that satisfies the PL condition) using an approximate gradient makes the average estimate

x̄[t] converge to the optimizer x∗, up to some constant error.

We proceed by describing the performance guarantee of the RAGD algorithm, which is

also the main result of this chapter.

Theorem 12 Consider a set of nodes in a communication network satisfying Assumption

7, each equipped with a local function satisfying Assumption 9. Moreover, assume a subset

of nodes are subject to a data poisoning attack satisfying Assumption 8. Suppose all nodes in

the network run the RAGD algorithm with η = p
L
and parameter τ ≥ τ0 in Equation4 (7.43),

then the output of every node j ∈ P satisfies one of the two possibilities:

1. Let β =
√

1 − ν
L
. Assumption 10 implies the following inequality:

∥xτ
j [t] − x∗∥2 ≤ βk∥x0

j [0] − x∗∥2 +
ξ

(1 − β)L
+ r, (5.12)

2. Let β′ = 1 − µ
L

and S∗ be the set of minimizers of f . Assumption 11 implies the

following inequality:

D(xτ
j [t], S∗) ≤

√
L

µ
β′ t2D(x0

j [0], S∗) +
Lξ

µ
+ r. (5.13)

Remark 14 It can also be seen from Theorem 12 that the output xτ
j [t] at node j will converge

to the ball B(x∗, ξ
(1−β)L

+ r), if Assumption 10 holds. Moreover, if x0
j [0] is not in the ball

mentioned above, then the estimate xτ
j [t] will move towards the ball. From this discussion we

4Equation (7.43) can be found in the supplementary file.
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also learn that for any t ∈ N, xτ
j [t] always lies in the ball B(x∗,max(∥x∗∥2, ξ

(1−β)L
+ r)) since

all x0
j [0] are assumed to be 0. The result in Theorem 12 implicitly assumes that the working

domain contains the ball mentioned above. A similar analysis also applies to the case when

Assumption 11 holds.

Remark 15 In either case, our RAGD algorithm guarantees that the distance between the

computed minimizer and the true global minimizer (in the absence of attacks) is bounded by a

constant error term. This differs some existing works [SG18,KXS20] in which the computed

minimizer is only guaranteed to lie in the smallest hyper-rectangle that contains all local

minimizers5. Moreover, our error term scales linearly with
√
n and ϵ when at most half of

nodes are under attack, which matches, or even outperforms its counter part in the distributed

case [DD21,GMK21,HKJ20]. We also note that in the absence of attacks, i.e., when ϵ = 0,

the RAGD algorithm degenerates to the well-known decentralized gradient descent algorithm.

Lastly, it is observed that the RAGD algorithm can be applied to solve the distributed resilient

federated learning problem, even when the adversary is Byzantine.

5.6 Numerical Results

In this section, we use a numerical example to illustrate our theoretical results. We consider

a decentralized binary classification problem using the MNIST handwritten digits data set.

In this task, a total of 20 nodes in a randomly generated communication network are asked

to classify digits in two classes corresponding to the digit 0 and the digit 1, using a logistic

regression function collectively trained by themselves.

In this test, we use 12000 samples from the MNIST data set, 6000 samples are pictures

of handwritten zero digits and the rest are pictures of handwritten one digits. The set of

samples is split into a training set of size 10000 and a testing set of size 2000. Moreover, the

5Some of these works assume the attack to be Byzantine.
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training set is equally split into 20 subsets each of size 500, and each node in the network

has access to only one subset of samples.

We first generate a random doubly-stochastic square matrix of size 20 to represent the

communication graph. In this experiment, we perform an attack which changes all the gra-

dients from two nodes to a random vector generated using Gaussian distribution N (0, In)).

In the simulation we set r = 0.05 and choose the number of iterations of the inner loop τ0

to be 10. The step size is set to be 1 × 10−6.
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Figure 5.2: Testing accuracy over iterations of the RAGD algorithm for decentralized train-

ing a logistic regression function on MNIST data set in the presence of attacks changing

gradients.

Figure 2 shows a typical execution of the proposed algorithm in comparison with the

absence of attacks and the attack-only case. The yellow curve corresponds to the testing

accuracy over iterations when two nodes are subject to the attack mentioned above. In this

case, the testing accuracy is around 60%, whereas in the absence of attacks the classification

accuracy is above 98%. The red curve corresponds to the case when we implement our

RAGD algorithm to combat against the attacks. As we can see in Figure 2, the RAGD

algorithm significantly enhances the testing accuracy to more than 95%.
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5.7 Conclusion

In this chapter, we proposed a resilient averaging gradient descent algorithm, which solves

the decentralized global optimization problem in the presence of data poisoning attacks. The

proposed algorithm enables all nodes to approximate the global optimizer, with an error that

scales linearly with
√
n where n is the dimension and the fraction ϵ of attacked nodes.
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Algorithm 2: Robust Weighted Sum Estimation (RWSE)

Input: {(a1, X1), (a2, X2), . . . , (ap, Xp)}, ϵ;

Initialization: g := 1, temp := 0, w0 := 0, V := {X1, X2, . . . , Xp}, Ve := {}, ge := 0;

while g > 1 − ϵ do

compute the Euclidean distance between every pair of nodes and find out a pair

with the maximum distance. If there are multiple pairs, pick one of them

arbitrarily. Without loss of generality we assume that vectors Xi and Xh are

picked;

si :=
∑

z∈V (az∥Xi −Xz∥2);

sh :=
∑

z∈V (az∥Xh −Xz∥2);

if si > sh then

u := i;

else

u := h;

end

V := V \{Xu}, g := g − au, temp := u;

end

if atemp > ϵ then

Ve =: V ∪ {Xtemp}, ge := g + atemp;

else

Ve := V , ge := g;

end

Output: µ̂ := 1
ge

∑
i∈Ve

aiXi;
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# of iterations {i, h} u Case

All iterations {r, a} ∨ {a, a} a 1

At least 1 iteration {r, r} r 2

At least 1 iteration {r, a} r 3

Table 5.2: Illustration of the classification rule.
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CHAPTER 6

Future Directions

In this chapter we conclude the dissertation by outlining some problems that represent my

ongoing research.

In this dissertation, we made an attempt to identify the attacked nodes in a CPS by

studying the messages sent by each nodes and having them compared against one another.

However, the algorithm we design is not able to remove attacked nodes. In plain words,

they simply enable attack-free nodes to filter out erroneous messages, or ”neglect” to them.

The attacked nodes and messaged still lie in the network and they are simply neglected.

However, it is not always the case that people want to live along with attacks in a system.

In many cases, people want to prevent attacks from coming into being, and, if there is really

attacked nodes, people want to remove them and replace them. For example, people in

industry tend to build firewalls and come up with data encryption/decryption algorithms to

keep the network safe. This motivates my current research, which is based on the following

beliefs:

1. No CPS is absolutely safe.

2. We can make a CPS safer with hybrid security measures.

As we see from the previous discussion, they way people in industry deal with attacks is

quite different from my approach presented in this dissertation. However, these two kinds

of safety measures are not mutually exclusive - we can build a firewall, or implement two-

factor authentication measure, and simultaneously double check each piece of information
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we receive from neighboring nodes to make sure they make sense. How the combination

of these two safety measures restricts the strategy of the attacker and how to robustify a

system is part of my ongoing research.

To the best of my knowledge, not too many works have addressed this problem. A

most recent work [KP22] considers the state reconstruction problem in a centralized system

when data transmission can be partially checked using an authentication rule, and an earlier

work [KLS16] showed that by encrypting controller signals the power of the adversary will

be limited and thereby increase the robustness of networked systems.

This research area is rich and many questions can be asked. In the following context I’ll

list some questions that worth exploring:

1. How can a safety measure (like a 2-factor authentication) limit the capability of the

adversary? Instead of arbitrarily changing the measurements from attacked sensors,

which is a common assumption in the related literature, attackers must carefully design

how an attack could be launched without being spotted/stopped by safety measures.

2. Is stealthy attack still possible in a given CPS system with an alarm? If so, how much

damage can the adversary do before the alarm rings? Some systems are protected by

an alarm system, which rings when the value of a certain internal state exceeds a given

threshold. However, it seems different attack strategies will lead to different outcomes

regarding this internal state, which might be very sensitive to one kind of attack, but

may not even ring if another attack is launched.

3. How much redundancy can we save with shared information? As said, a vast literature

is devoted to identifying attacked nodes by comparing messages from that node and

other messages in the network. To do this, one needs to deploy more nodes than neces-

sary in order to do the job, where the information redundancy is used for checking if a

certain set of messages is reliable. However, with even a little bit of shared information,

some nodes will be able to know if a given node, paired with him, is attacked or not.
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The tradeoff between the amount of shared information and the redundancy needed is

another interesting topic.

There are also other interesting ideas that worth a try:

4. How do we collaborate a network with attacked nodes and also with trusted nodes?

5. How to define the robustness of a graph subject to different kinds of cyber-attacks,

and, if we have the freedom of adding more nodes in the graph, how should we design

these nodes and where should we place them?

6. It is easily seen that any algorithm robust against attacks will be outperformed by its

counterpart (which only works in the attack-free case). A simple reason is the attack-

free case can be viewed as an attack-existing case when the number of attacked nodes

is zero. However, there lacks an understanding of the tradeoff between the performance

of the algorithm and the robustness of the algorithm. How to balance these two aspects

might be another interesting research topic.
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CHAPTER 7

Appendix

The missing proofs in Chapters 4 and 5 are provided in this chapter.

7.1 Proofs for Chapter 4

7.1.1 Proof of Lemma 8

We first present the following three lemmas which will be used in the proof of Lemma 8.

Lemma 16 Consider a positive semi-definite matrix B = BT ∈ Rn×n and a matrix S ∈

Rn×m such that R(S) ∩ ker(B) = {0}. The matrix STBS is diagonalizable and positive

definite.

Proof. The matrix STBS being symmetric implies it is diagonalizable and positive semi-

definite since B is also positive semi-definite. Assume, for the sake of contradiction, that

it is not positive definite. Then, there exists x ̸= 0 ∈ Rn such that xTSTBSx = 0. Since

xTSTBSx = ∥
√
BSx∥22 we conclude that

√
BSx = 0, i.e., Sx ∈ ker(B) since any matrix B

and its square root
√
B have the same kernel, a contradiction with R(S)∩ker(B) = {0}.

Lemma 17 Consider a block square matrix H =

A B

C D

, where A,B,C,D ∈ Rr×r and

r ∈ N satisfy the following properties: (1) blocks A and D are upper-triangular and have

a1, a2, . . . , ar and d1, d2, . . . , dr as their diagonal entries respectively, and (2) blocks B and
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C are diagonal and have b1, b2, . . . , br and c1, c2, . . . , cr as their diagonal entries respectively.

The matrix H is stable if every 2 × 2 matrix

ai bi

ci di

 is stable for i ranging from 1 to r.

Proof. We will only prove the special case when r = 2 since the rest of the proof follows by

an induction argument, which we omit for the sake of brevity.

We explicitly write out the matrix H:

H =


a1 a0 b1

a2 b2

c1 d1 d0

c2 d2

 ,

and compare with another matrix Ĥ:

Ĥ =


a1 b1 a0

c1 d1 d0

a2 b2

c2 d2

 .

We observe that Ĥ can be obtained from H by a similarity transformation: Ĥ = T−1HT ,

where

T = T−1 =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

 .

In other words, matrices H and Ĥ share the same set of eigenvalues. Moreover, we obtain

that Ĥ is a block diagonal matrix with both of its diagonal blocks

a1 b1

c1 d1

 and

a2 b2

c2 d2


being stable. This shows Ĥ is a stable matrix, which finishes our proof.

Comment 1 Moreover, to simplify we write the dynamics x[t + 1] = Hx[t] as x+ = Hx

since t does not play a role in our analysis.
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We consider the following linear system of order 4:
x1

x2

x3

x4



+

=


a1 a0 b1

a2 b2

c1 d1 d0

c2 d2


︸ ︷︷ ︸

H


x1

x2

x3

x4

 . (7.1)

To prove H is stable, it is sufficient to prove the system (7.1) is stable, under the assumption

that both matrices

a1 b1

c1 d1

 and

a2 b2

c2 d2

 are stable. We note that system (7.1) can be

decomposed into the following 2 sub-systems each of order 2:

x2

x4

+

=

a2 b2

c2 d2

x2

x4

 ,

x1

x3

+

=

a1 b1

c1 d1

x1

x3

+

a0x2

d2x4

 .

(7.2)

The first sub-system has x2 and x4 as its states. By the assumption that the matrix

a2 b2

c2 d2


is stable, this system is a stable system. Furthermore, the second sub-system with states

x1 and x3 is input-to-state stable if we treat the last term

a0x2

d2x4

 as the input, since by

assumption

a1 b1

c1 d1

 is also stable. Since the interconnection of an ISS system with an

asymptotically stable system results in an asymptotically stable system (see, e.g., [Son08]),

we conclude that H is a stable matrix.

Lemma 18 Consider a block matrix B of the form B =

A− I − 2k2
Iλ

2In −2kIkPλIn

kIλIn A
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where A ∈ Rn×n and λ is a non-zero eigenvalue of L. There always exist kI , kP ∈ R such

that B is stable1 if A satisfies Assumption 6 in Section 4.2.

Proof. We first find the Jordan decomposition of A. Let J = T−1AT be the Jordan form

of A, J is an upper-triangular matrix with entries a1, a2, . . . , an on its diagonal. Instead of

matrix B, we focus on the following matrix which has the same eigenvalues as B:T−1

T−1

A− I − 2k2Iλ
2In −2kPkIλIn

kIλIn A

T
T


=

J − I − 2k2Pλ
2In −2kPkIλIn

kPλIn J

 .

Now we invoke Lemma (17) and obtain that B is stable if the matrix

R(a, λ) =

a− 1 − 2k2
Iλ

2 −2kPkIλ

kIλ a


is stable for any a ∈ {a1, a2, . . . , an} being an eigenvalue of A and any λ being a non-zero

eigenvalue of L. In the next step we compute the eigenvalues k1, k2 of matrix R(a, λ):

(a− 1− 2k2Iλ
2 − k)(a− k) + 2kPk

2
Iλ

2 = 0

⇒ k2 + (2k2Iλ
2 − 2a+ 1)k + (2kpk

2
Iλ

2 + a2 − a− 2ak2Iλ
2)

= 0.

The eigenvalues of the matrix R(a, λ) are given by:

2k1 = −2k2
Iλ

2 + 2a− 1 +
√

(2k2
Iλ

2 + 1)2 − 8kPk2
Iλ

2,

2k2 = −2k2
Iλ

2 + 2a− 1 −
√

(2k2
Iλ

2 + 1)2 − 8kPk2
Iλ

2.

Lastly, we provide a possible choice of λ and c such that for any aforementioned a and λ,

both eigenvalues k1 and k2 are stable. We pick kP = 1 and kI = 1√
2λmax(L)

, where we recall

that λmax(L) is the largest eigenvalue of L. This choice leads to:

k1 = a− 1, k2 = a− λ2

λ2
max(L)

.

1We recall that a matrix is stable if and only if the magnitude of all its eigenvalues is strictly less than 1.

109



By Assumption 6 both k1 and k2 are stable for any feasible choice of a and λ, which finishes

our proof.

Now we are ready to prove Lemma 8.

Proof of Lemma 8: To begin with, we reproduce Algorithm (4.8) for the sake of conve-

nience: 

W 1
i [t + 1] = (Â− I)W 1

i [t] + 2kI
∑
j∈Ni

(ηj[t] − ηi[t])

+ ϕ1
i [t],

bi[t + 1] = Âbi[t] − kI
∑
j∈Ni

(W 1
j [t] −W 1

i [t]),

ηi[t] = kP bi[t] − kI
∑
j∈Ni

(W 1
j [t] −W 1

i [t]),

(7.3)

and rewrite it in the following compact form:

W 1[t + 1] = (Ip ⊗ Â− Inp)W
1[t] + ϕ1[t]

− 2kI(L ⊗ In)η[t],

b[t + 1] = (Ip ⊗ Â)b[t] + kI(L ⊗ In)W 1[t],

η[t] = kP b[t] + kI(L ⊗ In)W 1[t],

(7.4)

where W 1 =
[
(W 1

1 )T (W 1
2 )T . . . (W 1

p )T
]T

and ϕ1 =
[
(ϕ1

1)
T (ϕ1

2)
T . . . (ϕ1

p)
T

]T
are ob-

tained by concatenating estimates and weighted measurements from all nodes in the network,

b =
[
bT1 bT2 . . . bTp

]T
and η =

[
ηT1 ηT2 . . . ηTp

]T
are similarly defined.

We will take three steps to prove Lemma 8. In step 1, we decompose the stacked version

of the tracking algorithm (7.4) and show that, the sum of local estimates
∑p

i=1W
1
i and

the dissimilarity between local estimates at different nodes W 1
i −W 1

j (i ̸= j) can be studied

independently. This motivates our step 2 in which we show that the sum of local estimates∑p
i=1 W

1
i converges to the sum of local reference signals

∑p
i=1 ϕ

1
i . Lastly, in step 3, we argue

that local estimates at all nodes are identical if t is sufficiently large. Combining these three

steps we finish our proof.
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Step 1: Decomposition. We first introduce the matrix R = 1√
p
1p and pick S ∈ Rn×(n−1)

such that the matrix
[
R S

]
∈ Rn×n is orthogonal. Then we left multiply

RT ⊗ In

ST ⊗ In

 on

both sides of all three equations in the set (7.4). The following set of equalities is obtained:



RT ⊗ In

ST ⊗ In

W 1[t + 1] =

RT ⊗ In

ST ⊗ In

 (Ip ⊗ Â− Inp)
[
R⊗ In S ⊗ In

]RT ⊗ In

ST ⊗ In

W 1[t]

− 2kI

RT ⊗ In

ST ⊗ In

 (L ⊗ In)
[
R⊗ In S ⊗ In

]RT ⊗ In

ST ⊗ In

 η[t]

+

RT ⊗ In

ST ⊗ In

ϕ1[t],

RT ⊗ In

ST ⊗ In

 b[t + 1] =

RT ⊗ In

ST ⊗ In

 (Ip ⊗ Â)
[
R⊗ In S ⊗ In

]RT ⊗ In

ST ⊗ In

 b[t]

+ kI

RT ⊗ In

ST ⊗ In

 (L ⊗ In)
[
R⊗ In S ⊗ In

]RT ⊗ In

ST ⊗ In

W 1[t],

RT ⊗ In

ST ⊗ In

 η[t] = kP

RT ⊗ In

ST ⊗ In

[R⊗ In S ⊗ In

]RT ⊗ In

ST ⊗ In

 b[t]

+ kI

RT ⊗ In

ST ⊗ In

 (L ⊗ In)
[
R⊗ In S ⊗ In

]RT ⊗ In

ST ⊗ In

W 1[t].

(7.5)

Exploiting the facts that L1p = 0 and L is a symmetric matrix, Equation (7.5) is sim-

plified to:

z1[t + 1] = (Â− In)z1[t] + φ1[t], (7.6)
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and: 

z2[t + 1] = (Ip−1 ⊗ Â− In(p−1))z1[t] + φ2[t]

− 2kI(L′ ⊗ In)η2[t],

b2[t + 1] = (Ip−1 ⊗ Â)b2[t] + kI(L′ ⊗ In)η2[t],

η2[t] = kP b2[t] − kI(L′ ⊗ In)z2[t],

(7.7)

where z1[t] = (RT ⊗ In)W 1[t], z2[t] = (ST ⊗ In)W 1[t], φ1[t] = (RT ⊗ In)ϕ1[t], φ2[t] =

(ST ⊗ In)ϕ1[t], b2[t] = (ST ⊗ In)b[t], η2[t] = (ST ⊗ In)ηt, and L′ = STLS. To proceed, we

invoke Lemma 16 here and observe that L′ is diagonalizable and positive definite. Moreover,

by construction of matrix S, L and L′ share the same set of non-zero eigenvalues.

Step 2: Track the Sum of Reference Signals. In this part we show that z1 (which

resembles the sum of estimates at all nodes) converges to φ1 (which resembles the sum of

reference signals).

We have the following set of equalities:

z1[t + 1] − φ1[t + 1]

(a)
= z1[t + 1] − (RT ⊗ In)ϕ1[t + 1]

(b)
= (Â− In)z1[t] + φ1[t] − (RT ⊗ In)ϕ1[t + 1]

= (Â− In)z1[t] + φ1[t] − (RT ⊗ In)(Ip ⊗ Â)ϕ1[t]

= (Â− In)z1[t] + φ1[t] − (RT ⊗ Â)ϕ1[t]

= (Â− In)z1[t] + φ1[t] − (1 ⊗ Â)(RT ⊗ In)ϕ1[t]

(c)
= (Â− In)z1[t] + φ1[t] − Âφ1[t]

= (Â− In)(z1[t] − φ1[t]), (7.8)

where in steps (a) and (c) we use the definition φ1 = (RT ⊗ In)ϕ1[t], and in step (b) we plug

in Equation (7.6).

To see why Â − In is a stable matrix, we consider any eigenvalue m + ni of Â − In, we

observe that m+ni+ 1 must be an eigenvalue of Â, which is also an eigenvalue of A since Â
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and A share the same spectrum. By Assumption 6 we have m2 + n2 < 1, which shows that

Â− In is a stable matrix.

From Equation (7.8) and the fact that (Â− In) is a stable matrix we draw the following

conclusion:

Conclusion 1 For any solution z1[t] of (7.6), there exist 0 < α < 1 and β > 0 such that:

∥z1[t] − φ1[t]∥ < βαt.

Step 3: Reach Consensus. In this part we show that the local estimates W 1
i at all nodes

reach consensus. Practically, we prove that z2 = (ST ⊗ In)W 1 converges to 0 which serves

the same purpose.

Substituting η2 with kP b2−kI(L′⊗ In)z2 (i.e., the third equation in (7.7)), we obtain the

following dynamics:

z2[t + 1]

b2[t + 1]

 = B ·

z2[t]
b2[t]

+

φ2[t]

0

 , (7.9)

where B = Ip−1 ⊗ Â− In(p−1) − 2k2
I (L′2 ⊗ In) −2kIkP (L′ ⊗ In)

kI(L′ ⊗ In) Ip−1 ⊗ Â

 .

It is simple to see that, if B is stable, for any two solutions w and w′ of (7.9), we have

limt→∞(w[t]−w′[t]) = 0, since z = w−w′ satisfies z[t+ 1] = Bz[t]. In other words, if we can

prove: 1. there exists a function b̂2[t] : R → Rn(p−1) such that (0, b̂2) is a solution of (7.9),

and 2. the matrix B is Hurwitz, then the proposition is proved.

First we prove that (0, b̂2[t]) is the solution of (7.9) for some b̂2[t]. By substituting z2 = 0

into (7.9) we obtain:  φ2[t] = 2kPkI(L′ ⊗ In)b̂2[t],

b̂2[t + 1] = (Ip−1 ⊗ Â)b̂2[t].
(7.10)
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We make a guess that (ẑ2 = 0, b̂2[t] = 1
2kP kI

(L′−1⊗ In)φ2[t]) is a feasible solution of Equation

(7.9) since the first equation in (7.10) is naturally satisfied. To prove this is a solution of

(7.9), we show that if the second equality in (7.10) holds at time t, then it will also hold at

time t+ 1. Then a simple induction can be conducted and the proof could thus be obtained.

We check that:

b̂2[t + 1] =
1

2kPkI
(L′−1 ⊗ In)φ2[t + 1]

=
1

2kPkI
(L′−1 ⊗ In)(ST ⊗ In)ϕ1[t + 1]

=
1

2kPkI
(L′−1 ⊗ In)(ST ⊗ In)(Ip ⊗ Â)ϕ1[t]

=
1

2kPkI
(L′−1 ⊗ In)(Ip−1 ⊗ Â)(ST ⊗ In)ϕ1[t]

=
1

2kPkI
(L′−1 ⊗ In)(Ip−1 ⊗ Â)φ2[t]

=
1

2kPkI
(Ip−1 ⊗ Â)(L′−1 ⊗ In)φ2[t]

= (Ip−1 ⊗ Â)b̂2[t].

This concludes our proof that (ẑ2, b̂2) is a solution to (7.9).

To prove that matrix B can be made stable by properly choosing kP and kI , we recall

that L′ is positive definite, which implies L′ is diagonalizable. Assume P−1L′P is a diagonal

matrix, where P ∈ Rp−1, we consider the following similarity transformation of B:

B̃ =

P−1 ⊗ In 0

0 P−1 ⊗ In

B

P ⊗ In 0

0 P ⊗ In

 .

For the sake of brevity we do not write down matrix B̃ explicitly. However, we note that

B̃ and B have the same set of eigenvalues. We can also conclude, from the structure of the

matrix B̃, that B̃ is stable if all the following blocks:A− I − 2k2
Iλ

2In −2kIkPλIn

kIλIn A

 ,

114



are stable, where λ is an eigenvalue of L′. We invoke Lemma 18 and see that there exist a

choice of kI and kP such that for any λ being an eigenvalue of L′, the aforementioned matrix

is stable, which finishes our proof that B can be made Hurwitz.

The conclusion of step 3 is as follows:

Conclusion 2 For any solution (z2[t], b2[t]) of (7.7) we have:

∥z2[t]∥ < βαt,

for some 0 < α < 1 and β > 0.

Combining Conclusions 1 and 2 we obtain the proof of Lemma 8.

7.1.2 Proof of Lemma 9

Proof. The solution (x̂, Ê) to the optimization problem (4.9) satisfies the following set of

inequalities:

∥Wi − (D ⊗ In)(Ox̂ + Ê)∥2

≤ ∥Wi − (D ⊗ In)(Ox + E)∥2

≤ α,

which implies:

∥(D ⊗ In)(O(x̂− x) + (Ê − E))∥2 ≤ 2α. (7.11)

Moreover, let K1 be the index set of non-zero blocks in E, K2 be the index set of non-

zero blocks in Ê, and K = K1 ∪ K2. Note that |K| ≤ 2s. We pick L ∈ P2s such that2

ker(L) = span{ei, i ∈ K} and ∥L∥2 = 1. We observe that the following inequality holds:

∥((L⊗ In)(D ⊗ In)(O(x̂− x))∥2 ≤ 2α. (7.12)

2The definition of P2s can be found in the definition of sparse detectability with respect to a matrix in
Section 4.3, and the norm condition can be satisfied by a proper normalization.
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By assumption (A,C) is 2s-sparse detectable with respect to D, it follows that the matrix

(L ⊗ In)(D ⊗ In)O has full column rank. In other words, we can pick β−1 = 1
2
σmin((L ⊗

In)(D ⊗ In)O) > 0 and then Equation (7.12) directly implies ∥x̂− x∥2 ≤ βα, which finishes

our proof.

7.2 Proofs for Chapter 5

7.2.1 Proof of Lemma 10

We first introduce the following two results which will be used in the proof of Lemma 10.

Lemma 19 ( [CLS04]) Consider a schur stable3 matrix F ∈ Rr×r. There always exist

m ≥ 1 and 0 < ρ < 1 such that for any n ∈ N, the following bound holds:

∥F n∥2 ≤ mρn. (7.13)

Proof. We first perform a Jordan decomposition of the matrix F : F = T−1JT where T ∈

Rn×n is an invertible matrix and J is in block diagonal form, i.e., J = diag{J1, J2, . . . , Jl},

where each Ji is a Jordan block. To prove Lemma 4.1, it suffices to prove the existence of

mi ≥ 1 and 0 < ρi < 1 for each block Ji such that ∥Jn
i ∥2 ≤ miρ

n
i holds.

Let the eigenvalue corresponding to block Ji be λi, and furthermore assume Ji is of size

si × si. We explicitly write out Jn
i as:

Jn
i =



λn
i

(
n
1

)
λn−1
i

(
n
2

)
λn−2
i . . .

(
n

si−1

)
λn−si+1
i

0 λn
i

(
n
1

)
λn−1
i . . .

(
n

si−2

)
λn−si+2
i

...
...

. . . . . .
...

0 0 . . . λn
i

(
n
1

)
λn−1
i

0 0 . . . 0 λn
i


, (7.14)

3A matrix is called schur stable if all of its eigenvalues lie strictly in the unit circle.
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from which we have:

∥Jn
i ∥2 ≤

√
n∥Jn

i ∥1 =

si−1∑
j=0

(
n

j

)
|λi|n−j. (7.15)

For simplicity, we define Ui(n) =
∑si−1

j=0

(
n
j

)
|λi|n−j. We note that Ui(n) is a decaying sequence

of n when n is large enough, since:

Ui(n + 1)

Ui(n)
=

∑si−1
j=0

(
n+1
j

)
|λi|n+1−j∑si−1

j=0

(
n
j

)
|λi|n−j

(7.16)

=

∑si−1
j=0

(n+1)!
j!(n+1−j)!

|λi|n+1−j∑si−1
j=0

n!
j!(n−j)!

|λi|n−j
(7.17)

≤ |λi| max
j∈{0,1,...,si−1}

(n+1)!
j!(n+1−j)!

n!
j!(n−j)!

(7.18)

= |λi| max
j∈{0,1,...,si−1}

n + 1

n + 1 − j
(7.19)

= |λi| ·
n + 1

n + 2 − si
. (7.20)

By assumption F is a schur stable matrix, its eigenvalue λi satisfies |λi| < 1, which shows

there exists N0 ∈ N such that for any n ≥ N0,
Ui(n+1)
Ui(n)

< 1. By picking mi = max{1, Ui(N0)}

and ρi = |λi| · N0+1
N0+2−si

we finish the proof.

Lemma 20 The doubly-stochastic adjacency matrix A ∈ Rp×p associated with a connected

graph has exactly one eigenvalue with value 1 and corresponding eigenvector 1p. Any other

eigenvalue of A lies strictly inside the unit circle.

Proof. Lemma 20 is a standard result. For the sake of completeness we provide a sketch of

its proof.

The proof is based on the definition and known facts about the degree matrix D and the

Laplacian matrix L corresponding to a graph G = {V , E ,A}. The degree matrix D ∈ Rp×p

of the graph G is a diagonal matrix with its i-th diagonal element defined by dii =
∑p

j=1 aij.

The Laplacian matrix L of the graph G is defined by L = D − A. It is well-known in
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the literature that if the graph is connected, by spectral theory, 0 is an eigenvalue of L of

algebraic multiplicity 1 and its corresponding eigenvalue is 1p.

It is also well-known that the magnitude of any eigenvalue of a doubly-stochastic matrix

A is less or equal to 1. Moreover, since L = D − A has an eigenvalue 0 with algebraic

multiplicity 1, and D is the identity matrix since A is doubly-stochastic, it is trivially seen

that the algebraic multiplicity of eigenvalue 1 of A is 1.

With Lemma 19 and Lemma 20 we provide the proof of Lemma 10 in the main file.

Proof of Lemma 10.( [KVC19]) We define xk[t] =
[
(xk

1[t])T , (xk
2[t])T , . . . , (xk

p[t])T
]T

for any

k = 0, 1, . . . , τ and t ∈ N. This definition allows us to write the mathematical representation

of the linear iterative algorithm as the following:

xk+1[t] = (AT ⊗ In)xk[t]. (7.21)

To proceed, we find an orthogonal matrix
[
R S

]
∈ Rp×p where R = 1√

p
1p and define the

following change of coordinates: zk1 [t] = (RT ⊗ In)xk[t] which is the sum of local values, and

zk2 [t] = (ST ⊗ In)xk[t]. To understand the implication of the vector zk2 [t], we note that zk2 [t]

can be equally divided into p − 1 blocks each of size n and each of which can be explained

as a linear combination of vectors in the set {xk
i [t], i ∈ P}, i.e., there exists a set of weights

{w1, w2, . . . , wp} such that each block in zk2 [t] can be written as
∑

i∈P wix
k
i [t]. Moreover,

by construction of the matrix S, we have
∑

i∈P wi = 0. This observation shows that by

properly combining terms with positive and negative coefficients, each block in zk2 [t] can

be alternatively expressed by a weighted sum of vectors in the set {xk
i [t] − xk

j [t], i, j ∈ P}

where any weight w′
ij is non-negative. This argument shows that zk2 [t] is closely related to

the difference among local values from different nodes. We also point out the following two

properties regarding the weight values wi and w′
ij, which will very soon be used in this proof:

• Fact 1:
∑

i∈P,wi>0wi ≤
√

p
2
, which is obtained by combining facts

∑
i∈P wi = 0 and∑

i∈P w2
i = 1 with the Cauchy-schwardz inequality,
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• Fact 2:
∑

i,j∈P w′
ij =

∑
i∈P,wi>0wi ≤

√
p
2
.

With the understanding of the change of coordinates, we obtain the following set of

equalities stating from (7.21):

xk+1[t] = (AT ⊗ In)xk[t]

(a)⇒ (

RT

ST

⊗ In)xk+1[t] = (

RT

ST

⊗ In)(AT ⊗ In)xk[t]

(b)⇒ (

RT

ST

⊗ In)xk+1[t] = (

RT

ST

⊗ In)(AT ⊗ In)(
[
R S

]
⊗ In)(

RT

ST

⊗ In)xk[t]

⇒ (

RT

ST

⊗ In)xk+1[t] = (

RTATR RTATS

STATR STATS

⊗ In)(

RT

ST

⊗ In)xk[t]

(c)⇒ (

RT

ST

⊗ In)xk+1[t] = (

RTR RTS

STR STATS

⊗ In)(

RT

ST

⊗ In)xk[t]

(d)⇒ (

RT

ST

⊗ In)xk+1[t] = (

1 0

0 STATS

⊗ In)(

RT

ST

⊗ In)xk[t],

where in step (a) we left multiply a matrix (

RT

ST

⊗In) on both sides of the equation and in

step (b) we use the fact that
[
R S

]
is an orthogonal matrix. Moreover, step (c) is true since

by Assumption 7 the adjacency matrix of the communication graph A is doubly-stochastic,

and so is its transpose AT , which implies ATR = R as well as RTAT = RT . Lastly, in step

(d) we again invoke the orthogonality of the matrix
[
R S

]
and the definition of the vector

R. From these set of equalities we observe that Equation (7.21) can be decoupled into:zk+1
1 [t] = zk1 [t],

zk+1
2 [t] = (A′ ⊗ In)zk2 [t],

(7.22)

where A′ is defined as A′ = STATS. We note that Equation (7.22) can be easily generated
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to: zτ1 [t] = z01 [t],

zτ2 [t] = (A′ ⊗ In)z02 [t],
(7.23)

Recall the definition zk1 [t] = (RT ⊗ In)xk[t] = 1√
p

∑
i∈P x0

i [t] =
√
px̄[t], the first property is

obtained.

To prove the second property, we note that xk
i [t]−xk

j [t] = (Bij⊗In)xk[t] where Bij ∈ R1×p

is a sparse row vector with zeros almost everywhere except its i-th entry being 1 and its j-th

entry being −1. This definition allows the following chain of equations:

xk
i [t]−xk

j [t] = (Bij ⊗ In)xk[t] = (Bij ⊗ In)(S⊗ In)(ST ⊗ In)xk[t] = ((BijS)⊗ In)zk2 [t], (7.24)

where the second step holds since Bij is perpendicular to the left kernel of S. Moreover, we

note that the following matrix:RT

ST

A
[
R S

]
=

1 0

0 STAS


has exactly the same set of eigenvalues as matrix A by construction of

[
R S

]
. Since A

has only one eigenvalue 1 and the rest of its eigenvalues lie strictly in the unit circle, we

conclude that all eigenvalues of (A′ ⊗ In) strictly lie in the unit circle. Combining these two

observations we obtain the following set of inequalities:

dτ [t] = max
i,j∈P

∥xτ
i [t] − xτ

j [t]∥2
(a)
= max

i,j∈P
∥((BijS) ⊗ In)zk2 [t]∥2

(b)

≤ max
i,j∈P

∥((BijS) ⊗ In)∥2 · ∥(A′ ⊗ In)τz02 [t]∥2

≤
√

2σM(S)∥A′ ⊗ In∥m2 · ∥z02 [t]∥2
(c)

≤
√

2σM(S)mρτ∥z02 [t]∥2
(d)

≤
√

2σM(S)ρτ
√

p− 1

√
p

2
max
i,j∈P

∥x0
i [t] − x0

j [t]∥2

< pσM(S)︸ ︷︷ ︸
a

ρτd0[t], (7.25)
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where in step (a) and step (b) we plug in Equations (7.24) and (7.23), respectively. In step

(c) we invoke Lemma 19 since A′ is proved to be a schur stable matrix.

To see why step (d) holds, we recall that the vector z02 [t] can be equally divided into

p− 1 blocks each of size n. Moreover, echoing our discussion beneath the definition of zk2 [t],

each block in z02 [t] can be expressed by a non-negative weighted sum of vectors in the set

{x0
i [t] − x0

j [t], i, j ∈ P}, with the non-negative weight values {w′
ij, i, j ∈ P} sum up to at

most
√

p
2
. This observation leads to the following argument:∥∥∥∥∥∑

i,j∈P

w′
ij(x

0
i [t] − x0

j [t])

∥∥∥∥∥
2

≤
∑
i,j∈P

w′
ij∥x0

i [t] − x0
j [t]∥2

≤
∑
i,j∈P

w′
ij max

i,j∈P
∥x0

i [t] − x0
j [t]∥2

≤
√

p

2
max
i,j∈P

∥x0
i [t] − x0

j [t]∥2, (7.26)

which justifies our step (d) in which we claimed:

∥∥z02 [t]
∥∥
2
≤
√

p− 1

√
p

2
max
i,j∈P

∥x0
i [t] − x0

j [t]∥2. (7.27)

By choosing a to be a = pσM(S) we finish the proof.

7.2.2 Proof of Lemma 11

Proof. We prove the lemma by taking two steps. We first compare µ̂ = 1
ge

∑
i∈Ve

aiXi with

µ̂g = 1
ge

∑
i∈Ve

ai∇fi. This is understood as follows: there might be some attacked vectors

left in the set of vectors {Xi ∈ Rn|i ∈ Ve}, this is because these attacked vectors are so close

to good vectors that the filter is unable to filter them out. For the same reason they do not

pollute the estimate significantly. We first show if we restore the value of these vectors (i.e.,

replace Xi with ∇fi for i ∈ Ve ∩ Sb), the mean estimate does not change too much.

We have ∥Xi − ∇fi∥2 ≤ 2κ for any i ∈ Ve ∩ Sb. To see why this holds, we arbitrarily
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choose an h ∈ Ve ∩ Sg, and we have ∥Xi − Xh∥2 ≤ κ as well as ∥∇fi − ∇fh∥2 ≤ κ. Since

Xh = ∇fh, we get the result by adding them up.

Therefore, we have:

∥µ̂− µ̂g∥2 ≤
∑

i∈Ve∩Sb
(ai∥Xi −∇fi∥2)

ge
≤ 2ϵ

1 − 2ϵ
κ. (7.28)

Moreover, we observe that µ̂g is close to the desired value µg due to the following two

reasons. (1) µ̂g is the average of the majority of good vectors while µg is the average of all

good vectors, and (2) by Assumption 9 any two good vectors do not differ too much. We

note first that if either Case 1 or Case 2 holds, then for any i ∈ S we have the following set

of inequalities:

∥∇fi − µ̂g∥2 ≤
∑

j∈Ve
(aj∥∇fi −∇fj∥2)

ge
≤ κ. (7.29)

With these inequalities we can upper bound the distance between µ̂g and µg, in the following

way:

∥µg − µ̂g∥2 =

∥∥∥∥∥∑
i∈S

ai∇fi − µ̂g

∥∥∥∥∥
2

=

∥∥∥∥∥∥
∑
i∈Ve

ai∇fi +
∑

i∈S\Ve

ai∇fi − (geµ̂g + (1 − ge)µ̂g)

∥∥∥∥∥∥
2

(a)
=

∥∥∥∥∥∥
∑
i∈Ve

ai∇fi +
∑

i∈S\Ve

ai∇fi − (
∑
i∈Ve

ai∇fi +
∑

i∈S\Ve

aiµ̂g)

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥
∑

i∈S\Ve

ai∇fi −
∑

i∈S\Ve

aiµ̂g

∥∥∥∥∥∥
2

≤
∑

i∈S\Ve

(ai∥∇fi − µ̂g∥2)

(b)

≤ 2ϵκ, (7.30)

where in step (a) we use the equalities µ̂g = 1
ge

∑
i∈Ve

ai∇fi and
∑

i∈S\Ve
ai = 1 − ge, and in

step (b) we use Equation (7.29). Summing up Equations (7.28) and (7.30):

∥µ̂− µg∥2 ≤ ∥µ̂− µ̂g∥2 + ∥µ̂g − µg∥2 ≤ 2ϵκ +
2ϵκ

1 − 2ϵ
=

(
2 +

2

1 − 2ϵ

)
ϵκ, (7.31)
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we obtain the proof of the lemma.

7.2.3 Proof of Lemma 12

Proof. We consider the first time when an attacked vector Xi and a good vector Xh are

picked since they have the maximum distance, and Xh is going to be removed at the end of

this iteration. Note that at this point (before Xh is removed), the following inequality holds

since all the removed vectors are attacked:∑
z∈V ∩Sg

az ≥ 1 − ϵ.

We prove that, if it is the case, then there always exist an l ∈ V ∩Sg such that ∥Xi−Xl∥2 ≤
1

1−2ϵ
κ.

Before proving the claim, we first see what it implies. If ∥Xi −Xl∥2 ≤ 1
1−2ϵ

κ holds, and

by Assumption 9 the following holds: ∥∇fh − ∇fl∥2 = ∥Xh − Xl∥2 ≤ κ since we assumed

that h, l ∈ Sg, from which we conclude that:

∥Xi −Xh∥2 ≤ ∥Xi −Xl∥2 + ∥Xh −Xl∥2 ≤
(

1 +
1

1 − 2ϵ

)
κ. (7.32)

On the other hand, we note that for any q ∈ Ve ∩ Sb, we have:

∥Xq −Xh∥2 ≤ ∥Xi −Xh∥2 ≤
(

1 +
1

1 − 2ϵ

)
κ, (7.33)

since otherwise Algorithm 2 would not have picked the pair Xi and Xh. Again, we invoke

Assumption 9 and obtain that ∥Xh−∇fq∥2 = ∥∇fh−∇fq∥2 ≤ κ. Summing these inequalities

up we have:

∥Xq −∇fq∥2 ≤ ∥Xq −Xh∥2 + ∥Xh −∇fq∥2 ≤
(

2 +
1

1 − 2ϵ

)
κ, (7.34)

which is exactly the claim in the lemma.

Now we prove the claim by its contrapositive. Let Xf be the closest vector in V ∩Sg to Xi

in the Euclidean sense. For the sake of contradiction, assume the distance between Xi and

Xf is strictly larger than d, where d ≥ 1
1−2ϵ

κ. We consider the following set of inequalities:
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∑
z∈V

az(∥Xi −Xz∥2 − ∥Xh −Xz∥2)

=
∑

z∈V ∩Sg

az(∥Xi −Xz∥2 − ∥Xh −Xz∥2) +
∑

z∈V ∩Sb

az(∥Xi −Xz∥2 − ∥Xh −Xz∥2)

≥
∑

z∈V ∩Sg

az(∥Xi −Xz∥2 − ∥Xh −Xz∥2) +

( ∑
z∈V ∩Sb

az

)
(−∥Xi −Xh∥2)

(a)

≥
∑

z∈V ∩Sg

az(∥Xi −Xf∥2 − ∥Xh −Xz∥2) +

( ∑
z∈V ∩Sb

az

)
(−∥Xi −Xf∥2 − ∥Xf −Xj∥2)

=

 ∑
z∈V ∩Sg

az −
∑

z∈V ∩Sb

az

 ∥Xi −Xf∥2 −
∑

z∈V ∩Sg

az∥Xh −Xz∥2 −
∑

z∈V ∩Sb

az∥Xf −Xj∥2

(b)
>

 ∑
z∈V ∩Sg

az −
∑

z∈V ∩Sb

az

 d−
∑

z∈V ∩Sg

azκ−
∑

z∈V ∩Sb

azκ

≥ (1 − 2ϵ)d− κ
(c)

≥ 0, (7.35)

where in step (a) we use the fact that Xf is the closest attack-free vector in V to Xi, and in

step (b) we directly replace with ∥Xi −Xf∥2 with d, and the inequality sign holds because∑
z∈V ∩Sg

az −
∑

z∈V ∩Sb
az > 0, i.e., the weight sum of attack-free vectors is higher than the

weight sum of attacked vectors. The last step (c) comes from the assumption that d ≥ 1
1−2ϵ

κ.

From this set of inequalities we reach a contradiction since by assumption the good vector

Xj was removed whereas Xh should have been removed.

7.2.4 Proof of Lemma 13

Proof. Given Lemma 12, the proof of Lemma 13 is similar to the proof of 11. In particular,

we have:

∥µ̂− µ̂g∥2 ≤
∑

i∈Ve∩Sb
(ai∥Xi −∇fi∥2)

ge
≤

ϵ(2 + 1
1−2ϵ

) · κ
1 − 2ϵ

=
3 − 4ϵ

(1 − 2ϵ)2
ϵκ,
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where in the second step we invoke Lemma 5.4. Moreover, the following inequality also

holds:

∥µ̂g − µg∥2 ≤ 2ϵκ.

Summing up these two sets of inequalities we have:

∥µ̂− µg∥2 ≤
(

2 +
3 − 4ϵ

(1 − 2ϵ)2

)
ϵκ.

7.2.5 Proof of Lemma 15

Proof. We only prove the first claim. The second claim is a natural consequence the first

claim and Lemma 5.6.

To prove the first claim, we note that:

∥xτ
i [t] − x̄[t]∥2 ≤

∥∥∥∥∥xτ
i [t] − 1

p

∑
j∈P

xτ
j [t]

∥∥∥∥∥
2

≤ 1

p

∑
j∈P

∥xτ
i [t] − xτ

j [t]∥2 ≤ dτ [t]. (7.36)

The rest of the proof comes from the following direct computation:

∥∇fi(x
τ
i [t]) −∇fj(x

τ
j [t])∥2

≤ ∥∇fi(x
τ
i [t]) −∇fi(x̄[t])∥2 + ∥∇fi(x̄[t]) −∇fj(x̄[t])∥2 + ∥∇fj(x

τ
j [t]) −∇fj(x̄[t])∥2

(a)

≤ L1∥xτ
i [t] − x̄[t]∥2 + κ + L1∥xτ

j [t] − x̄[t]∥2
(b)

≤ 2L1d
τ [t] + κ,

where in step (a) we use Assumption 10 (or Assumption 11) and in step (b) we plug in

Equation (7.36).

7.2.6 Proof of Proposition 6

Proof. We consider an arbitrary pair of nodes i, j ∈ P . By Lemma 15 the following two

bounds hold:

∥µ̂i[t] − µi[t]∥2 ≤ (κ + 2L1d
τ [t])cϵ ≤ (κ + 2L1r)cϵ, (7.37)

125



∥µ̂j[t] − µj[t]∥2 ≤ (κ + 2L1d
τ [t])cϵ ≤ (κ + 2L1r)cϵ. (7.38)

In the proof of Lemma 15 we obtain that ∥∇fi(x
τ
i [t]) −∇fj(xjτ [t])∥2 ≤ κ + 2L1r holds for

any pair of nodes i, j ∈ P . This implies:

∥µi[t] − µj[t]∥2 ≤ κ + 2L1r, (7.39)

since both µi[t] and µj[t] are weighted sums of local gradients. Combining all these facts, we

have the following set of inequalities:

∥x0
i [t + 1] − x0

j [t + 1]∥2

= ∥(xτ
i [t] − ηµ̂i[t]) − (xτ

j [t] − ηµ̂j[t])∥2

≤ ∥xτ
i [t] − xτ

j [t]∥2 + η∥µ̂i[t] − µ̂j[t]∥2

≤ dτ [t] + η∥(µ̂i[t] − µi[t]) − (µ̂j[t] − µj[t]) + (µi[t] − µj[t])∥2

≤ r + η∥µ̂i[t] − µi[t]∥2 + η∥µ̂j[t] − µj[t]∥2 + η∥µj[t] − µj[t]∥2

≤ r + η(κ + 2L1r)(1 + 2cϵ). (7.40)

Since nodes i and j are picked arbitrarily, inequality (7.40) equivalently implies:

d0[t + 1] ≤ r + η(κ + 2L1r)(1 + 2cϵ). (7.41)

Equation (7.41) suggests that after the execution of lines 9-12 in each iteration of the RAGD

algorithm, the distance among the local parameters of a pair of nodes may increase, but will

not increase dramatically, i.e., the distance is upper bounded by (κ+2L1r)(1+2cϵ). In order

to make dτ [t + 1] ≤ r, we should mitigate the increase of distance by executing the inner

loop for sufficiently many iterations. This is made possible by Lemma 4.1 which shows the

existence of an a > 0 and a ρ ∈ (0, 1) such that dτ [t] ≤ aρτd0[t]. This provides a lower bound

of τ0 via the following analysis:

dτ [t + 1] ≤ aρτd0[t + 1] ≤ aρτ (r + η(κ + 2L1r)(1 + 2cϵ)). (7.42)

In order for dτ [t + 1] ≤ r, it suffices to pick τ0 to satisfy:

τ0 ≥ log 1
ρ

a(r + η(κ + 2L1r)(1 + 2cϵ))

r
. (7.43)
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7.2.7 Proof of Proposition 7

Proof. By the RAGD algorithm, each node j updates its local parameter according to:

x0
j [t + 1] = xτ

j [t] − ηµ̂j[t], (7.44)

and then executes the linear iterative algorithm to reach consensus in the next iteration. Note

that x̄[t] = 1
p

∑
j∈P xτ

j [t] which was argued in Lemma 10. We have the following equalities:

x̄[t + 1] − x̄[t] =
1

p

∑
j∈P

(x0
j [t + 1] − xτ

j [t]) = −η

p

∑
j∈P

µ̂j[t]. (7.45)

Recall the definition of µj[t] in Lemma 15: µj[t] =
∑

i∈N in
j
aij∇fi(x

τ [t]), which is the

weighted sum of gradients node j should receive in the absence of attacks. Summing the

difference between µj and µ̂j over all nodes j ∈ P in the network, we obtain:∑
j∈P

µ̂j[t] −
∑
j∈P

µj[t]

=
∑
j∈P

µ̂j[t] −
∑
j∈P

∑
i∈N in

j

aij∇fi(x
τ
i [t])

=
∑
j∈P

µ̂j[t] −
∑
i∈P

∇fi(x
τ
i [t])

=
∑
j∈P

µ̂j[t] −∇f(x̄[t]) −
∑
i∈P

(∇fi(x
τ
i [t]) −∇fi(x̄[t]))

= −p

η
(x̄[t + 1] − x̄[t]) −∇f(x̄[t]) −

∑
i∈P

(∇fi(x
τ
i [t]) −∇fi(x̄[t])), (7.46)

where in the last step we used Equation (7.45). On the other hand, we have:∥∥∥∥∥∑
j∈P

µ̂j[t] −
∑
j∈P

µj[t]

∥∥∥∥∥
2

≤
∑
j∈P

∥µ̂j[t] − µj[t]∥2 ≤ pcϵ(κ + 2L1r), (7.47)

from the triangular inequality as well as Equation (5.10). Meanwhile, it also holds that for

any j ∈ P :

∥xτ
j [t] − x̄[t]∥2 = ∥xτ

j [t] − 1

p

∑
i∈P

xτ
i [t]∥2 ≤

1

p

∑
i∈P

∥xτ
j [t] − xτ

i [t]∥2 ≤ r, (7.48)
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which, using Assumption 10 (or Assumption 11), yields:∥∥∥∥∥∑
i∈P

(∇fi(x
τ
i [t]) −∇fi(x̄[t]))

∥∥∥∥∥
2

≤ pL1r. (7.49)

The inequalities (7.46), (7.47), and (7.49) together imply:∥∥∥∥x̄[t + 1] − x̄[t] +
η

p
∇f(x̄[t])

∥∥∥∥
2

≤ ηcϵ(κ + 2L1r) + ηL1r, (7.50)

which directly implies the claim in the proposition.

7.2.8 Proof of Theorem 12

We prove the following lemmas which state that instead of performing accurate gradient

descent, if we only have access to a gradient which is distance-bounded from the true one

by at most a constant (which we call a roughly correct gradient), the minimal point of a

strongly-convex function can be obtained up to some error. These results directly lead to

Theorem 12.

Lemma 21 Suppose function f : Rn → R satisfies Assumption 10. For any x[t] ∈ Rn

updated according to:

x[t + 1] = x[t] − 1

L
(∇f(x[t]) − l[t]), (7.51)

where ∥l[t]∥2 ≤ ξ for any t ∈ N, the following inequality holds for any t ∈ N and β =
√

1 − ν
L
:

∥x[t] − x∗∥2 ≤ βt∥x[0] − x∗∥2 +
ξ

(1 − β)L
. (7.52)

Proof. By Assumption 10, the function f is both ν-strongly convex and L-smooth. This

implies for any pair x, y ∈ Rn, the following two inequalities hold:

f(y) − f(x) ≤ ∇fT (x)(y − x) +
L

2
∥y − x∥22, (7.53)

f(x) − f(y) ≥ ∇fT (y)(x− y) +
ν

2
∥y − x∥22. (7.54)
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A simple reorganization of Equation (7.54) yields:

f(y) − f(x) ≤ ∇fT (y)(y − x) − ν

2
∥y − x∥22. (7.55)

We consider the following set of equalities and inequalities for any x, y ∈ Rn and x+ =

x− 1
L
∇f(x), which will be used later.

f(x+) − f(y) = f(x+) − f(x) + f(x) − f(y)

≤ ∇fT (x)(x+ − x) +
L

2
∥x+ − x∥22 + ∇fT (x)(x− y) − ν

2
∥x− y∥22

= ∇fT (x)(x+ − y) +
1

2L
∥∇f(x)∥22 −

ν

2
∥x− y∥22

= ∇fT (x)(x− 1

L
∇f(x) − y) +

1

2L
∥∇f(x)∥22 −

ν

2
∥x− y∥22

= ∇f(x)T (x− y) − 1

2L
∥∇f(x)∥22 −

ν

2
∥x− y∥22.

In particular, when y = x∗, we have:

0 ≤ f(x+) − f(x∗) ≤ ∇fT (x)(x− x∗) − 1

2L
∥∇f(x)∥22 −

ν

2
∥x− x∗∥22. (7.56)

In the following we prove the result stated in the lemma.

∥x[t + 1] − x∗∥2

= ∥x[t] − x∗ − 1

L
(∇f(x[t]) − l[t])∥2

≤ ∥x[t] − x∗ − 1

L
∇f(x[t])∥2 +

1

L
∥l[t]∥2

≤ ∥x[t] − x∗ − 1

L
∇f(x[t])∥2 +

ξ

L

=

√
∥x[t] − x∗∥22 +

1

L2
∥∇f(x[t])∥22 −

2

L
∇fT (x[t])(x[t] − x∗) +

ξ

L
(a)

≤
√

(1 − ν

L
)∥x[t] − x∗∥22+ +

ξ

L

(b)
= β∥x[t] − x∗∥2 +

ξ

L
, (7.57)

where in step (a) we plug in Equation (7.56) with x = x[t] and in step (b) we use the

definition β =
√

1 − ν
L

. We note that β ∈ (0, 1). Solving Equation (7.57) recursively gives:

∥x[t] − x∗∥2 ≤ βt∥x[0] − x∗∥2 +
ξ

(1 − β)L
. (7.58)
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Lemma 21 will be used in the proof of the first claim in Theorem 12. A similar result

when the global function f satisfies the PL inequality instead of the convexity condition will

also be provided in the following lemma.

Lemma 22 Suppose a function f : Rn → R satisfies Assumption 11. For any x[t] ∈ R

updated according to:

x[t + 1] = x[t] − 1

L
∇f(x[t]) + l[t], (7.59)

where ∥l[t]∥2 ≤ ξ for any t ∈ N. Let β′ = 1 − µ
L
∈ (0, 1), the following inequality holds for

any t ∈ N and:

f(x[t]) − f(x∗) ≤ β′t(f(x[0]) − f(x∗)) +
Lξ2

2(1 − β′)
, (7.60)

where f(x∗) is the minimum of the function f .

Proof. By L-smoothness of function f , we have the following inequality:

f(x[t + 1]) ≤ f(x[t]) + ∇fT (x[t])(x[t + 1] − x[t]) +
L

2
∥x[t + 1] − x[t]∥22. (7.61)

Combining with the update rule (7.59) yields:

f(x[t + 1]) − f(x[t]) ≤ ∇fT (x[t])(− 1

L
∇f(x[t]) + l[t]) +

L

2

∥∥∥∥− 1

L
∇f(x[t]) + l[t]

∥∥∥∥2
2

⇒ f(x[t + 1]) − f(x[t]) ≤ − 1

2L
∇fT (x[t])∇f(x[t]) +

L

2
lT [t]l[t]

⇒ f(x[t + 1]) − f(x[t]) ≤ − 1

2L
∥∇f(x[t])∥22 +

L

2
ξ2

(a)⇒ f(x[t + 1]) − f(x[t]) ≤ −µ

L
(f(x[t]) − f(x∗)) +

L

2
ξ2

⇒ (f(x[t + 1]) − f(x∗)) − (f(x[t]) − f(x∗)) ≤ −µ

L
(f(x[t]) − f(x∗)) +

L

2
ξ2

⇒ (f(x[t + 1]) − f(x∗)) ≤ (1 − µ

L
)(f(x[t]) − f(x∗)) +

L

2
ξ2

⇒ (f(x[t + 1]) − f(x∗)) ≤ β(f(x[t]) − f(x∗)) +
L

2
ξ2 (7.62)
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Similarly, by solving Equation (7.62) recursively we obtain:

f(x[t]) − f(x∗) ≤ (β′)t(f(x[0]) − f(x∗)) +
Lξ2

2(1 − β′)
. (7.63)

Before giving our proof of Theorem 12, we need to state the following lemma, which will

be used in the proof.

Lemma 23 ( [KNS16]) Let a function f : Rn → R satisfy the PL inequality with parame-

ter µ. For any x ∈ Rn, there always exist a minimizer x∗ of f such that:

f(x) − f(x∗) ≥ µ

2
∥x− x∗∥22. (7.64)

Proof. The proof can be found in [KNS16].

The most important implication of Lemma 23 is that if a function f : Rn → R satisfies

the PL inequality with parameter µ, then the following bound:

µ

2
D2(x, S∗) ≤ f(x) − f(x∗), (7.65)

holds, where S∗ is the set of minimizers of f . This bound will be used in the proof of the

main theorem.

Proof of Theorem 12. First let Assumption 10 hold. From Lemma 21, Equation (7.48),

and Equation (5.11) in the main file, we observe that:

∥xτ
j [t] − x∗∥2

≤ ∥xτ
j [t] − x̄[t]∥2 + ∥x̄[t] − x∗∥2

≤ βk∥x̄[0] − x∗∥2 +
ξ

(1 − β)L
+ r

= βk∥xτ
j [0] − x∗∥2 +

ξ

(1 − β)L
+ r. (7.66)
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Similarly, the following inequality can also be obtained from Lemma 22 and Equation

(5.11) in the main file. Let Assumption 11 holds, for any x∗ ∈ S∗, we have:

f(x̄[t]) − f(x∗) ≤ (β′)t(f(x̄[0]) − f(x∗)) +
Lξ2

2(1 − β′)
. (7.67)

Combining Equation (7.67) with Equation (7.65), we obtain the following set of inequalities:

D(x̄[t], S∗) ≤

√
2

µ
(β′)t(f(x̄[0]) − f(x∗)) +

Lξ2

µ(1 − β′)

≤
√

2

µ
(β′)t(f(x̄[0]) − f(x∗)) +

√
Lξ2

µ(1 − β′)

≤

√
L

µ
(β′)tD2(x̄[0], S∗) +

√
Lξ2

µ(1 − β′)

=

√
L

µ

(√
β′
)t

D(x̄[0], S∗) +

√
Lξ2

µ(1 − β′)
. (7.68)

where in the third step we used L-smoothness of function f . In the end, we plug in inequality

(7.48) into (7.68) and obtain the following inequality:

D(x̄τ
j [t], S∗) ≤

√
L

µ

(√
β′
)t

D(x0
j [0], S∗) +

√
Lξ2

µ(1 − β′)
+ r, (7.69)

Plugging in the definition β′ = 1 − µ
L

into Equation (7.69) gives us:

D(x̄τ
j [t], S∗) ≤

√
L

µ

(√
β′
)t

D(x0
j [0], S∗) +

Lξ

µ
+ r. (7.70)
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[CFP15] László Czap, Christina Fragouli, Vinod M Prabhakaran, and Suhas Diggavi.
“Secure network coding with erasures and feedback.” IEEE Transactions on
Information Theory, 61(4):1667–1686, 2015.

133



[Che98] Chi-Tsong Chen. Linear system theory and design. Oxford University Press,
Inc., 1998.

[CI14] Kai Cai and Hideaki Ishii. “Average consensus on arbitrary strongly connected
digraphs with time-varying topologies.” IEEE Transactions on Automatic Con-
trol, 59(4):1066–1071, 2014.

[CKM18a] Yuan Chen, Soummya Kar, and Jose MF Moura. “Resilient distributed esti-
mation through adversary detection.” IEEE Transactions on Signal Processing,
66(9):2455–2469, 2018.

[CKM18b] Yuan Chen, Soummya Kar, and José MF Moura. “Topology free resilient dis-
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