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Kinetics of Single-Strand RNA Virus Entry and Transmission

Benjamin Adam Catching

Abstract

Pandemic Potential Pathogens remain an ever-present scourge upon the human species. Epi-

demics and pandemics have ranged from nuances to having the power to shut the entire world

down. Molecular biology and epidemiology have the synergistic power to understand, pre-

pare for, and combat this horseman of the apocalypse. In this thesis, I share my humble part

in this perpetual struggle, examining the potential mutations of note and their phenotypic

properties of enteroviruses as well as modeling the spread and transmission of coronavirus.

Using the powers invested through the mathematical lens of physical biology, I endeavored

to add to both basic virology and epidemiology against these dangerous pathogens.
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Chapter 1

Introduction

1.1 background

Positive sense, single-strand RNA (+ssRNA) viruses are some of the fastest evolving (RNA

virus evolution rates) and have caused a significant number of outbreaks in the past couple of

decades[63, 55, 197, 107, 167, 64, 82]. Different Genus of +ssRNA viruses are both endemic

(enteroviruses) and zoonotic (coronaviruses). While reservoirs of either enteroviruses or coro-

naviruses viral pathogens may differ, both types of viruses share their novelty, so to say that

outbreaks and pandemics are caused by previously unidentified strains or mutants of an

already identified species[53, 206]. Growing isolates of these pathogens in a controlled labo-

ratory setting allows for perturbations to the viral life cycle, including elevating temperature,

enhancing innate immune response, or the competition induced by defective interfering par-

ticles, to name a few[204, 174, 11, 188]. The viral response to these perturbations, whether

it distribution and composition of possible mutations or sub-phenotypes of viral replication,

gives insight to methods to predict and combat future viral outbreaks.
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Figure 1.1: Genome and Proteins of Enteroviruses

1.2 Enteroviruses

1.2.1 Genome and Replicaton

Enteroviruses are 7.5 kb +ssRNA viruses whose genome (Figure 1.1.A) is encoded by

a 740 nucleotide 5’ untranslated region (UTR), a region encoding four structural proteins

called P1, followed by 7 protein-encoding regions called P2 and P3 and terminated by a short

3’ UTR with a poly-adenylated tail[117, 94] ( Figure 1.1.B). The P1 protein folds with the
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assistance of the cellular molecular chaperone heat-shock protein 90[181]. This folded protein

is then cleaved by the 2A protease, encoded in the P2 region, into 3 subsequent proteins; VP0,

VP3, and VP1[187] (Figure 1.1.C). Each of these cleaved proteins shares a similar β-barrel

tertiary structure with several exposed loops[142, 118, 79]. These three proteins remain in

an oligomerized state, binding with other trimers around the condensed+ssRNA genome to

form the immature capsid[75]. Through unknown mechanisms, VP0 is cleaved into proteins

VP2 and VP4 after the formation of the immature capsid to form the mature capsid, a

viral particle with infectious ability[214]. Viral protein P2 encodes three proteins, 2A, 2B,

and 2C, which are responsible for viral replication. The viral poly-protein is self-cleaved

by 2A, cleaving at the P1-P2 and P2-P3 interface (Figure 1.1.D). 2A has also been been

implicated in the inhibition of cellular factors, including eIF4G, causing the shut-off of cap-

dependent translation[110, 99]. The cleaved P2 protein produces both 2A and 2BC, which is

further processed into 2B and 2C. The structure of enterovirus 2B is not known, but it is a

small, hydrophobic protein that binds to the endoplasmic reticulum and Golgi, remodeling

the cell to facilitate the assembly of viral capsid[12, 126]. Viral protein 2C binds to cell

membranes and remodels the cell for viral replication, while also playing a role in genome

replication by binding to the 3ÚTR[56] (Figure 1.1.E). The viral protein P3 encodes 4

sub-proteins that also aid in viral replication. 3AB is first cleaved from 3CD, where 3AB

is used anchoring the viral genome to viral replication vesicles[182, 196]. 3A also mediates

the cellular innate immune response by inhibiting the major-histocompatibility complex

(MHC), which presents viral epitopes for immune cells[48] (Figure 1.1.F). The protein 3B

is a small, viral protein that covalently links to the 5ÚTR, possible to aid with packaging the

+ssRNA genome into viral capsids (Figure 1.1.G). 3CD is thought to process all events

after P1/P2/P3 cleavage (Figure 1.1.H), as well as 3C has been shown to shutdown host-

cell translation[125, 200, 23]. The genome is replicated during each replication cycle by the

3D RNA-depdendent RNA-polymerase (RdRp), where the genome serves as a template for

the error-prone replication[189, 66] (Figure 1.1.H).
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1.2.2 Enterovirus capsid and entry

The entire genome is encapsulated by a non-enveloped capsid, an 30 nanometer (nm) di-

ameter icosahedral protein shell that performs multiple functions, chief of which include

protecting the genome from the harsh extra-cellular environment and to bind and release

the genome into susceptible mammalian cells[146, 209, 210, 104]. Susceptibility is defined as

a cell’s ability to bind and traffic the capsid, allowing for the internalization of the capsid

and genome that allow for subsequent rounds of viral replication. Species of enterovirus

have different cell-surface attachment factors and receptors that allow for cell entry via dif-

ferent mechanisms[18] (Figure 1.2.A). Entry is primarily mediated by clatherin mediated

endocytosis[87, 89] (Figure 1.2.B). Due to pathogenesis of enteroviruses mainly occurs

along the oral-fecal route, most enteroviruses are low pH tolerant[219]. However, this ex-

cludes Rhinoviruses and EV-D68, both of which transmit along the respiratory route and

do not encounter low-pH environments[119]. The presence or absence of this environment-

dependent capsid stability indicates that pathogenesis may be linked to what environments

the virus traverses. During trafficking of the viral capsid, cell factors, modifications to the

endosome, and state transition of the viral capsid, releases the +ssRNA genome into the cel-

lular cytoplasm (Figure 1.2.C). The viral genome is first used as a template for translating

the 11 viral proteins (VP1, VP2, VP3, VP4, 2A, 2B, 2C, 3A, 3B, 3C, 3D) (Figure 1.2.D).

Of these proteins the RdRp 3D (Figure 1.2.E) is used for transcribing the negative-sense,

single-strand RNA (-ssRNA) genome (Figure 1.2.F). This -ssRNA genome is then used as

a template for replicating the +ssRNA genome ( Figure1.2.G). This process exponentially

increases the number of viral copies, which both are subsequently used for viral protein

replication and virus capsid production (Figure 1.2.H).

1.2.3 Enterovirus Pathogensis

Understanding the composition and distributions of these mutations due to specific environ-

mental perturbations yields both mechanistic understanding of how viral proteins interact
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with cellular processes but also on functional sites of viral proteins. Even more, the function

of a specific viral protein is often found to be context specific, whether that is dependent on

surrounding protein expression or which phase of pathogenesis a viral infection is at[95, 96].

These microscopic levels of interaction can manifest at macroscopic levels, such as the number

of infectious particles produced[108] which results in the transmissibility of viral infection.

Despite not having a zoonotic carrier to reside in between outbreaks, enteroviruses are still

pervasive in the modern world[205, 133]. The prototypical enterovirus, Poliovirus (PV), has

continued to reside in the human population despite an international, vigorous, eradication

campaign[130]. There remains no cure for Poliomyelitis and the most effective tool for erad-

ication has been the PV vaccine. Indeed, one of the most recognizable stories in science is

the development, disbursement, and efficacy of the inactivated PV vaccine (IPV)[154, 185]

and the oral attenuated PV vaccine (OPV)[151, 44]. Recently, a new OPV has been de-

veloped, in part by the lab of Raul Andino[212, 106] and shown to be more effective than

the original OPV[30, 194] by the introduction of the safety elements that reduce the ability

to recombine with other enteroviruses, increased fidelity in replication, and a stabilized 5’

UTR. This work motivates experiments on cell-culture based evolution of enteroviruses that

are encapsulated in this thesis. By perturbing controlled replication of EV-A71, PV, and

CVB3 by physical, innate immune system, or genomic methods, the rapid mutation rate

of the RNA-dependent RNA-polymerase samples possible mutations that not only confer

adaptations to these phenotypically relevant conditions but are allowed in the context of

maximizing replication fitness.

1.2.4 Coronavirus Transmission

The 2019 coronavirus pandemic surprised the world by revealing the inadequacy of our pan-

demic preparedness[177, 49]. Thankfully, both the rapid development of an effective vaccine

and waning severity of disease has lessened the still incredible impact of the pandemic. The

epidemiological study of the SARS-CoV-2’s spread is still ongoing, but many aspects have
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already been gleaned[72]. Transmission of COVID-19 is respiratory, with infectious parti-

cles being shed from nasal and oral cavities[192]. While studies have attempted to measure

transmission between animals in controlled settings, intricacies of intra-human disease trans-

mission is difficult to capture[35, 162, 52]. Using encapsulating measurements, such as the

reproductive number of how many people are infected by a single infected individual, Ro, the

spread of disease can be modeled[218, 76, 34]. Modeling disease spread always comes with a

level of abstraction and the usefulness of a model depends on which parameters are wished to

be predicted and what aspects of a model can be ignored. With a highly transmissible virus

like SARS-CoV-2, especially evolving variants, the rate at which a susceptible population is

infected is of concern[201, 26, 78, 141].

1.2.5 Section and Chapter Description

This thesis encompasses both enterovirus molecular biology and coronavirus transmission.

Section I examines the mechanisms enterovirus capsids use to enter susceptible cells. This

is done by looking at prototypical enterovirus species A, B, and C; Enterovirus A71, Cox-

sackievirus B3, and Poliovirus type 1. In chapter two I go over the central aspect of my

thesis, adaptation to elevated temperatures in EV-A71 and the trade-offs in host cell entry

caused by increases in thermostability. This chapter also demonstrates a previously unknown

genome uncoating intermediate and the implications the order of uncoating state interme-

diates. Chapter three deals with an unexpected mutation in Coxsackie B3 protein VP4 as

a response to the innate immune response. Ties from this mutation to capsid stability and

cell entry are also examined. Chapter four looks at how Poliovirus type 1 thermostability

mutants that have been previously published cause decreases in cell entry efficiency, as well

as how the length of the packaged +ssRNA genome impacts thermo- and osmo-stability.

Section II tackles both mitigating the spread of SARS-CoV-2 and viral shedding kinetics in

human hosts. Opposed to the almost-atomic level mechanisms of section I, this section deals

with the macroscopic transmission of viral disease. Chapter five represents the first-author
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paper I published which deals with using simulations to model how preventative measures,

such as face masks, slow the spread of disease. This paper is far from the original scope of

this thesis, but represent answering the call to communicate critical science for general public

understanding during a global pandemic. Finally, chapter six comprises my work alongside a

multi-lab effort to quantify the shedding of SARS-CoV-2, and do vaccines reduce how much

viral load is diminished?
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Chapter 2

Metastable Tradeoff of

Thermostability and Cell Entry in

Enterovirus A71
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2.1 Abstract

This work was done in collaboration with Ming Te Yeh of the Andino lab, Sara Capponi

at IBM, and Simone Bianco, now at Altos labs. The majority of this work was performed

by myself, including the cell culture, thermodynamics, molecular biology, structural deter-

mination, and data analysis. Animal experiments were performed by Ming Te Yeh after

discussion with myself and extracted tissues were titered by myself. Molecular dynamics

simulations were performed by Sara Capponi after discussions of proper setups and variables

to test, analysis was performed by both myself and Sara. Raul and Simone assisted with

guiding the direction of the central questions and which experiments best probed the system

in question. This work will be submitted to a journal at the time of writing.
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2.2 Introduction

All proteins must form either one or a continuum of native, folded, states to perform their

required functions [50]. The low-energy ’ground-state’ of a protein is required to go through

numerous semi-folded states. Molecular chaperones and specific cellular conditions aid in

the proper folding pathway [159] [65] while chemical, physical, and cellular environments can

also catalyze the reversion to partially-unfolded or even fully denatured states. Proteins also

have dynamic ranges of where they are natively folded and/or functional, which may include

large temperature ranges [57]. This is amplified for viral proteins, whose infectious particles

must exist in potentially harsh extra-cellular conditions or in host cells which have tuned

many systems for detection and degradation of foreign viral proteins [83]. The viral capsid

traverses a potentially large space of environments, from assembly within the cell [111] [25]

to the highly variable extracellular environment to the cell entry pathway [166] [219]. The

viral capsid must protect the genome from these environments while releasing the genome

only under precise conditions that can yield a viral infection.

Viruses are hypothesized to have existed since the origin of cellular life and have evolved

multiple mechanisms to enter cells [51], [22], [202]. This tuned ability to enter susceptible

cells balances the phenotype of selectively releasing the genome under specific conditions

while maintaining particle integrity in sometimes harsh extra-cellular environments. This

trade-off of phenotypes are two of the many roles the viral particles must perform, including

cell attachment, antigenic evasion, and particle assembly. Genome loss/ejection is effectively

an irreversible process, therefore viable viral particles must have a large energetic barriers

that must be catalyzed by specific environmental conditions or combinations of conditions

including pH change, receptor, membrane proximity, or heat [180], [199], [160]. Passaging of

Poliovirus under elevated extracellular temperatures has resulted in accumulation of muta-

tions, although several mutations were required to induce thermostability [10] These specific

conditions also require specific moieties on the outer protein surface.

Understanding the biophysical properties of the balance between these phenotypes has
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numerous potential benefits. Many bioengineering attempts have been made to imitate the

various viral endocytosis processes to deliver pharmaceuticals such as small-molecule com-

pounds [81] or mRNA vaccines [42]. However, these approaches tend to have non-ideal

limitations with regards to not being tuned to release their cargo easily [186] from overstabi-

lization or are too thermo- or acid- labile to be intact through physiological environments like

the GI tract. As well, empty capsid (EC) systems are an active area of research, where the

viral capsid minus the genome can be used as a type of vaccine [10]. Barriers to development

of these systems are again due to stabilizing the viral capsid to survive outside the cell.

Enteroviruses are a genus of Picornaviruses comprised of single-strand RNA (ssRNA)

genomes encapsulated by a icosahedral capsid 30 nm in diameters [94]. While the 20th

century was marked by the near-eradication of Poliovirus, the prototypical Enterovirus,

outbreaks of non-poliovirus enteroviruses (NPEV) have become a major concern. Even

more concerning has been species of Enteroviruses that have gone from benign to pathogenic,

such Enterovirus A71 (EV-A71) in the late 1990s [128], [215]. The error-prone replication of

Enteroviruses, including EV-A71, allow for a large space of possible mutations to be sampled

after each replication cycle [65]. As a viral population replicates a multitude of adaptive

paths are explored that end up maximizing the swarm’s fitness relative to the experimental

conditions. This quasi-species differentiates over time from the original population and

results in mutations that are local maximums of the fitness landscape [159]. Strong selection

pressures result in steeper fitness landscapes and can influence which mutations become fixed

in the population.

In this study we look at the adaptation of EV-A71 to increased extra-cellular temperature,

the biophysical and structural mechanism of the thermostable mutant, and the attenuation

of the cell entry phenotype by increased thermostability.
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Figure 2.1: Selecting for a Thermostable Capsid Mutation
A)Simulated distribution of fitness values between thermostability and cell entry for capsid

mutations B) Genetic screen experimental conditions for adaptation to elevated
temperature C) Reduction in passaged viral population relative to input population,

testing at 46◦C for 1 hour D) Reduction in passaged viral population relative to input
population, testing at 48◦C for 1 hour E) Locations of possible thermostability mutations
on EV-A71 capsomere, subunits VP1 (blue), VP2 (green), VP3 (red), and VP4 (yellow)
are shown F) Validation of K162E providing thermostability under elevated temperature
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2.3 Results

2.3.1 Selecting for thermostable variants

Enteroviruses have been studied in the past under specific conditions in cell culture [9], [65]

and found that the distribution of fitness values for a given selection pressure to follow a

quasi-Gaussian distribution centered at a relative fitness value of 0.6 and sizeable fraction

of deleterious mutations at 0. It is then hypothesized that for the distribution of possible

mutations relating to thermostability also follow a Gaussian distribution. We simulated

this distribution of mutational fitness values by drawing a Gaussian distribution of 3000

fitness values centered at 0.6 for the thermostability phenotype then calculated the inverse

relationship with cell entry (Figure 2.1.A). Additional random white noise was added to

the cell entry fitness values, to replicate a non-perfect one-to-one correlation, was also added.

We posit that mutations that increase thermostability correlate with a decrease in fitness of

cell entry. This trade-off of capsid stability and speed at which the capsid can release the

genome into the cell puts these two main functions of the same protein at odds.

We then optimized selection conditions for extra-cellular heating between passages, 46oC

for 1 hour for the first 4 passages and then by 48◦C for 1 hours for passages 5-8 (Figure

2.1.B). Using this selection condition 106 TCID50 units of WT EV-A71 were either heated

or kept on ice before being titered and used to infect Human rhabdomyosarcoma (RD) cells

at a multiplicity of infection (MOI) of 0.01. MOI was kept low to reduce the effects of

mutational hitchhiking and genome recombination. Viral supernatant was titered before

and after heating at 46oC and 48oC. Only the aliquots of the heated passages were exposed

to 46oC for 1 hour before another replication cycle while the control passages were passaged

using un-heated aliquots.

Titering samples of both the control (black) and heated (red) passages before and after

heating at 46oC for 1 hour revealed a gradual adaptation to elevated temperatures (Figure

2.1.C). Both control and heated passages maintained similar levels of thermostability for
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the first 4 passages, both populations being inactivated to similar fractions of the initial

population. Only at passage 5, the same passage where adaptation to cell culture briefly

decreased (SM Figure 1A), does the heated passages appear to become more thermostable.

Samples of passages were also heated at 48oC for 1 hour to measure adaptation to higher

temperatures (Figure 2.1.D). Of note, while the heated passages were not exposed to the

temperature of 48oC, adaptation to this elevated temperature does appear beginning as early

as the second passage. Surprisingly, while adaptation to 46oC does not appear during the first

4 passages, adaptation to heating at 48oC does appear in the same time frame. This could

be due to low-frequency mutations in initial passages increasing in frequency and becoming

more pronounced when the elevated temperature reduces the population to an even smaller

fraction.

Sequencing was performed on ssRNA genomes extracted from passages via RT-PCR and

Sanger Sequencing. The capsid region was examined for sequence similarity to the WT

strain. At passage 6 of the heated samples three mutations were isolated, methionine to

leucine at position 119 in VP1 (M119L), lysine to glutamic acid at position 162 in VP1

(K162E), and asparagine to histadine at position 102 in VP1 (N102H) (Figure 2.1.D).

Mutations were cloned back into the original plasmid encoding the WT genome, transcribed

into RNA, and transfected into cells to produce viable virus. Each mutant virus was titered,

exposed to 48oC heating for 1 hour, and titered again (Figure 2.1.E). Only K162E was

found to increase thermostability. The other two mutations were also discovered in the

control passages without the presence of K162E, also indicating similar trajectories of cell

culture adaptation.

2.3.2 Inactivation is caused by a slowed transition to A-particle

The loss of infectivity by heating is caused by the conversion of the mature capsid to the so-

called ’altered particle’ or A-particle [219] [160] [198]. This state change is accompanied by

the loss of the N-termini of capsid proteins VP1 and VP4. As well, it has been observed that
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Figure 2.2: Thermostability is a Two-Step Process
A) Inactivation of infectivity in WT and K162E kinetics, measured by TCID50 B) Kinetics

of genome release in WT and K162E, measured by RT-qPCR C) Thermostability assay
measuring for transition to the A-particle state D) Thermostability assay detecting the

release of the ssRNA genome over a wide range of temperatures E) Inactivation of
infectivity by lowered by pH and titration of shSCARB2 protein F) Energy landscape of

inactivation and genome release
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the capsid proteins (purple) expand outward and the ssRNA genome (green) becomes reor-

ganized. This conversion is also produced by incubation with receptor SCARB2, indicating

that the A-particle is formed during SCARB2-mediated endocytosis, the main mechanism

of cell entry [211].

Table 2.1: Rate of Inactivation, kf (10−5s−1)

Strain 44oC 46oC 48oC 50oC 52oC
WT 10.7±0.145 82.3±2.62 132±2.14
K1162E 0.87±0.13 12.6±0.45 129±2.49

Table 2.2: Rate of Genome Release, kr (10−5s−1)

Strain 44oC 46oC 48oC 50oC 52oC
WT 7.13±3.29 24.7±1.42 113±17.8
K1162E 18.4±6.41 12.9±2.12 126±10.6

The mutant K162E and WT viral capsids were purified to examine the biophysical prop-

erties of thermostability. By heating purified samples over 1 hour and taking samples every

10 minutes, the rates of inactivation for WT and K162E were determined for different tem-

peratures (Figure 2.2.A). Rates of inactivation were shifted 4oC greater for K162E than

WT. The same method of elevated temperature exposure to purified WT and K162E par-

ticles was used to determine if genome uncoating occurred at similar rates to inactivation

by heating (Figure 2.2.B). As with inactivation rates, K162E’s rate of genome uncoating

remained low at 48oC and 50oC, with a sudden increase in rate of genome uncoating at 52oC.

This is in contrast to the how the WT particle loss of genomes remained low at 44oC and

46oC but increased suddenly at 48oC. The low rates of inactivation and genome uncoating

from heating at 52oC suggests that inactivation is immediately followed by genome loss for

K162E; stability caused by the mutation mainly affects the native to A-particle transition

but not the process of the genome transversing the capsid. This was confirmed by western

blot where samples taken every 10 minutes during heating at the same temperatures as in

the inactivation rates (Supplemental Material Figure 2.2). Samples were digested with
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proteinase K prior to loading samples on the gel, which selectively cleaves only exposed

VP4 proteins, another indicator of A-particle formation. Signal loss correlated with virus

inactivation curves.

To confirm the increase in inactivation temperature observed in K162E an fluorescent-

based assay, Particle Stability Thermal Release Assay (PaSTRy) [195], was performed. Flu-

orescent signals that report the presence of hydrophobic residues was used to indicate the ex-

ternalization of the N-termini of VP4 and VP1, reporters of the conversion to the A-particle.

K162E was found to have a 2.4◦C increase at which the state transition occurred (Figure

2.2.C). A second peak in signal was observed around 75◦, indicating the temperature where

capsids begin to unfold. The release of genomic RNA from the capsid were measured over

an increasing range of temperatures (Figure 2.2.D). The temperature where half of the

genome-associated signal increased from 51.8oC for WT to 54oC for K162E. Both transitions

were observed to increase at least 2oC, which confirms the shifts in thermostability caused

by K162E measured by inactivation and RT-qPCR.

2.3.3 Receptor-Mediated Conversion

The transition to A-particle has been observed to be catalyzed by the primary receptor for

EV-A71, Scavenger Receptor B2 member 2 (SCARB2) [211], [46], [219], [41]. The attach-

ment to the mature capsid followed by the low pH-mediated conversion to the A-particle

state, occurring during the cell entry process, can be replicated by a soluble form of the

receptor. Purified capsids were incubate with shSCARB2 at 37◦C for up to two hours, with

measurements of infectivity taken every twenty minutes (Figure 1.2.E). The inactivation

by the presence of soluble, human SCARB2 (shSCARB2), lowered pH and relatively low

temperature of 37◦C, was still reduced in K162E. In the absence of shSCARB2, K162E also

displayed the reduced inactivation by lowered pH to 5 and 37oC compared to WT. The addi-

tion of shSCARB2 at increasing molarity did increase the inactivation rates of both WT and

K162E, but rates of inactivation were lower in K162E than WT for the same concentration
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of shSCARB2. The lowered inactivation rates in the presence of the primary receptor for

EV-A71 point to the reduced ability to enter cells by the increased free energy required to

proceed from native to A-particle to empty states.

2.3.4 Thermodynamics of Particle Stability

The rates of inactivation and genome ejection we were able to calculate the enthalpy, entopy,

and free energy of the state transitions of both WT and K162E. This was done using the

Eyring equation: kf = κkBT
h
e∆S/Re−∆H/kBT Where kB is Boltzmann’s constant, h is Planck’s

constant, and R is the ideal gas constant. κ is the transmission coefficient, set as 1, as the loss

of VP4 for inactivation and genome uncoating are irreversible processes. As expected, the

enthalpy of transition from N→ A for the thermostable mutant was more than twice that of

the WT, which can be distributed between the 60 capsomere copies at around a 2 kcal/mol

stabilization per capsomere (Table 2). As well, the free energy for the N → A transition

also nearly doubles, resulting in a ∆∆GN→A of 235 kcal/mol. This increase in energy for the

N → A are a significant but expected barrier for state transition due to the genetic screen

selected for mutants that resisted heat-accelerated inactivation. Surprisingly, the enthalpy of

A→ E transition for K162E was 39.9 kcal/mol less than WT. Despite the thermostabilizing

mutation protecting viral particles from inactivation, the same mutant reduced the barrier

for genome release. This was mirrored in the decrease in free energy for genome ejection,

with a 38.8 kcal/mol reduction in barrier free energy. This indicates that the mutation that

was selected reduced the barrier for genome ejection to compensate for the increased barrier

for priming by entering the A-particle state. There still was a net increase in the ∆∆H

for the complete N → E process, where both empty complete state transitions end with

the empty particle. As this ground state is structurally, phenotypically, and energetically

identical between WT and K162E, we set the this state as the anchor point on the energy

landscape (Figure 2.2.F). This means that the net increase in enthalpy between N→A and

A→E state transitions sets the native, N, state at a higher starting point. The amplitute of
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both WT and K162E free energy barriers and net enthalpy provide context for the K162E

mutation inhibiting inactivation but a slight compensatory mechanism of increased genome

release.

Table 2.3: Thermodynamics of Uncoating

Reaction ∆H ∆S ∆E

WT N → A 126.4 kcal
mol

-48.5 cal
mol·K 141.4kcal

mol

WT A → E 139.0 kcal
mol

-48.9 cal
mol·K 154.2kcal

mol

K162E N → A 259.1 kcal
mol

-58.2 cal
mol·K 276.4kcal

mol

K162E A → E 99.1kcal
mol

-52.6 cal
mol·K 115.4kcal

mol

2.3.5 Near-atomic resolution differences between WT and K162E

capsomers

To understand what structural changes occur at the two main states of the uncoating process

by the mutation of K162E were examined by cryogenic electron microscopy (CryoEM). Par-

ticles were purified from cell culture and were screened by negative stain electron microscopy

prior to vitrification on thin-carbon quantifoil grids. Using the software package Relion [155]

reconstructions of each particle were performed using icosahedral symmetry. One imaging

set each was performed for the native WT, native K162E, heated WT, and heated K162E

samples. A-particles and empty particles were differentiated from the heated datasets by

class averaging and picking averages that either did (A-particle) or did not (empty) have

coulomb density at the center of the particle. Atomic models were built through Phenix for

the native and A-particle states of WT and K162E using the asymmetric unit of the entire

capsid. Statistics for data collection are disclosed in the Supplementary Material Figure 3.

The native state of the WT particle was refined to a resolution of 3.3 angstroms using the

gold-standard fourier shell correlation cutoff of 0.143 (Figure 2.3.A). The reconstruction

of the WT particle was found to have a highly similar cross-correlation score of .883 when

compared to another EV-A71 native structure (EMDB ID: 2076). The well-establish canyon
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Figure 2.3: Structural determination of WT and K162E
A) WT structures and progression of inactivation and genome uncoating B) K162E
structures and progression of inactivation and genome uncoating C) Comparison of

mature-state WT and K162E capsomeres D) Comparison of capsomere subunits

22



around the 5-fold axis was resolved and the lysine in question at position 162 in VP1 was

found to not form bonds with nearby residues.

Surprisingly, the single mutation of lysine to glutamic acid in VP1 drastically altered the

structure of the native capsid (Figure 2.3.B). The capsid was reconstructed to a recon-

struction of 4.2 angstroms, with a structure more closely resembling the A-particle of the

WT particle. This was reflected by cross-correlation scores of .841 for a previously deposited

A-particle EM map (EMDB ID: 5466) while a lower cross-correlation score of .649 against

the native state (EMDB ID: 20766). Most dramatically, large pores were observed at the

2-fold axis, similar to those found in the empty particle. However, particles in micrographs

were observed to retain their genomes at a similar frequency of the WT native particles,

indicating that this A-particle-like state was not ejecting its genome.

Packaged ssRNA structures were determined independently of the outer capsid protein by

masking the outer shell of the capsid during 3D reconstruction. In both native states of WT

(Figure 3A) and K162E (Figure 2.3.B multiple concentric spheres of RNA were resolved.

However, the outer layer of the K162E packaged RNA was observed to be expanded from 70

Å of the WT to 90 Å in K162E. As well, a noticeable discontinuity between the RNA-capsid

interface in K162E was observed. This may be due to the tightly packed RNA expanding to

fill the larger volume of the K162E capsid and releasing tension in the ’entropic spring’ of

condensed RNA. This is interesting as RNA packing may also play a energetic role during

the uncoating process, where the positively-charged ssRNA genome must be compressed to

assume the next state.

The reconstructed WT and K162E native capsomere atomic models were overlaid for

comparison (Figure 2.3.C). The WT capsomere was observed to match already observed

structures of the EV-A71 capsomere [198]. The ’swiss-roll’ β-barrels found in VP1, VP2,

and VP3 were tightly packed with the pocket factor sphingosine. The lysine at position 162

in subunit VP1 was resolved in the Coulomb-density map to not be interacting with nearby

residues, instead the positively charged side-chain is observed to be surface-exposed and near
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the exit site of the pocket factor. This lysine may be have surface epitope functions, as surface

exposed lysines have been observed to play a key role in pathogenesis and cell attachment

factor binding [217], [173]. As well, the pocket factor was observed in the Coulomb-density

map to still be contained in the VP1 β-barrel. This gives evidence to the lysine having

stereochemistry potential to affect pocket factor release and to have an electrostatic affect

on cell attachment factor binding.

The K162E structure maintained key structural elements found in the WT structure, with

the β-barrel central core appearing to be nearly identical. Overlaying the two structures on

top of each other (WT in lighter colors and K162E in darker colors) found key shifts in the

exposed loops. Loop GH (residues 204-224) of the VP1 protein (blue) (Figure 2.3.D) and

the EF loop (residues 132-146) of VP2 (green, Figure 3D) were shifted in confirmation, with

GH shifted towards the β-barrel of VP1 and EF becoming more exposed. Both GH and EF

have been shown to bind to the primary receptor for EV-A71, SCARB2 [219]. By altering

how the GH is folded by stabilizing the nearby region of the mutation both the GH and EF

loops’ confirmations are altered, as well as changing which binding epitopes are displayed.

As well, the new conformation of the VP1 GH appears to block the exit site of the pocket

factor, which is required for progressing to the A-particle state. This, coupled with a new

hydrogen bond created by the mutated lysine to glutamic acid results in an explanation for

the enthalpic stabilization of the capsid. These structures provide the mechanistic evidence

that bond-mediated stabilization at the site of pocket-factor release and alteration to exposed

loops add additional barriers for state transition.

2.3.6 The WT and K162E Capsid During the Uncoating Process

Mature particles of the WT and K162E were heated at 52◦C for 1 hour to convert all

particles to either the A-particle or empty state. The A-particle and empty states of the

WT particle was resolved to an adequate resolution of 8.0 and 14 angstroms, respectively

(Figure 2.4.A). The A-particle matches previously described structures (EMDB ID: 5465),
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Figure 2.4: Comparison of WT and K162E
A) Progression of uncoating states for WT B) Progression of uncoating states for K162E

C) Atomic model of genome uncoating for K162E
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with a cross-correlation score of .918. The empty state WT map also matched a previously

deposited structure (EMDB ID: 5466) with a cross-correlation score of .954; however, due to

the low resolution of the particle reconstruction an atomic model was not created. This may

be due to the lower number of particles used in the reconstruction of this Coulomb-density

map or from a more intrinsically disordered particle after expansion.

The heated cryoEM data set for K162E was used to reconstruct both A-particles and

empty states. Unexpectedly, the heated particles of K162E that contained Coulomb density

at the center of the particle, indicative of the A-particle, appeared to shrink in radius to a

particle more reminiscent of the native particle observed in WT. As well, the large pores

radiating along the 2-fold axis in the K162E native particle were no longer present, despite

their reappearance in the K162E empty particle. Furthermore, additional states of the A-

particle were resolved during the structural 3D classification and refinement steps. The

structural disimilarity between the particles indicate conformationally distinct states that

occur during the inactivation and genome ejection pathway. Structures were resolved at 3.1,

7.4, and 5.9 Å resolution using 65.9%, 20.9%, and 13.6% of A-particle-like data. Coulomb

density maps were used to determine the presence of both VP4 and pocket factor, finding

that each molecule’s presence varied by state. A trajectory of irreversible molecule loss was

resolved from the presence of these molecules, where the most abundant state contained

both VP4 and pocket factor, the second most abundant state losing the pocket factor but

retaining VP4, and the least plentiful state containing neither VP4 or pocket factor. This

indicates that the pocket factor must be dislodged prior to VP4 loss, and both molecules

must both be released prior to complete genome uncoating.

The additional uncoating states represent normally unresolved intermediaries between A-

particle and empty particle, which are difficult to resolve due to their phenotypical similarities

(non-infectious and still containing the viral genome. The key distinguishing features of VP4

and pocket factor are difficult to resolve fractional presence due to their multiplicity, 60 copies

per particle, and small size. Detection by Western blot is possible for VP4 but difficult to be
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made quantitative. The 3D classification of these states from a heterogeneous dataset allows

for the trajectory of states to be resolved. Additionally, the similarity between the K162E

A-particle and the WT native particle gives evidence that the K162E native state may be

a structural precursor to the WT native particle. The reason for infectivity of the K162E

native state and non-infectivity of the K162E A-particle is not clear, possible that the K162E

native state may still need to undergo conformational changes during the uncoating process.

2.3.7 Delayed transition kinetics contrast to increased dynamics

in K162E

To gain insights into the kinetic of EV-A71 and K162E EV-A71 at 30 ◦C and 52 ◦C we

made use of full-atom molecular dynamics (MD) simulations, which provide the appropriate

tool to investigate protein dynamics at atomistic resolution. We began our study with the

62.5 ns simulation in an NPT ensemble (constant number of particles N, pressure P, and

temperature T) (see Methods) of the EV-A71 WT pentamer solvated in a water box at

30 ◦C. In Figure 2.5.A we represent a top and side view of the pentamer. We built the

pentamer consisting of five capsomeres formed by VP1, VP2, VP3, and VP4 capsid proteins

using the WT native structure. The pocket factor was also resolved and was included in

the simulations (see Methods) (See Figure 2.5.A, top view). Overall, the system is very

stable and the capsomeres show values of the CαRMSDs ≤ 2 Å with the exception of VP1

of the capsomere a and c and VP4 of capsomere showing RMSDs varying between ≈ 2 to

5 Å (see Supplemental Figure 2.5). In contrast to the EV-A71 wild type structure, in the

K162E EV-A71 mutant, VP4 and the pocket factor are not resolved and so are not included

in the simulations. We built the K162E simulated system following the same procedure used

for the wild type system and extended the NPT simulations for 68.1 ns (see Methods). In

Figure 2.5.B, we represented the top and side view snapshot of the K162E system initial

structure and highlighted in licorice yellow format the K162E mutation localized on VP1

capsid protein. The VP1 and VP2 CαRMSDs of K1162E exhibit larger values than those
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Figure 2.5: Dynamics of the EV-A71 and K162E EV-A71 Pentamers at different tempera-
tures
A) Front and side view of EV-A71 pentamer. B) Snapshot of the K162E EV-A71 system
initial structure. Each capsomere is formed by VP1, VP2, and VP3 capsid protein. C-F).
Five representative snapshots of the EV-A71 WT and K162E equally spaced in time over

the NPT simulations at 30 (C, E) and 52◦C (D, F) G) The VP1 and VP2 RMSFs of the
WT (blue) and of the mutant (red) calculated from the simulations. H) Mean number of

the hydrogen bond counts between VP1-VP2 and VP1-VP3 belonging to the same
capsomere and between VP1-VP3 belonging to adjacent capsomeres
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of the wild type, whereas VP3 shows CαRMSDs ≈ 2 Å. In Supplemental Figure 6 we

show the snapshots of the initial configuration of the EV-A71 and K162E EV-A71 systems

at 52 ◦C (see Methods). In the wild type, the values of the CαRMSDs of VP2, VP3, and

the sphingosines are ≤ 2 Å, whereas those of VP1 and VP4 fluctuates between ≈ 2 and 5 Å.

The high values of the VP1 RMSDs are mostly related to the enhanced dynamics of the N-

terminus due to the increased temperature, which is consistent also to the RMSFs calculated

over the last 10 ns of the simulations (see Figure 2.5.G, left panels). Interestingly, the

temperature increase does not affect the region of VP1 and VP2 in proximity of the pocket

factor. In the 52 ◦C K162E system, the VP1 and VP2 CαRMSDs exhibit high values

varying between ≈ 2 and 5 Å with the VP1 of capsomere d showing CαRMSDs ≥ 6 Å,

whereas VP3 is very stable (CαRMSDs ≈ 2 Å).

Next, we look at the dynamics occurring in proximity of the pocket factor region. In both

WT and K162E systems, the capsomeres exhibit a wedge-shaped, eight-eight-stranded, anti-

parallel, beta-barrel topology (Figure 2.5.C-F and insets of Figure 2.5.C,E) where the

connecting loops are structurally different, depending on the specific capsid protein to which

they belong [123] [79] [118] [16] and refer to previous paragraphs). Figure 5C shows five

representative configurations of the capsomere extracted from different frames of the 30 ◦C

simulation spaced equally in time, including the first and the last frame. In both the VP1

GH and VP2 EF loops, the five configuration corresponding to different time point along

the simulation nearly overlap meaning that the dynamics is very localized. Such dynamics

is not affected by increasing the temperature Figure 2.5.D. In addition, the sphingosine

appears to be very stable in its pocket in both conditions of room and high temperature. At

both temperatures (Figure 2.5.E-F), the five configurations of the VP1 GH and VP2 EF

loops do not overlap, implying that these loops explore a larger region in space compared to

that explored from the WT loops. In order to gain quantitative analysis of the fluctuation

range of these loops in the different systems, we calculated the RMSFs (see Methods) at the

two investigated temperatures and represented them in (Figure 2.5.G). At 30 ◦C (Figure
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2.5.G top panels) the VP1 RMSFs of the K162E and the wild type overlap within the errors

with the exception of the GH loop, whereas the K162E RMSFs of VP2 consistently exhibit

higher values than those of the wild type. Major differences are observed not only in the

important region of the EF loop but also in the N-terminus amino acids and in those between

residues 30 and 70. At high temperatures (Figure 5G bottom panels), K162E VP1 shows

an increment in the RMSF values in the region around the K162E mutation in the residues

located right upstream from the GH loop. The wild type shows an increment in the RMSF

amplitude reaching the value exhibited by the K162E system in the region of the GH loop.

The amino acids located around the residue number 100 exhibit an average increment of the

RMSF amplitude. In VP2 the K162E RMSF average value exhibits an important increase

in the N-terminus region and in the amino acids located between residue 30 and 70 and in

the EF loop. On the contrary, the wild type RMSF values remain nearly unaltered upon

increasing the temperature.

Finally, we investigated the affect that increased temperature had on hydrogen bonds

(HBs) (see Methods) formed between the subunit protein pairs. We looked subunit intrac-

tions between VP1-VP2 and VP1-VP3 belonging to the same capsomeres and between VP1

of one capsomere and VP3 of the adjacent capsomere, which we call VP3* (Figure 2.5.H).

We examined the HBs between these last pairs of capsid proteins because the VP1 K162E

mutation is located at the interface between two capsomeres (see Figure 2.5.B). At room

temperature the number of HBs exhibited by the WT in the thre investigated subunit pairs

is higher than that of the K162E mutant. This is particularly evident when the consid-

ered protein pairs belong to the same capsomere. In the wild type, the HB count between

VP1-VP2 protein pair exceeds approximately three times that found in the K162E mutant

and wheres the HB count between VP1-VP3 protein pair two times. Upon increasing the

temperature, the HB count between the VP1-VP2 protein pair drops of approximately the

15% in the wild type and 20% in the K162E mutant. The decrease in the number of the HBs

is less noticeable in the VP1-VP3 protein pair. In the interactions between VP1 and VP3*
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capsid protein belonging to adjacent capsomeres the HB count drops of approximately the

15% in the wild type and the 1% in the mutant. This indicates that the lower number of

HBs in K162E are maintained when the capsid is subjected to increases in temperature.

2.3.8 Increased capsid stability reduces the time for cell entry

Enterovirus capsids are thought to undergo the same conformational changes caused by

heating in order to release their genome and infect susceptible cells. Stabilizing the capsid

inhibits the N→A transition which precedes genome release. To investigate the differences in

cell entry, a one-step growth curve was first carried out in RD cells to compare the replication

ability of both WT and thermostabile mutant. Viral RNA replication was assayed by RT-

qPCR every 2 hours (Figure 2.6.A). While WT was observed to have an exponential phase

between 4-6 hours post infection (hpi), the exponential phase was observed to be more

gradual between the hours or 4-8 hpi. Similar amounts of viral RNA were detected between

8-10 hpi and the final amount of RNA at the end of the replication cycle, 12 hpi, was about

1 log greater in WT than K162E. The exponential phase was also shifted by 2 hours in the

thermostable mutant, same as in the number of genome copies. This was accompanied by a

4 hour shift in the minimum value of the latent phase for infectious units, occuring at 2 hpi

for WT and 6 hpi for K162E. However, the number of infectious units were similar at the

end of the replication cycle when measured by TCID50. These data suggest that cell entry

was slowed by the increased thermostability of the capsid.

2.3.9 Measuring rate of entry

To probe the increased amount of physical particles required to initiate an infection, the

cell entry process was examined by entry kinetics (Figure 2.5.B). The compound neutral

red, when incorporated in the viral capsid, has been shown to fix non-enveloped viruses

when exposed to white light and has been used to determine the rate of genome release in

Enteroviruses [67]. Neutral-red incorporated virus is then inactivated by white light exposure
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Figure 2.6: Cell entry is inhibited by stabilization of the capsid
A) One-step growth curve of WT and K162E measured by either total viral genomic RNA
or infectious units B) Rate of cellular entry in RD cells measured by neutral red assay and
perturbed with Bafilomycin A1 (BafA1) C) IC50 of BafA1 on WT or K162E cell entry D)
Ratio of physical particle measured by electron microscopy compared to infectious units
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while capsids which have uncoated their genome are no longer affected. WT and K162E were

both allowed to repliciate in RD cells in the presence of 20 µM neutral red for 12 hours to

incorporate neutral red particles into the capsid, producing neutral red virus (NR-virus).

NR-virus was allowed to bind and begin the infection process, with time points taken every

20 minutes to measure still-encapsidated RNA genomes. Successfully uncoated NR-virus was

allowed to replicate and were titered. It was found that the thermostable mutant released

it’s genome at a slower rate, only releasing 40% of its genomes after 2 hours while WT

had released 100% of its genomes. This confirms the main hypothesis of this article, that

stabilizing the capsid results in decrease in the ability to enter the cell.

To determine if SCARB2-mediated uncoating during endocytosis, which acts by lowering

the activation energy of A-particle formation as shown in figure 2.2.F, a chemical pertur-

bation was made to the endosome acidification process by the addition of Bafilomycin A1

(Figure 2.5.B). BafA1 is known to inhibit the acidification of the endosome by the inhibi-

tion of the V-ATPase’s proton pump [87]. 1 µM BafA1 was added to cells at least 1 hour

prior to the addition of NR-virus and the percent of uncoated RNA genomes was measured

as previously described. WT was found to be 18% uncoated after 2 hours and there was no

change in uncoating was found for K162E. For the same level of endosome de-acidification it

is shown that genome uncoating is completely inhibited for K162E while moderate uncoating

is found for WT.

To determine what the effective concentration of BafA1 required to inhibit viral entry

the compound was titrated in RD cells prior to WT and K162E inoculation (Figure 2.6.C).

BafA1 was added at least 1 hour prior at varied concentrations and cells washed prior to

the addition of virus to remove the confounding effect of capsid inactivation. Infected cells

were allowed to replicate virus until 8 hours post infection where the number of successful

replications was titered by TCID50. The EC50 of inactivation was found to be 0.38 µM for

WT and 0.015 µM for K162E, representing approximately a 20-fold increase in inhibition.

To determine if the number of physical particles required for a successful infection were
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also affected, the specific infectivity viral particles were calculated (Figure 2.6.D). Specific

infectivity was calculated by the ratio of physical particles to infectious units. The concen-

tration of physical particles was measured against a 50 nm latex bead standard with known

concentration and the concentration of infectious particles was measured by plaque assay.

The number of physical units required to initiate a successful infection, in cell culture, was

found to be increased about 20-fold by the introduction of K162E. As the number of infec-

tious units produced by a successful infection at the end of a replication cycle was found to

be comparable in both WT and K162E, this suggests that K162E produces more physical

particles after one replication cycle. An increase in physical particles produced may be due

to the higher stability of the overall capsid, such that the hypothesized reversible capsid

assembly process becomes forward-driven.

2.3.10 Attenuation in cell culture is not replicated in animal mod-

els

While cell culture comparisons of WT to K162E found the thermostabilizing mutation to have

a detrimental effect on viral replication, the same mutation was observed to increase mortality

in animal models. MP4, a mouse adapted strain of EV-A71 4643, was reverse-mutagenized

with the same mutation (MP4-K162E) and inoculated into hSCARB2-expressing mice [95]

via the I.P. route. A survival curve was constructed by observing the percent of surviving

mice with either WT vs. K162E inoculation (Figure 2.7.A). Surprisingly, MP4-K162E

killed all but one mouse while the majority of MP4-infected mice survived. This contra-

dicts the cell culture data where K162E replicated at a slower rate due to delayed genome

uncoating.

To investigate if the structural change to the K162E capsid resulted in lowered immune

detection, a neutralization assay was performed using blood-serum collected from mice previ-

ously inoculated to MP4 (Figure 2.7.B). Unexpectedly, no significant difference was found

between the neutralization levels of WT or K162E. Serum from two different mice was used
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Figure 2.7: Virulence is increased in animal model
A) Survival curve in hSCARB2 mice infected either by I.P. (i) or I.C. (ii) B) Tissue

distribution of WT or K162E in brain, spinal cord, or muscle following I.P. inoculation C)
Tissue distribution of WT or K162E in brain and spinal cord after I.C. inoculation
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for neutralization without any noticeable change. This suggests that the immune response

in the form of neutralization antibodies should not differ by the introduction of the mutation

K162E. To assay whether the increased neuro-prevalence of K162E is due to neuro-invasion,

the confounding factor of the blood-brain barrier (BBB) was removed by inoculating both

MP4 and MP4-K162E directly into the brain. A survival curve was obtained for intra-cranial

(I.C.) inoculation. All mice were dead by day 4 in the MP4-K162E group and day 7 for the

MP4 group. The survival curve indicates that neuro-invasion is not the cause of increased

neuropathogenesis and that enhanced replication within the immuno-privileged CNS is the

cause of accelerated mortality.

To further investigate altered pathogenesis by K162E, viral tissue distribution within

mice was assayed by collecting titers within individual organs 1, 3, and 5 days post infection

via I.P. (Figure 2.7.B). The most striking difference was found in replication in the brain,

where similar levels of MP4 and MP4-K162E virus were detected at day 1 followed by greater

than 2-log increase in viral titer of MP4-K162E at day 5. This accelerated replication was

found again in the spinal cord, where similar levels of virus on day 1 were compared with

about a 2-log difference in viral titer by day 5. The increased replication in neuronal tissues

were contrasted with no noticeable difference in replication in muscle tissue and the lack of

replication in blood samples (data not shown). This suggests that K162E gains an increased

ability to replicate in the CNS.

To view the replication kinetics in the central nervous system, the tissue distribution of

both viruses were found after I.C. inoculation. Tissues were collected from I.C. inoculated

mice on days 1-4 post inoculation (Figure 2.7.C). MP4-K162E appears to have already

replicated to higher levels on day 1 in brain tissue. For brain samples the measured titers

are almost identical for the following days 2-4, of which mortality is observed in both MP4

and MP4-K162E mice. As the MP4-K162E group, compared to the MP4 group, has a

considerably higher level of mortality on day 4, similar levels of virus titer in brain, virus-

induced mortality is implied to be due to replication in the spinal cord. Indeed, MP4-K162E
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is detected at higher levels except for day 4, where a decrease in titer observed. This enhanced

replication in the spinal cord may be due to earlier spill-over from the brain due to higher

titers early on in the pathogenesis. While the mechanism of K162E-induced neurovirulence

is unclear, it can be said that the mutation accelerates the neuro-replication. Further animal

model studies are required to better understand how viral mutations can accelerate the

replication in specific tissues despite an observed lag in cell-entry.

2.3.11 Discussion

In this study we have provided evidence that adaptation to the selection factor of thermosta-

bility comes with the evolutionary trade-off of lowered ability of cell entry. We have shown an

adaptation to a the selection of increased extracellular temperature has an expected decrease

in the ability to enter the cell. By examining the biophysical process and structural context

of heat-mediated genome uncoating and its parallel biological process of genome uncoating

during cell entry, the many roles and phenotypic tradeoffs of the Enterovirus capsid can be

brought to light. This tradeoff appears to be due to both large structural rearrangements

in the capsid subunits which lead to a greater energetic barrier for uncoating and enhanced

flexibility in specific, exposed, peptide loops.

The observed entry process of SCARB2 binding, cell internalization by clatherin-mediated

endocytosis and finally genome uncoating is mirrored by heat-catalyzed uncoating. The tran-

sition along an energy landscape from native particle to A-particle replicates the SCARB2-

catalyzed transition. The transition then to genome release from the primed A-particle in

the absence of a lipid bilayer and numerous cell factors is compensated by elevated temper-

ature and brownian motion, concluding that increasing the activation energy between these

states results in delayed cell entry. We have shown that the K162E mutation adds additional

states to these estabilished states to reduce the observed kinetic transition from native to

A-particle.

The multifunction protein, the virus capsid, then is said to have multiple, often conflicting
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roles. We establish that thermostability and cell entry are at odds with one another, yet

we were not able to anticipate the enhanced neurovirulence this mutation carries. Stronger

binding to SCARB2 and reduced binding to PSGL1 or heparin offer a conjecture of altered

cell tropism backed up by changes in tissue replication. Our reported mutation appears

to have global effects on the structure of the capsid, with rearrangements of exposed loops

which alter the protein’s function.

This study also only offers an in-depth look in one mutation’s phenotypic trade-offs.

While the genetic screen of artificial selection passaging of viral quasi-species reveals one of

the stronger thermostabilizing mutations observed to date, it is unclear why this mutation of

all possible mutations was fixed in the population. To truly conclude there is an evolutionary

trade-off between thermostability and cell entry, genome-wide deep-sequencing studies would

need to be conducted on passaged populations of EV-A71 or other enteroviruses. Determin-

ing the control, thermostability, and cell entry fitness values for each possible mutation might

reveal hotspots of shared phenotype function, residues that function for only one phenotype,

or inert locations with little effect on either function.
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2.5 Method Details

2.5.1 Cells and Viruses

RD cells were obtained from ATCC c© (CCL-136) and maintained in Dulbecco’s Modified

Eagle Medium (DMEM) supplemented with 10% Fetal Bovine Serum and 1X Penicillin-

Streptomycin-Glutamine at 37o at 5% CO2. The EV-A71 strain used in this study was the

4643 strain isolated from the 1998 epidemic in Taiwan [213], which had been ligated onto

the pUC plasmid.

2.5.2 Animals

C57BL/6 mice with the hSCARB2 transgene (doi:10.1073/pnas.1217563110) were obtained

from Dr. Satoshi Koike (Tokyo Metropolitan Institute of Medical Science, Tokyo, Japan).

Mice were bred in-house and maintained in a 12/12 light cycle with standard chow diet

under specific-pathogen free condition in the AAALAC-certified animal facility at UCSF.

Both male and female, four to five-week-old mice were used in this study.

2.5.3 Propagation and titering of virus

Using infectious cDNA clones of EV-A71 strain 4643, the carrying plasmids were linearized

then used as a template for in vitro transcription of single strand genomic RNA (ssRNA).

20 µg of RNA was transfected into 4.0x106RD cells. Resulting virus was propagated in RD

39



cells from a passage 0 (P0) stock to form the initial passage 1 (P1) population. All viral

populations were titered by either TCID50 or plaque as described previously[?].

2.5.4 Passaging virus under temperature selection

The initial virus passage (P1) was either kept on ice for 1 hour (control passage) or heated

at 46oC for 1 hour (heated passage) before being added to a flask of 107 RD cells. Virus

was titered before and after heating to ensure each passage was started with 105 TCID50 of

virus for a consistent multiplicity of infection (MOI). After 24 hours the flasks were checked

for cytopathic effect (CPE) and frozen at -80oC, three cycles of freezing and thawing at

room temperature were performed to lyse viruses from cells. Supernatant from each flask

was centrifuged at 2500xg for 5 minutes to pellet cellular debris, resulting supernatant was

stored at −80oC and used for subsequent passages. Viral supernatant from each passage

was further amplified at an MOI of 5 in 107 RD cells, allowed the viruses to replicate for 8

hours, then lysed by Trizol [citation needed] and RNA was extracted by phenol-chloroform.

RNA was reverse transcribed using Superscript III [citation needed] and primers specific to

the P1 region of viral genome. Amplified cDNA was then used for Sanger sequencing and

mutations were probed for in each passage.

Generation of mutant virus from cDNA Using the previously mentioned infectious

clone of EV-A71 4643, the plasmid was linearized and used as a template for in vitro tran-

scription of single strand RNA (ssRNA). 20 µg of ssRNA was then transfected into 4x106

RD cells. Transfected ssRNA was allowed to replicate to produce viral particles.

2.5.5 Virus purification

EV-A71 was propagated in 20 100 mm dishes of confluent RD cells. Upon total CPE, virus

particles were lysed with 0.5% IGEPAL CA-630 and followed by three cycles of freeze-thaw.

Resulting supernatant was then centrifuged for 5 minutes at 3000xg to pellet cell debris and
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resulting supernatant was then precipitated with 8% final concentration PEG 8000 at 4oC

for 72 hours. Virus was pelleted at 3000xg for 1 hour, re-suspended in purification buffer and

remaining debris pelleted at 3000xg for 15 minutes. Supernatant was then purified through

a 30% sucrose cushion centrifuged at 100,000xg for 3 hours followed by fractionation by

15-45% sucrose gradient at 100,000xg for 3 hours. Fractions were then dialyzed by Zeba

desalting column and concentrated using a Amicon 100,000 MWCO filter.

Thermostability assay Purified virus samples were heated using calibrated water heat

bathes set for indicated temperatures. Samples were added to the heat bath simultaneously

and removed at indicated timepoints and placed on ice for at least 5 minutes. Samples used

for genome quantification were treated with RNase If for 30 minutes at 37oC followed by

RNA purification by phenol-chloroform extraction and precipitation by isopropanyl-sodium

acetate.

2.5.6 Particle Stability Thermo Release Assay

Particle Stability Thermo Release assay (PaSTRy) was performed as previously described

[citation needed]. Briefly, purified particles were aliquoted in qPCR tubes with either SYPRO

orange, to measure the level of protein unfolding as a proxy for A-particle formation, and

SYTO9, a RNA-sensitive dye that reports the release of viral RNA. Samples were gradually

heated in a BioRad CFX Connect thermocycler between 4◦C and 95◦C, relative fluorescent

units (RFUs) were taken every 0.5◦C.

2.5.7 Viral genome quantification

Genome quantification was performed by RT-qPCR using NEB’s Luna One-Step kit. Primers

[ATTTCAGCGGCTTGGAGTGC] and [GCAGCCCAGAAGAACTTCAC] were used with

viral samples or IVT genomic RNA for standard curves. Samples were run on a BioRad

CFX Connect thermocycler. Cq values were used to determine viral genome copy numbers.
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2.5.8 Viral particle quantification

Known titers of purified mature viral particles were mixed with known concentrations of 50

nm latex beads. Samples were then imaged by negative-stain electron microscopy. Electron

micrographs were then used to determine the ratio of viral particles to latex beads and

calculate the concentration of viral particles. Ratios of viral particle concentrations and

titer were used to determine viral particle to infectious unit ratios.

2.5.9 Neutral red assay

Neutral Red virus were produced by inoculating RD cells with viral stock and allowing virus

to attach and enter cells over 1 hour at 37oC. Inoculum was then removed and replaced with

viral media containing 20 µM neutral red. Flasks of infected cells were wrapped in foil then

returned to a 37oC incubator for 24 hours. Viral supernatant was obtained as previously

described and kept in darkness. During assaying Neutral Red virus was serially diluted and

added to 6-well plates of 5x105 RD cells/well in 500 µL aliquots.

2.5.10 Chemical perturbation assay

RD cells were incubated with the indicated amount of compound for at least 1 hour prior

to inoculation with virus. Viral inoculum also contained the indicated concentration of

compound prior to inoculation and was added to 5x104 cells in a 24-well plate. Virus was

allowed to attach and enter cells for 1 hour at 37oC before inoculum was removed and

replaced with cell culture media containing the same concentration of indicated compound.

The virus was allowed to replicate at 35oC for 8 hours before the plates were moved to a

-80oC freezer to halt replication. Samples were freeze-thawed 3X before being centrifuged to

remove cell debris. Resulting supernatant was then titered.
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2.5.11 Western Blot

Purified viral capsids were pre-treated with 10 ng of sequencing grade Trypsin (Promega)

prior to denaturing sample with 2X Laemeli buffer (BioRad). Samples were then heated

at 94oC for 10 minutes followed by cooling on ice for at least 2 minutes. Samples were

loaded onto a 4-20% SDS-PAGE gel (BioRad) and electroporated for 1 hour before being

equilibrated in transfer buffer for 5 minutes and transferred to an activated PVDF membrane

at 40V for 40 minutes then 100V for 1 hour. Membranes were blocked with 3% BSA in

TBST buffer overnight at 4oC with gentle rocking followed by washing 5X with TBST and

incubation at RT with primary antibodies against VP2, mAb979 (Millipore Sigma), or VP4,

CF594 (Biorbyt), for 2 hours. Membranes were washed 5X with TBST buffer and incubated

with secondary antibody anti-rabbit IgG-HRP or anti-rabbit IgG-HRP in TBST buffer at

RT for 2 hours. Membranes were washed 5X in TBST buffer and developed using an ECL

system (Thermo Fisher). Images were taken using a BioRad ChemiDoc.

2.5.12 Electron microscopy

Negative stain electron microscopy was performed after fixation of purified particle with

0.01% final concentration EM-grade paraformaldehyde. Quantifoil 400 mesh formar copper

grids were glow discharged prior to the addition of sample to the gird. Samples were allowed

to adhere to grids for 5 minutes followed by wicking away of excess liquid by applying a

whatman paper to the edge of the grid. Grids were then washed with deionized distilled

H2O and excess liquid wicked before applying 2% neutral phosphotungstic acid for 30 sec-

onds. Excess liquid was wicked away and grids were imaged with a FEI Tecnai T12 120 kV

microscope with a Gatan UltraSacen 895 4k CCD camera.

CryoEM was performed by first preparing grids using a ThermoFisher Mark IV vitrobot.

3 µL of sample was applied to a Quantifoil R 2/1 ultrathin carbon grids for 5 minutes to allow

sample to adhere to carbon before excess liquid being wicked away with Whatman paper.

Grids were then placed in the vitrobot at 100% humidity and 3 µL of sample applied again
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for 1 minute. Excess liquid was then blotted using blot-force 3 for 17 seconds and rapidly

plunge-frozen in liquid ethane. Grids were then loaded into either a Talos Arctica or Glacios

200 kV microscope with Gatan K3 detectors. Images were collected on the Arctica at a

nominal magnification of 28,000X with a dose rate of 21 e−/pixel/second for 6 seconds for a

total of 0.53 e−/Å2/frame. Images were collected on the Glacios at a nominal magnification

of 34,000X at 16.5 e−/pixel/second for 6 seconds for a total of 0.56 e−/Å2/frame.

2.5.13 Image Processing

Micrograph image stacks were dose-weighted and corrected for beam-induced local motion

using MotionCorr2. Images were then CTF corrected using CTFFIND4 within the Relion2

package. From corrected images particles were manually picked and class-averaged within

Relion2. High-contrast class averages were used for ab initio structure refinement. Particles

were used to produce 4 classes of initial maps, from which the best resolved class was used

for structural refinement. One round of polishing was used to produce the final Coulomb

potential density map. Maps were checked for handedness and masked using a low-resolution

map.

2.5.14 Atomic Model Building

UCSF Chimera was used to fit the initial atomic models into the Coulomb potential density

maps, PDB:3VBS for WT and PDB:4N53 for K162E. Asymmetric maps were boxed using

a 5 Å mask created from the inital model and multiple rounds of real space refinement were

performed until cross-correlation between model and map was not improved by additional

rounds of refinement.
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2.5.15 Animal experiments

Four-week-old mice were inoculated with the wild-type MP4 or the MP4-K162E mutant

virus via intra-peritoneal (i.p.) route. Infection was performed by injecting 100 µL of

inoculum delivering 1x105-1x106 TCID50 of virus per mouse. Survival of inoculated mice

were monitored 14 days. Mice with appearance of paralysis on both posterior limbs, the

humane endpoint, were euthanized.

2.5.16 Tissue Distribution of Virus in Mice

hSCARB2 mice were intraperitoneally (I.P.) or intracranially (I.C.) inoculated with either

wild-type or mutant EV-A71 or viral media as a mock control group. 4 week old mice were

I.P.. inoculated with 100 µL of inoculum carrying 1x105 TCID50 of wild-type or mutant EV-

A71 virus. For I.C. inoculation, 10 µL of inoculum was injected to deliver 5x104 TCID50

of wild-type or mutant EV-A71 virus. For I.P. innoculated mice, days 1, 3, and 5 post-

inoculation mice were used for tissue collection. For I.C. innoculated mice, days 1, 2, 3,

and 4 post-innoculated were used for tissue collection. 3 mice from each virus group were

euthanized, perfused with 1X PBS, and selected tissues were collected aseptically, weighed,

and stored at -80◦C. Tissue samples were homogenized in viral medium, disrupted by 3

freeze-thaw cycles and cleared at 1500xg for 10 min at 4◦C. Muscle, brain and spinal cord

were harvested from i.p. and i.c. infected mice, while blood, spleen, heart, kidney, small

intestine and liver were harvested only from i.p. inoculated mice. Virus titer in cleared

supernatant was determined by a standard TCID50 assay.

2.5.17 EV-A71 and K162E EV-A71 Simulation setup

The initial coordinates of the EV-A71 pentamer and of the K162E EV-A71 mutant pentamer

were extracted from PDB ID 3VBS for WT and PDB ID 4N53 for K162E respectively. The

EV-A71 capsomere structure resulted indistiguishable from PDB:6UH1 [16]. We used the
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same procedure to minimize, equilibrate, and simulate the two systems at two different

temperatures and we described it in the following. The EV-A71 pentamer is composed of 5

capsomeres, each of them including VP1, VP2, VP3, and VP3 proteins, and the sphingosine

pocket factor. The K162E EV-A71 pentamer is composed of 5 capsomeres, each of them

including VP1, VP3, and VP3 proteins. We used SWISS-MODEL [7] for modeling the

missing residues of VP2 and VP3 of the K162E EV-A71 capsomere crystal structure. In

all systems, the N- and C-terminus of all proteins forming the pentamers were capped. We

modeled all the His amino acids in the Nδ1 tautomeric state and maintained positive charge

for Arg/Lys and negative charge for Asp/Glu. The sphingosine was model as neutral. To

build the initial cell box, we placed the pentamer in the center of the Cartesian coordinates

and overlapped with a water box. Water molecules overlapping with the protein atoms

were removed and potassium ions were added to maintain charge neutrality. The EV-A71

simulation system contains ≈ 420 000 atoms and the K162E ≈ 515 000 respectively.

2.5.18 Full-atom molecular dynamics simulations

All simulations were performed using NAMD 2.14 [92, 93] with the CHARMM36m force field

for the protein and ions [90] and the TIP3P model for water [193]. The sphingosine parame-

ter and topology files were courtesy of S. Wheeler (see Acknoledgments). We minimized the

system energy using the conjugate gradient algorithm for 8,000 steps and gradually heated

the simulated cell from 25 K to 303 K (30 ◦C) in steps of 25 K. To equilibrate the system,

we applied harmonic restraints to the protein and sphingosine backbone, water, and ions,

and we released them during consecutive NPT simulations (constant number of particles N,

pressure P, and temperature T) of 1 ns length. After this equilibration procedure, we started

the production runs. To carry out simulations at the temperature of 52 ◦C (325 K), we in-

creased the temperature of 22 K and run a 1ns simulation before starting the production

runs. For all simulations, we used a Langevin dynamics scheme to keep the temperature

constant and an anisotropic coupling in conjunction with Nosé-Hoover-Langevin piston al-
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gorithm to keep the pressure constant at 1 atm [150, 62]. Periodic boundary conditions were

applied in three dimensions. We employ the smooth particle-mesh Ewald (PME) summation

method to calculate the electrostatic interactions [172, 183] and the short-range real-space

interactions were cutoff at 12 Åusing a switching function between 10 and 12 Å. To inte-

grate the equations of motion during the production runs, we used a time step of 4 fs for

the long-range electrostatic forces, 2 fs for the short-range non-bonded forces, and 2 fs for

the bonded forces by means of a reversible, multiple time-step algorithm [70]. The SHAKE

algorithm [91] was used. Coordinates were saved every 20 ps.

The EV-A71 pentamer simulation at 303 K (30 ◦C) was extended for 62.5 ns and that

at 325 K (52 ◦C) for 68.1 ns respectively. The K162E EV-A71 pentamer simulation at 303

K (30 ◦C) was extended for 62.5 ns and that at 325 K (52 ◦C) for 56.5 ns respectively.

Simulations were carried out partially on the IBM Artificial Intelligence Multiprocessing

Optimized System (AiMOS) supercomputer and partially on a cloud bare metal machine.

The simulations were visualized using VMD software [85]. The trajectory analysis were

carried out using MDAnalysis [145, 134] and our own codes. The root-mean-squared-

fluctuations (RMSFs) were calculating by averaging over the last 10 ns of the simulations.

The hydrogen bond (HB) analysis were carried out by using the HBonds VMD plugin [85].

We define a hydrogen when the distance between the donor (D) and the acceptor (A) is

≤ 3.5 Å and the D-H-A angle is ≤ 30◦. We calculated the number of hydrogen bonds

formed throughout the last 10 ns of the simulations. The data represented in the table in

Figure 5H are the mean calculated over the 5 capsomeres and the standard deviation is

represented in the SM.
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2.6 Supplementary Materials

Table 2.4: Summary Statistics of CryoEM and Atomic Model Building
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Figure 2.8: Validation of Selected Mutants
A) EV-A71 population reduction at given temperatures for 1 hour, titered by TCID50 B)

Observed mutation A-¿G at position 2924 from heated passage 6. C) One-step growth
curve of identified mutations from passaging
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Figure 2.9: Measurement of VP4 Loss by Western Blot
Western blots of protein VP4 from purified and heated WT and K162E capsids.
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Figure 2.10: Images of Heated WT and K162E Particles
A) 2D class averages of heated WT particles, either used for A-particle (top row) or empty

particle (bottom row) reconstruction B) 2D class averages of heated K1162E particles,
either used for pre-A, A-particle, or post-A (top row) or empty particle (bottom row)

reconstructions C) Projections of 3D class averages of heated K1162E particles. From left
to right, projections are of empty, A-particle, post-A, and pre-A states D) Sample

micrograph of heated WT particles E) Sample micrograph of heated K1162E particles
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Figure 2.11: FSCs of Structures
Final resolution calculated by gold-standard 0.143 cutoff of masked maps (blue). Also
shown are FSC corrected (black), FSC unmasked (green), and FSC phase-randomized

masked (red).
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Figure 2.12: RMSD of Capsid Proteins and Pocket Factor at 30◦C
Time evolution of the root mean-squared deviations (RMSD) of the VP1, VP2, VP3, and

VP4 capsid proteins and of the sphingosine pocket factor for NPT simulations of the
EV-A71 wild type carried out at 30 C. The panels show the time evolution of the RMSD of
all the capsid proteins and sphingosine forming the five protomers (protomer a: black; b:

blue; c: pink; d: red; e: green)
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Figure 2.13: RMSD of Capsid Proteins and Pocket Factor at 52◦C
Time evolution of the root mean-squared deviations (RMSD) of the VP1, VP2, VP3, and

VP4 capsid proteins and of the sphingosine pocket factor for NPT simulations of the
EV-A71 wild type carried out at 52 C. The panels show the time evolution of the RMSD of
all the capsid proteins and sphingosine forming the five protomers (protomer a: black; b:

blue; c: pink; d: red; e: green)
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Figure 2.14: RMSD of K162E Capsid Proteins and Pocket Factor at 30◦C
Time evolution of the root mean-squared deviations (RMSD) of the VP1, VP2, and VP3
capsid proteins for NPT simulations of the EV-A71 K162E mutant carried out at 30 C.

The panels show the time evolution of the RMSD of all the capsid proteins and sphingosine
forming the five protomers (protomer a: black; b: blue; c: pink; d: red; e: green)
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Figure 2.15: RMSD of K162E Capsid Proteins and Pocket Factor at 52◦C
Time evolution of the root mean-squared deviations (RMSD) of the VP1, VP2, and VP3
capsid proteins for NPT simulations of the EV-A71 K162E mutant carried out at 52 C.

The panels show the time evolution of the RMSD of all the capsid proteins and sphingosine
forming the five protomers (protomer a: black; b: blue; c: pink; d: red; e: green)
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Figure 2.16: SD of WT and K162E HB
Standard Deviation (SD) of the Hydrogen Bond (HB) count between VP1-VP2 and

VP1-VP3 belonging to the same protomer and between VP1-VP3 belonging to adjacent
protomers (VP1-VP3*). The standard deviation is evaluated by considering the five

protomers forming the pentamer.
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Chapter 3

Coxsackievirus B3 VP4

Non-Structural Functions
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3.1 Introduction

Non-Poliovirus Enteroviruses (NPEVs) are emerging pathogens who have been shown to

cause outbreaks that cause severe symptoms including, meningitis, encephalitis, and acute

flacid paralysis[171]. Among the NPEVs are Coxsackieviruses (CVs) which have the potential

to cause life-long illness including diabetes and cardiomyopathy[120, 216]. However, the

number of antivirals available to CVs are limited[45]. To induce immune protection against

CVs we can turn to the innate immune system, which can act against the early stages of

infection[19]. CVs, like all NPEVs, has a rapid rate of adaptation due the RNA-dependent

RNA-polymerase’s (RdRp) error-prone replication which allows for a large pool of mutations

after each replication cycle[65]. A small subset of these mutations may have beneficial

fitness against detection and clearance from the innate immune system. As part of a larger

team in the Andino lab, consisting of Orly Laufman, Yinghong Xiao, Eileen Foy, and Alisa

Iakupova, we examined mutations in CV strain B3 (CVB3) that arise after selection against

passaging CVB3 in cells with increased levels of interferon (IFN) type I (Figure 2.1A).

From the trajectories of mutation frequencies using Circular Sequencing (CirSeq)[9] a subset

of accumulated mutations was determined (Figure 3.1.B). Of these mutations the strongest

resistance to IFN was determined to arise from a mutation in protein VP4, a protein thought

only to have structural functions. VP4 is found in Enterovirus capsids in the interior interface

between the capsid proteins and the packaged positive sense single-stranded RNA (+ssRNA).

Several of the mutations identified from the passages were lysine to arginine mutations.

This is of interest as lysines are known to be targeted by the ubiquitination pathway in

disordered proteins. VP4 is an intrinsically disordered protein due to its structurally-resolved

state sandwiched between capsid proteins VP1, VP2, and VP3 and the packaged +ssRNA

genome. VP4 is also known to be expelled from the capsid during the genome uncoating

process, being released after the externalization of the pocket factor. This conserved process

found in Enterovirus genome release is poorly understood, with the current model believing

VP4 to form a ‘tunnel’ in the endosome through which the genome can pass. In the work
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of this chapter the non-structural function of VP4 is probed through a charge-conserving

mutation.
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Figure 3.1: Isolation of Innate Immune Response Evading Mutations
A) CVB3 was passaged 7 times under elevated IFN β levels to select for mutations
associated with innate immune response. Next Generation Sequencing (NGS) was

performed over the passages to identify mutations B) Structural mutations were identified
in VP4 (K34R, K52R, and V57I) and VP3 (F85L) that increase replication under IFN

expressing cells

3.2 Results

3.2.1 Enhanced Cell Entry of Mutant # 6

To assay if the initial stages of replication for CVB3 was affected by this mutation lysine

to arginine at position 34 in VP4 (# 6) we first looked at the replication dynamics in a

one-step growth curve. Briefly, 1x108 PFUs were inoculated onto 1x107 HeLa S3 cells in

6-well plates, allowed to attach but not start the cell entry process by leaving the plates

at 4◦C for 30 minutes before aspirating the inoculum and returning the plates to a 37◦C
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incubator. At each time point a plate was transferred to a -80◦ C refrigerator to halt the

replication cycle. Supernatant from each time-point was then titered by plaque assay. The

resulting growth (Figure 3.2A) curve contrasts the WT sample to mutant # 6, showing

that late time points in the replication cycle are similar while early time points differ by

about five times. This indicates that this mutation has some affect at early time points of

the replication cycle, the eclipse phase. In this phase of replication, the +ssRNA genome

is released from the capsid, and the first polyprotein is translated followed by +ssRNA

genome replication by the RdRp. This is an especially vulnerable stage of replication, as

recognition and restriction of the single genome by the innate immune system prematurely

ends replication. Fewer particles detected in the first four hours of the replication cycle could

indicate a more efficient genome release process, as infectious particles detected before the

exponential phase (4-8 hours post infection) are mostly particles from the initial inoculation

that did not release their genome and become non-infectious. To test this hypothesis, the

uncoating process was examined outside of cell entry process.

The rate of entry into susceptible HeLa S3 cells was determined by neutral red assay.

Both WT and # 6 CVB3 were grown in the presence of the compound Neutral Red, where

the incorporation of this small molecule into the packaged +ssRNA genome confired light

sensitivity (Supplementary Figure 3.1). Equal titers of WT and # 6 CVB3 were added

onto monolayers of confluent HeLa S3 cells in the absence of broad-spectrum light and allowed

to attach but not initiate infection at 4◦C. The virus and cell monolayer were then transferred

to a 37◦C incubator to initiate infection. Time points were taken by exposure of the plates

to broad-spectrum light and then immediately returned to the incubator, allowing for the

inactivation of only still encapsulated genomes. One round of replication was allowed to take

place for 8 hours after the last time point. Each time point was titered by plaque assay and

compared to an unexposed control sample (Figure 3.2.B). Over the 2 hour entry period it

appears that # 6 releases the +ssRNA genome at a faster rate than the WT in the cell. This

may be due to # 6 having a stronger ability to protect it’s genome at early stages of the
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Figure 3.2: Analysis of VP4 Mutation # 6
A) One-step growth curve of mutation # 6 vs WT CVB3 in HeLa S3 cells B) Kinetics of
cell entry of mutation # 6 vs WT CVB3 during the first 2 hours of replication, assayed by
Neutral Red assay C) Thermostability of WT and mutation # 6 CVB3, looking at kinetics

of inactivation by heating at increasing time points D) Measurement of A-particle
formation during gradual heating of the purified capsid particles
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replication cycle. However, the enhanced entry may also be due to reduced thermostability,

which was demonstrated in the previous chapter to have a negative correlation with entry.

To rule out reduced thermostability as the cause of enhanced cell entry, the thermostability

of the # 6 capsid particle was compared to WT capsid particle.

3.2.2 Thermostability of CVB3 Mutation # 6

Using elevated-temperature-mediated uncoating kinetics, the inactivation rates of WT and

mutant # 6 CVB3 were determined. Using purified particles, the samples were heated at

either 48◦C or 50◦C and titered every twenty minutes over an hour (Figure 3.2.C). Rates

were mapped to both samples for both heating conditions. Interestingly, the # 6 mutation

appeared to be more thermostable than WT at both 48◦C and 50◦C. This implies that the

conformational change associated with loss of infectivity has a slower progression from the

infectious native state to the non-infectious A-particle state. As the loss of infectivity is

associated with the loss of both the hydrophobic pocket factor and VP4[139], it is implied

that VP4 is retained with greater affinity in # 6 than in the WT capsid. This is contradicted

by the previous data in Figure 3.2.B, where genome release is thought to occur earlier in

the replication cycle as VP4 is lost from the capsid prior to genome release[168]. With

the opposing data of thermostability and cell entry, fluorescent reporters for VP4 loss were

used to determine if VP4 is lost at higher temperatures. Purified CVB3 WT and # 6 capsid

particles were both gradually heated using the previously described method of PaSTRy[195].

This method allows for the detection of the hydrophobic residues of the VP1 N-terminus

and VP4, which have been shown to be released during the inactivation by heating prior to

genome release. Measuring fluorescent units for both WT and # 6 during gradual heating

the relative amount of VP4 loss was observed (Figure 3.2.D). Surprisingly, both fluorescent

signals coincided, with half-maximum values around 52◦C, representing the halfway point of

state transition from the native state to the A-particle state. This indicates that VP4 is not

lost either faster or slower in the # 6 mutant and that the phenotype of enhanced entry is
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not due to an altered structural ability of VP4. VP4 must then be playing a non-structural

function in virus replication, which agrees with the original conditions of selection; mutations

that overcome the innate immune response.

3.2.3 Specific Infectivity of CVB3 Mutation # 6

Purified capsid particles of both WT and mutant CVB3 were used to determine the number of

physical particles required for one infectious unit. Particles were purified by sucrose cushion

and sucrose gradient, where the fraction about midway through the 15-45% gradient was

determined to have the highest concentration of infectious particles and had previously been

identified to contain the enterovirus capsid in the native state. The number of infectious units

was determined by plaque assay for both WT and mutant # 6 and the number of physical

particles per µL were counted. A 50 nm latex bead standard of known concentration was

used to calibrate the number of particles per µL. Dividing the number of physical particles

per infectious units gives the specific infectivity, where the higher the specific infectivity

the more particles that are required to initiate an infection (Figure 3.3.A). Mutation #

6 requires less than half of the particles of WT CVB3 to initiate a successful infection,

reducing from 1143 ± 34 particles/infectious unit to 504 ± 65 particles/infectious unit. This

stark difference was also found to be statistically significant, with p-value of 0.0002 by T-

test. The reduction in the number of particles required to initiate an infection indicate that

the mutation # 6 is more efficient at initiating infection, where VP4 is then thought to

be playing a role in inhibiting the innate immune system’s ability to halt early stages of

the replication cycle. Visualizing the purified CVB3 capsid particles reveals an interesting

change in morphology. The WT capsid particles appear as previously imaged Enterovirus

capsids, where the capsid is nearly spherical with a radius of 30 nm (Figure 3.3.B).

Capsids also appeared to clump together, with few capsids not touching at least one other

capsid. Almost all capsids appear to have the +ssRNA genome still encapsulated, where the

empty capsid appears without the genome density at the center of the particle. For purified
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Figure 3.3: Infectious Ability of CVB3 WT and Mutant
A) Ratio of capsid particles per infectious unit (PFU) for mutation # 6 vs WT CVB3 B)

Negative-stain EM image of WT CVB3 capsid particles, 100 nm scalebar C)
Negative-stain EM image of mutation # 6 CVB3 capsid particles, 100 nm scalebar
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capsids of mutant # 6 this empty capsid morphology was identified for nearly all particles

(Figure 3.3.C). This is unexpected, but may be due to the method of staining the electron

microscopy grid containing the purified capsids, as the genome is visualized nearby most of

the capsids as long, coiled strands. This, coupled with the # 6 capsids displaying higher

numbers of infectious titer indicate that these empty capsids may not be representative of

the purified capsid. Further work may be required to further quantify the morphological

changes this mutation induces of the infectious capsid.

3.3 Discussion

The function of the capsid protein VP4 has been an area of interest, with the functionality

of the protein has been postulated to interact with capsid formation[111, 25] and facilitating

genome release[33]. In this work I demonstrate that VP4 has another functionality, where

interactions with the innate immune system are inferred by selection of VP4 mutations in a

cell with enhanced levels of IFN β. The subsequent ruling out of structural functionality in

state progression required by the genome uncoating process of CVB3 implies that VP4 must

be playing a non-structural role in the early phases of replication, where both the number

of replicated genomes and polyproteins have been shown to be at low levels[27]. The lower

number of capsids required to initiate a successful infection by the introduction of the # 6

mutation indicates that VP4 plays a critical role in the establishment of viral replication.

Taken together, it is inferred that VP4 is playing a non-structural role during the first few

hours of the viral replication cycle by inhibiting the innate immune response. Previous work

was done in the lab to both motivate and elucidate possible functionality of VP4. Not in-

cluded in this chapter is previous work on cross-linked mass spectroscopy analysis of which

cellular factors CVB3 proteins interact with. It was determined that proteins UBXN1 and

VCP, which interact with the ubiquitin pathway[122] also interact with VP4. This work,

taken with the data in this chapter, implies that VP4 may be interacting with the ubiquitina-
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tion pathways to shutdown the misfolded protein response that can inhibit viral replication.

VP4 may be released by the capsid during the cell entry process to competitively inhibit the

viral protein-detecting side of the innate immune response. Further work must be done to

determine the mechanism of VP4 inhibition of the innate immune response. As of writing

this chapter work was being continued by Alisa Iakupova on the universality of VP4’s ability

to increase viral replication using a luciferase encoding poliovirus amplicon[208] to measure

viral translation with or without increased levels of VP4. The ubiquitination pathway can

also be explored by the addition of known compounds that affect the misfolded protein re-

sponse, such as MG132. The non-structural functions of a structural protein emphasis how

human-adapted pathogens, such as enteroviruses, have evolved encoded proteins that play

multiple roles in maximizing the chance of viral replication. This higher level efficiency allows

for a smaller genome that enables faster genome replication. Multifunctional proteins then

can switch function based on environmental factors and allow for a dynamic infection that is

turned to the slower-adapting host. It should be noted that not all Picornaviruses produce

the protein VP4, despite high levels of genome identity, and the precursor protein remains

uncleaved in the capsid protein. Investigations on how Picornaviruses replicate without the

use of the VP4 protein may lead to further understanding of virus-host interactions.

3.4 Materials and Methods

3.4.1 Viral Production

Using cDNA from a plasmid carrying the full genome of CVB3 strain Nancy, the plasmid

was linearized and used as a template for in vitro transcription (IVT) using the Promega

Megascript T7 kit. 20 µg of IVT RNA was then electroporated into 4x106 HeLa S3 cells.

Virus was allowed to replicate for 24 hours until visible cytopathic effect (CPE) was observed.

Flasks of cell-virus mixture was then frozen and thawed three times at -80◦C and room

temperature (RT), respectively. Thawed media was then centrifuged at 3000xg for 5 minutes
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to pellet cellular debris and supernatant was stored and titered for viral concentration. This

was done for both WT and K34R # 6 mutant.

3.4.2 Plaque Assay

To assay the number of infectious CVB3 particles per sample, plaque assays were performed

with HeLa S3 cells. Cells were prepared in 6-well plates the day prior at 5x105 cells/well,

resulting in a confluent monolayer of cells the day of plaque assay preparation. Viral sample

was serially diluted ten-fold, eight times, in 5 mL tubes. The most diluted samples were

used for plaque assay, using six dilutions per sample. Media was aspirated from each well

immediately prior to added diluted samples to each well. 500 µL of diluted sample was added

to each well, always to the side of the well, and immediately placed in a 37◦C incubator.

Virus was allowed to adhere and enter cells over one hour, with gentle rocking to evenly

distribute virus every ten minutes. At one hour the plates were removed from the incubator

and 47◦C, 1% agarose-DMEM media was added to each well. Agarose-media mixture was

allowed to cool and solidify in each well. Plates were transferred back to the 37◦C incubator

for 48 hours, where viral plaques grew until they were able to be visualized by eye. Each

well was then fixed with 1% paraformaldehyde overnight, agarose-media plugs were removed

from each well, and the monolayer of fixed cells were stained with 0.1% crystal violet for at

least 1 hour. Excess crystal violet was removed by washing with diluted bleach and plates

were allowed to dry. Plaques were then counted and multiplied by the well’s dilution factor

to get the number of plaque forming units (PFU) per mL.

3.4.3 Neutral Red Assay

Neutral Red virus were produced by inoculating HeLa cells with viral stock and allowing

virus to attach and enter cells over 1 hour at 37◦C. Inoculum was then removed and replaced

with viral media containing 20 µM neutral red. Flasks of infected cells were wrapped in

foil then returned to a 37◦C incubator for 24 hours. Viral supernatant was obtained as
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previously described and kept in darkness. During assaying Neutral Red virus was serially

diluted and added to 6-well plates of 5x105 HeLa cells/well in 500 µL aliquots.

3.4.4 Virus Purification

CVB3 was propagated in 20 100 mm dishes of confluent HeLa cells. Upon total CPE, virus

particles were lysed with 0.5% IGEPAL CA-630 and followed by three cycles of freeze-thaw.

Resulting supernatant was then centrifuged for 5 minutes at 3000xg to pellet cell debris and

resulting supernatant was then precipitated with 8% final concentration PEG 8000 at 4oC

for 72 hours. Virus was pelleted at 3000xg for 1 hour, re-suspended in purification buffer

(100 mM NaCl, 200 mM NaAc, 10 mM Tris) and remaining debris pelleted at 3000xg for

15 minutes. Supernatant was then purified through a 30% sucrose cushion centrifuged at

100,000xg for 3 hours followed by fractionation by 15-45% sucrose gradient at 100,000xg for

3 hours. Fractions were then dialyzed by Zeba desalting column and concentrated using a

Amicon 100,000 MWCO filter.

3.4.5 Viral particle quantification

Known titers of purified mature viral particles were mixed with known concentrations of 50

nm latex beads. Samples were then imaged by negative-stain electron microscopy. Electron

micrographs were then used to determine the ratio of viral particles to latex beads and

calculate the concentration of viral particles. Ratios of viral particle concentrations and

titer were used to determine viral particle to infectious unit ratios.

3.4.6 Thermostability Assay

Purified virus samples were heated using calibrated water heat bathes set for indicated

temperatures. Samples were added to the heat bath simultaneously and removed at indicated

time points and placed on ice for at least 5 minutes. Samples were then titered by plaque
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assay.

3.4.7 Particle Stability Thermo Release Assay

Particle Stability Thermo Release assay (PaSTRy) was performed as previously described

[citation needed]. Briefly, purified particles were aliquoted in qPCR tubes with either SYPRO

orange, to measure the level of protein unfolding as a proxy for A-particle formation, and

SYTO9, a RNA-sensitive dye that reports the release of viral RNA. Samples were gradually

heated in a BioRad CFX Connect thermocycler between 4◦C and 95◦C, relative fluorescent

units (RFUs) were taken every 0.5◦C.

3.4.8 Negative Stain Electron Microscopy

Negative stain electron microscopy was performed after fixation of purified particle with

0.01% final concentration EM-grade paraformaldehyde. Quantifoil 400 mesh formar copper

grids were glow discharged prior to the addition of sample to the gird. Samples were allowed

to adhere to grids for 5 minutes followed by wicking away of excess liquid by applying a

whatman paper to the edge of the grid. Grids were then washed with deionized distilled

H2O and excess liquid wicked before applying 2% neutral phosphotungstic acid for 30 sec-

onds. Excess liquid was wicked away and grids were imaged with a FEI Tecnai T12 120 kV

microscope with a Gatan UltraScan 895 4k CCD camera. Images were intensity-adjusted

for viewing clarity with ImageJ.
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3.5 Supplementary Materials

72



Figure 3.4: Validation of Neutral Red Assay
Neutral Red incorporated particles were validated for being inactivated by broad-spectrum

light by titering samples before and after exposure to 15 minutes of light. Samples were
then titered by plaque assay in darkness.

73



Chapter 4

Poliovirus Type 1 Thermostability
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4.1 Abstract

This chapter represents my work with a well-known virus, Poliovirus. It also represents

another link in the chain of Poliovirus research stretching from myself to my Ph.D. advisor

Raul Andino, to his Postdoctoral advisor David Baltimore [21], to his Postdoctoral advisor

Renato Dulbecco [53]. This is also the first virus I worked on in the Andino lab, using the

strain embed in an infectious clone plasmid by Vincent Racaniello [148]. Much of this work

was fueled by enormous mentorship and collaboration with researchers inside and outside the

lab, including (but not comprehensively), Ming Te Yeh, Yinghong Xiao, Weiyi Li (now at

Stanford), Elsa Rousseau (formerly at IBM), Yuta Shirogane, Gilad Doitsh (now at Vaxart

Inc.), Ranen Aviner, Orly Laufman (now at the Weizmann Institute), Weiheng Su (now at

Jilin University), Zachary Whitfield (now at Rancho Biosciences), Mariana Tioni (now at

Meissa Therapeutics), Colby Gekko (now at Cornell), Dale Talbot, Arabinda Nayak (now

at Gilead), and Simone Bianco (now at Altos Labs). My introduction to Poliovirus was

through the Defense Advanced Research Projects Agency (DARPA) INTERfering and Co-

Evolving Prevention and Therapy (INTERCEPT) program. The combination of the Andino

lab, as well as labs at IBM, the Weizmann, Aleph Therapeutics, and Pine.Bio led to one of

the best collaborative research project experiences and at least 2 papers to date [161, 208].

While I made contributions to the previous two papers, this chapter discusses a tangential

project of mine that relates to the previous two chapters regarding thermostability of the

viral capsid. This work was motivated by issues that were ran into during the INTERCEPT

program regarding reduced infectivity in the primary product being developed, the engi-

neered enterovirus therapeutic interfering particle (eTIP). This eTIP has been documented

to be effective in preventing disease caused by Poliovirus and is still an area of active re-

search in the lab. This work was also motivated by collaboration between myself and LaNell

Williams at Harvard, a collaboration initiated and facilitated by Simone Bianco when he

was at IBM. This work was aided by a summer intern in the Andino lab, Simone Parker,

who will be attending Loyola University, who I had the pleasure of advising.
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4.2 Introduction

Poliovirus (PV) outbreaks are as old as human history, with descriptions of outbreaks dating

as far back as ancient Egyptian hieroglyphics. The efforts by the World Health Organization

(WHO) to eradicate wild PV from the human race has largely been a successful one with all

but two countries still suffering from circulating PV. However, setbacks have been suffered

during this effort with the recent outbreak of wild PV type 1 (wPV1) in Malawi [2]. This

recent outbreak, which undid 5 years of the continent of Africa not experiencing an outbreak

of wPV1, is accompanied by the growing number of circulating vaccine-derived PV type 2

(cVDPV2) [1], which has grown from only 2 reported cases in 2016 to 1074 cases as of October

2021. The recent re-emergence of PV underlines the continued research for the molecular

mechanisms of PV, as well as possible tools to improve PV vaccines. Recent work in the

lab has demonstrated that basic science research on PV can drive the development of novel

PV vaccines, with the novel oral PV vaccine type 2 (nOPV2)[212] developed in the Andino

lab recently acquiring emergency use listing and administered in 125 million individuals

as of October 2021 [1]. Future development of vaccines and therapeutics for PV, as well as

other enteroviruses, requires a deep understanding of viral pathogenesis [147, 165]. A critical

step of PV pathogenesis is capsid integrity between infection cycles and the ability to enter

susceptible cells. Indeed, it has been observed that between the release of the positive-

sense, single-stranded RNA (+ssRNA) genome and the replication of the first copy of the

enterovirus polyprotein is when replication inhibition by interferron type I is most effective

[27]. Targeting this vunerable stage in replication is difficult, as the handful of viral molecules

that act at this stage have evolved to avoid detection. This can be overcome through genetic

adaptation studies, where the epitopes that interact with the phenotype of interest are

forced to overcome some desired selection. Increasing the stability of the infectious particle

of PV, the capsid, can give insight on how PV effectively releases the +ssRNA genome into

a susceptible cell. It has been established that the capsid must undergo state transitions

to release the genome, first converting into into the so-called altered particle (A-particle),
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by the loss of the embed hydrophobic lipid molecule, known as the pocket factor, and the

short, intrinsically disordered capsid protein VP4[84] . This conversion can be accelerated

by heating or by interaction with the poliovirus receptor (PVR)[146, 28]. Increasing the

thermostability then should decrease virus’s ability to release the +ssRNA genome into

cells. This form of attenuation may be useful for developing future vaccines and better

understanding the cell entry process. Thermostability can be manipulated by changing select

amino acids in the capsid to increase stability or by altering the way the genome interacts

with the capsid. Known enterovirus genomes tend to be around 7.5 kilobases in length.

Indeed, the genome appears to be optimized in length to fit inside the capsid, where the

density of nucleotide per volume is that of crystalized RNA ( 1 nucleotide / Å3). Defective

genomes have been known about since the 1970s [39] and their truncated size may have

affects on how the capsid releases the genome. Furthermore, defective interfering particles

have recently been observed to have deterimental effects on the viral population from which

they arise [175] and are of active interest as possible antiviral therapeutics[161, 208]. Better

understanding how a truncated genome affects cell entry may aid in defective interfering

genome engineering.

4.3 Results

4.3.1 Thermostable mutations

Four thermostability-affecting mutations in the protein VP1 of the PV1 capsid that were

previously described were reverse-mutated in an infectious clone of the Mahoney strain of

PV1[10]. These mutations include alanine to threonine at position 26 (A1026T, in orange),

valine to alanine at position 87 (V1087A, in green), valine to isoleucine at position 160

(V1160I, in purple) and isoleucine to valine at position 194 (I1194V, in brown) (Figure

4.1.A). Mutations are structurally indicated on PV1 capsid structure 2PLV[79]. All mu-

tations give rise to small changes in the hydrophobic side-chain composition, with no net
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charge change or change in hydrophobicity. Additionally, a combination of mutations V1160I

and I1194V was also introduced into the WT infectious clone, resulting in the double-mutant

V1087A+I1194V. This double-mutant was created as I1194V was reported to induce ther-

molability instead of increasing thermostability of the capsid, as well the single mutation

V1087A was reported to be non-viable. As I1194V and V1087A were found in the hy-

drophobic core of the β-barrel, the synergistic effects of pocket factor interactions can be

weighed by comparing the combined effects of the opposing mutations and their individual

contributions.

4.3.2 Cooperative effects

First, the thermostability effects of each mutation were measured. As the individual muta-

tions were not quantified in the original paper, these values were not known. Each WT and

mutant PV1 capsid population was subjected to heating at 48◦C for 0-60 minutes, with mea-

surements taken every 30 minutes. Titers of viable virus was then measured by plaque assay

(Figure 4.1.B). From each mutant’s rate of inactivation rates were measured (Table 3.1).

All rates of inactivation were severely slowed, thereby increasing thermostability, except for

mutation I1194V, as expected. However, the combination of I1194V and V1087A barely low-

ered the rate of inactivation of V1087A by itself. The valine to alanine mutation, a shortening

of the side chain by two methyl groups, has a stronger affect on inducing thermostability

than adding one linking carbon on a methyl group of the isoleucine to leucine mutation.

This suggests that minimizing the surface area of the side chain in the hydrophobic pocket

stabilizes the pocket factor and prevents the transition to the non-infectious A-particle.

To better understand the transition of native state to A-particle and the rough nature

of the mutations, a deeper probe into the state transition of WT PV1 and mutants by

previously discussed method, PaSTRy. Briefly, each purified population of PV1 capsids was

gradually heated in the presence of a dye that fluoresces when exposed to hydrophobic amino

acids. As the loss of the pocket factor and the hydrophobic VP4 indicate the transition
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Figure 4.1: Poliovirus Thermostability and Cell Entry
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Table 4.1: Rate of Inactivation, kf (10−3min−1)

Strain 48oC
WT 68±12
A1026T 24±4.2
V1087A 9.0±5.0
I1160V 16±4.1
V1194V 100±16
V1087A + I1194V 12±1.0

from the native to the A-particle, the fluorescent readout reports for the fraction of the

population in the A-particle state (Figure 4.1.C). The WT population transitioned to 50%

A-particle around 47◦C and particles began completely unfolding around 70◦C, which agrees

with previously published values[10]. Also of note is mutation A1026T, the weakest of the

identified thermostabilizing mutations, barely moved the 50% A-particle temperature point,

reinforcing its minimal effect on thermostability. Interestingly, the V1087A fluorescence

curve showed that less than 20% of the native particles transitioned to the A-particle state

at the 45-55◦C range, but all capsids degraded at the expected second fluorescence peak of

70◦C, indicating that only a sub-population of V1087A capsids can progress to the canonical

A-particle state. The thermolabile mutation I1194V actually increased the 50% A-particle

temperature point, increasing by about 2◦C from the WT. This was accompanied by a

fluorescence signal that remained higher than other mutants, indicating that the native

state may not have completely formed viable particles that minimize the surface-exposed

hydrophobic residues. All of these associated changes to the mutations in question may also

affect the cell entry process.

4.3.3 Entry and thermostability

To assay if thermostability of the indicated mutations had a corresponding decrease in the

ability to enter susceptible cells, a neutral red assay was performed to determine the frac-

tion of infectious particles that had released their genomes over a 1 hour time period. As
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previously described, WT or mutant viruses were grown in the presence of the compound

Neutral Red to induce inactivation when viral capsids are exposed to broad-spectrum light.

Over the 1 hour time period the fraction of still infectious particles decreased, with the

WT uncoating the most efficiently at 20% of the genomes not uncoated and the double

mutant V1087A+I1194V the least efficient with 78% of genomes still encapsulated (Figure

4.1.D). All but 2 of the mutants matched the general trajectory shape of WT with a large

genome release event between 20 and 30 minutes, with A1026T and V1160I both only mod-

erately increasing in the fraction of uncoated capsids. Indeed, most of the mutants only

moderately release their genomes over time, with V1087A having the most similar genome

release trajectory when compared to the WT. This is unexpected, as V1087A has the high-

est thermostability of mutants examined. To truly compare cell entry and thermostability,

the energy of inactivation and the final fraction of uninfected were plotted together. To

determine the energy of thermostability, the activation energy of native to A-particle state

transition was calculated by the Eyring equation: Ea = RTln
(
hkf
RT

)
. Where R is the ideal

gas constant, T is the temperature of the system in Kelvin, h is Planck’s constant, and kf

is the rate of inactivation. The activation energy of WT was found to be -12.5 kcal/mol,

while the most thermostable mutant V1087A was found to be -13.85 kcal/mol and the least

thermostable mutant I1194V was found to be -12.3 kcal/mol. In agreement with the con-

jecture that thermostability reduces cell entry efficiency, there is a general trend of greater

Ea resulting in lower final number of uncoated capsids. However, both mutations V1087A

and I1194V deviate from this trend while the combination of mutations obeys this trend.

The ability for the most thermostable mutant V1087A to also have the closest cell entry

efficiency raises the question of why the effectively attenuated mutation I1194V is required

for successful replication of the V1087A mutant. This points to the original paper’s finding

that V1087A was a low viability virus until the introduction of I1194V, this may be due to an

equilibrium between cell entry and thermostability fitness. It may also point to other roles

that the capsid proteins play, as was illustrated in chapter 2. The cell assembly phenotype
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was not addressed in this study and may clarify other roles that the I1194V mutation is

playing.

4.3.4 Enterovirus Therapeutic Interferring Particles

When analyzing the thermostability and cell entry of the PV1 capsid, a large focus has been

given to the capsid proteins and how mutations and small molecules alter modes of genome

release [43, 61, 203] , yet not as much attention has been directed to the RNA genome that

the capsid functions to protect and release. The first infecting +ssRNA genome plays a

critcal role in the infection process, indeed, the first uncoated strand of viral RNA is the

seed from which the replication cycle grows. Therapeutics have targeted the replication

of the +ssRNA genome [45] with mixed success [189], but the elusive target of the initial

genome is harder to target due to it’s short lifespan and difficulty of detection for even

the infected cells [27]. Modifying both the size and the proteins expressed by the PV1

genome may also affect the primary functions of the capsid. The lab has produced an

engineered, enterovirus defective interfering particle (eTIP1), where the structural-protein-

encoding P1 region of the genome has been replaced with the fluorescing GFP-like protein

mVenus (Figure 4.2.A). This eTIP has been demonstrated to not only replicate similarly

to WT PV1 but also has the ability to reduce the replication of WT PV1 during co-infection

[161]. When cells are dually-infected, both PV1 and eTIP1 genomes replicate slower during

the last 2 hours of the replication cycle, yet eTIP1’s efficiency of packaging into infectious

capsids is increased while reducing the number of infectious WT PV1 particles by 3 orders

of magnitude. This indicates that the defective genome, while lacking capsid proteins of

its own to produced infectious particles, can utilize co-expressed capsid proteins to form

infectious capsids. This information was used by Yuta Shirogane in the lab to produce a

packaging cell line that expressed PV1 capsid proteins, allowing for the production of eTIP

infectious particles (see methods). To assay the differences in particle morphology, both WT

PV1 and eTIP1 particles were grown in 500 mL volumes and purified for electron microscopy
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Figure 4.2: Defective Genome Size Reduces Replication Ability
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(EM). As both PV1 and eTIP1 produce infectious particles, the same protocol for particle

purification was used for both samples (see methods). The fraction expressing the highest

concentration of infectious particles, as measured by either plaque assay for PV1 or number

of green-fluorescing cells for eTIP1, also known as a focus-forming assay (FFA), was then

visualized by negative stain EM. WT particles appeared as previously reported in previous

chapters, as all enterovirus capsids, as somewhat-spherical and 30 nm in diameter (Figure

4.2.B). WT PV1 capsids were highly abundant in each micrograph, with some 1 µmxµm

micrographs having more than 200 particles. On the other hand, eTIP1 particles were in low

abundance in each image, with no more than 20 particles per µmxµm micrograph (Figure

4.2.C). The same morphology of WT PV1 was observed, but more detailed differences that

occur with the smaller genome may be present. These differences would require at least the

level of cryogenic EM and a much higher concentration of particles.

4.3.5 Genome size on specific infectivity

As eTIP1 capsid production is limited by the current packaging cell line system, further

investigation was made into whether the lower number of infectious particles affected the

virus’s ability to infect cells. Work had previously shown that eTIP1s produced ¿3 orders

of magnitude less infectious particles than PV1 after one replication cycle. Using electron

microscopy, RT-qPCR, plaque assays, and FFA, the ratio of physical particles per infectious

unit and genomes per infectious unit were calculated (Figure 3.2.D). Large differences

were observed between the number of physical particles or genomes required to start a

successful infection, with around 1.5 orders of magnitude more eTIP1 particles required

than PV1 particles. Physical particles per infectious unit were calculated by EM, measuring

the number of purified particles compared to a known concentration of 50 nm latex beads,

and comparing the number of physical particles titers of plaque assay (PV1) or FFA (eTIP1).

Genomes per infectious unit were calculated by measuring the number of genomes by RT-

qPCR, against a known +ssRNA genome standard, over titers of plaque assay (PV1) or
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FFA (eTIP1). The ratios mostly agreed, with any differences between particle/PFU and

genomes/PFU ratios not statistically differing for either PV1 or eTIP1 (Table 4.2). This

indicates that both ratios give results for measuring specific infectivity. This was validated by

finding statistical significance comparing PV1 and eTIP1 for the number of particles required

for infection and the number of genomes required for infection. As replication ability is not

notably reduced[161], eTIP1 can then be said to be less efficient at initiating infection when

packaged in the same capsid as WT PV1.

Table 4.2: Osmotic and Temperature Affects on Viral Viability

particles/PFU genomes/PFU
WT 1.5±0.94x104 2.2±0.59x104

eTIP1 6.3±4.6x105 2.3±0.76x105

Table 4.3: Specific Infectivity of PV1 and eTIP1)

4.3.6 Smaller genome size removes affect of osmotic pressure

The only noticeable difference between the eTIP1 and WT PV1 particles is the truncated

genome, which is 2/3 the size of the WT PV1 genome. The attenuation in cell entry

must then be due to how the packaged genome interacts with the capsid. As the size of the

capsid remains the same, it is inferred that the volume does as well, and that the density of

the packaged genome is decreased by 1/3. As the +ssRNA genome is positively charged,

with each nucleotide contributing one negative charge, the charge density is decreased. These

negative charges are thought to be balanced by cations incorporated in the packaging process,

and it has been observed that the PV1 capsid can allow water molecules to permeate [14].

Therefore, increasing the osmotic pressure should differentially affect eTIP1 and WT PV1

capsids. Osmotic pressure was varied by the addition of sucrose, a known osmolyte, in the

presence of purified eTIP1 and PV1 capsids. The samples were also heated for 30 minutes at

48◦C to destabilize the capsids. Titers of viable virus was then measured by FFA for eTIP1

(Figure 4.3.A) and plaque assay for PV1 (Figure 4.3.B). Interestingly, eTIP1 did not
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Figure 4.3: Thermostability and Osmotic Stabilty of Truncated Genome
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show sensitivity to increasing osmotic pressure over 2 order of osmotic pressure magnitude.

This may be due to such low levels of pressure exerted on the capsid by the packaged +ssRNA

genome that environmental osmotic pressure is no longer balancing the outward pressure.

This relationship of osmotic pressure and capsid viability is found with the WT PV1, where

increased osmotic pressure protects the capsid from genome release, where 30% sucrose has

2-order of magnitude protective effect compared to no sucrose. As well, while PV1 titers

are reduced more than 3 orders of magnitude when heated, eTIP1 titers are only reduced

by about 1.5 orders of magnitude. This is unexpected, with eTIP1 capsids being more

thermostable by only reducing the size of the genome. This contributes to the overall thesis,

where increased enterovirus capsid thermostability comes at a cost of cell entry efficiency, in

this case due to genome modifications rather than mutations encoded in the capsid.

4.3.7 Temperature and osmotic affects on replication

Both osmotic pressure and temperature have an affect on the capsid outside of a host cell.

Susceptibility of enterovirus replication to these two factors was tested with WT PV1 in the

prototypical HeLa S3 host cell. Osmotic pressure was increased, after HeLa S3 cells were

incubated with infectious PV1 capsids, by adding NaCl to the cell media (DMEM + 2%

FBS). Strikingly, replication was halted by increasing the osmotic pressure from the baseline

200 mosm/mL to 400 mosm/mL (Figure 4.3.C). This was despite no noticeable difference

in cell viability when media osmolarity was increased. This indicates that replication is

tied with osmotic pressure, although more work is needed to determine what aspect of viral

replication is affected. Replication dependence on physiological temperature was measured

by lowering temperature of the incubator PV1 was replicating in. Final titers were barely

altered by changing the environmental temperature, with the only noticeable affect at the

exponential growth phase (Figure 4.3.D). The rate of infectious particle formation is slowed

between time 4-8 hours post infection. This is most likely due to enzymatic activity of

the RNA-dependent RNA-polymerase being correlated with temperature [158]. This has
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been observed with other enteroviruses, where the temperature of most efficient replication

being closely tied to the physiological temperature of the host organ in which the virus

infects. To finally determine if viral capsid packaging occurs at a precise time in replication,

Guandinium Hydrochloride (GuHCl), known for inhibiting viral genome reproduction, was

added before and during the exponential phase. By inhibiting genome replication capsid

protein synthesis was not affected while the +ssRNA packaged within viable capsids was.

Replication was allowed to proceed for 12 hours before cell lysate was purified as previously

described. Lysate was subjected to sucrose gradient and fractions were measured for protein

content (Figure 4.3.E) and infectious titer (Figure 4.3.F). The addition of GuHCl during

to the exponential phase reduced the peaks of virus samples in fractions that contain native,

infectious particles while the addition of GuHCl before the exponential phase enriched for

low density fractions that contain empty capsids and individual capsomers. The addition of

GuHCl prior to replication drastically reduced the infectious titers for all fractions, while the

addition of GuHCl during the replication cycle only reduced the infectious titer by about half

an order of magnitude for the least-dense fractions. This indicates that genome replication

occurs primarily between 3-4.5 hours post infection, while protein translation is not majorly

altered. This agrees with previous experiments [21]. This also indicates that the lowered

density fractions of the purified virus-infected cell lysate contains capsomeres that have not

yet formed infectious particles.

4.4 Discussion

Cell entry is a critical step of viral replication. In this chapter, it has been demonstrated

that thermostability, of both the viral capsid and the interaction between the viral genome

and the capsid, comes at the cost of efficient cell entry. This is useful for future studies for

developing vaccines that can exist at room temperature for longer[74, 152, 176] and for tar-

geting the early stages of viral replication. Poliovirus, a prototypical non-enveloped +ssRNA
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virus, is an excellent system to test and develop these approaches. The work done in the

chapter, as well as within the Andino lab, give insights to combating Poliovirus outbreaks

through the development of therapeutics and vaccines. A rough hierarchy of stabilizing mu-

tations were found in the mutations examined, with the decreasing thermostable mutations

following Threonine Alanine Valine Isoleucine. Stability was demonstrated to inversely

correlate with cell infectivity, with single mutations in capsid proteins have several-fold in-

creases in resistance to heating while reducing the number of capsids able to infect a cell

from 80% to 20%. This points to the viral capsid being evolutionarily tuned for maximizing

the number of capsids that survive outside of a host cell while maintaining the highest level

of efficiency with regards to receptor-mediated genome release. Of note, even when ther-

mostability was reduced by the introduction of mutation I1194V, cell entry efficiency was

reduced by mutationally perturbing the capsid. This suggests that the PV capsid sequence

is optimized for efficient receptor-mediated genome release, and that mutations move the

capsid away from this equilibrium. Genome size also appears to by optimized for efficient

cell entry, as replication of the viral genome is not affected by genome truncation by the

engineered eTIP1, but eTIP1 increases the number of viral particles required to success-

fully initiate infection by about 2 orders of magnitude. This is echoed in both thermo- and

osmo-stability of eTIP1 compared to WT PV1, where the eTIP1 capsid is less sensitive to

heat and osmotic pressure. While osmotic pressure does play a role with regards to viral

replication, there may be a connection between osmotic pressure due to the packaged +ss-

RNA genome and a capsid’s thermostability. Further work is necessary to better quantify

this relationship between genome size, capsid stability, and osmotic pressure. Attempts to

modify eTIP1 to either have larger or smaller genomes proved to be unfruitful, as transfec-

tion of altered genomes were not observed to express encoded mVenus green-fluorescence or

provide the tell-tale sign of cell cytopathic effect. This again may be due to the link between

genome size and virus replication viability. As well, attempts to synthesis capsid particles

in vitro were unsuccessful by using purified unpackaged PV1 capsomers and both IVT or
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cell-extracted viral RNA. This has been an issue in the field of mammalian viruses, and

it is thought that complexity of mammalian viruses requires cellular factors and organelles

to successfully replicate. Overall, the work in this chapter indicates that the PV1 capsid

is a multi-functional, metastable, protein-RNA complex that has evolved to best protect

and deliver the +ssRNA genome to susceptible cells. The connection between the role the

+ssRNA genome plays, not just with viral replication, but with capsid structural integrity

points to more connected evolutionary adaptation to human hosts. De-optimizing this inter-

action with vaccines and therapeutics gives hope for combating viral outbreaks of not only

PV. Better understanding the modalities of cell entry of non-enveloped viruses also reveals

insights on cellular processes such endocytosis and lysosome trafficing. It will also elucidate

how oligomeric proteins like enteroviruses undergo coordinated, symmetric, state changes.

4.5 Materials and Methods

4.5.1 Viral Production

Using cDNA from a plasmid carrying the full genome of PV1 strain Mahoney [CITATION

NEEDED, Racaniello], the plasmid was linearized and used as a template for in vitro tran-

scription (IVT) using the Promega Megascript T7 kit. 20 µg of IVT RNA was then electro-

porated into 4x106 HeLa S3 cells. Virus was allowed to replicate for 24 hours until visible

cytopathic effect (CPE) was observed. Flasks of cell-virus mixture was then frozen and

thawed three times at -80◦C and room temperature (RT), respectively. Thawed media was

then centrifuged at 3000xg for 5 minutes to pellet cellular debris and supernatant was stored

and titered for viral concentration. This was done for WT and the mutants of interest.

eTIPs were produced by transfecting the defective IVT RNA into the ’packaging cell line’,

which had been previously created by transfecting HeLa S3 cells with a plasmid encoding the

P1 structural region of the PV1 genome. These packaging cell lines constitutively express

the capsid proteins, although the capsid cannot be formed without the entire genome as the
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viral protease 2C is required to process the P1 polyprotein to the capsid proteins VP1, VP2,

VP3, and VP4.

Generation of mutant virus from cDNA Using the previously mentioned infectious

clone of PV1 strain Mahoney, the plasmid used a template for site-directed mutagenesis.

Using overlapping primers with the indicated mutation for each site, a full sense and anti-

sense copy of the genome was introduced. Enzyme DpnI was used to restrict the original

plasmid and the remaining overlapping copies of the plasmid was transformed into competent

E. coli cells. Colonies were picked, grown, and lysed to isolate plasmid. Sanger sequencing

was performed to determine which colonies expressed plasmids with the mutation of interest

which was propagated and used for virus generation. These plasmids was linearized and

used as a template for in vitro transcription of single strand RNA (ssRNA). 20 µg of ssRNA

was then transfected into 4x106 HeLa cells. Transfected ssRNA was allowed to replicate to

produce viral particles.

4.5.2 Plaque Assay

To assay the number of infectious PV1 particles per sample, plaque assays were performed

with HeLa S3 cells. Cells were prepared in 6-well plates the day prior at 5x105 cells/well,

resulting in a confluent monolayer of cells the day of plaque assay preparation. Viral sample

was serially diluted ten-fold, eight times, in 5 mL tubes. The most diluted samples were

used for plaque assay, using six dilutions per sample. Media was aspirated from each well

immediately prior to added diluted samples to each well. 500 µL of diluted sample was added

to each well, always to the side of the well, and immediately placed in a 37◦C incubator.

Virus was allowed to adhere and enter cells over one hour, with gentle rocking to evenly

distribute virus every ten minutes. At one hour the plates were removed from the incubator

and 47◦C, 1% agarose-DMEM media was added to each well. Agarose-media mixture was

allowed to cool and solidify in each well. Plates were transferred back to the 37◦C incubator
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for 48 hours, where viral plaques grew until they were able to be visualized by eye. Each

well was then fixed with 1% paraformaldehyde overnight, agarose-media plugs were removed

from each well, and the monolayer of fixed cells were stained with 0.1% crystal violet for at

least 1 hour. Excess crystal violet was removed by washing with diluted bleach and plates

were allowed to dry. Plaques were then counted and multiplied by the well’s dilution factor

to get the number of plaque forming units (PFU) per mL.

4.5.3 Neutral Red Assay

Neutral Red virus were produced by inoculating HeLa cells with viral stock and allowing

virus to attach and enter cells over 1 hour at 37◦C. Inoculum was then removed and replaced

with viral media containing 20 µM neutral red. Flasks of infected cells were wrapped in

foil then returned to a 37◦C incubator for 24 hours. Viral supernatant was obtained as

previously described and kept in darkness. During assaying Neutral Red virus was serially

diluted and added to 6-well plates of 5x105 HeLa cells/well in 500 µL aliquots.

4.5.4 Virus Purification

PV1 was propagated in 20 100 mm dishes of confluent HeLa cells. Upon total CPE, virus

particles were lysed with 0.5% IGEPAL CA-630 and followed by three cycles of freeze-thaw.

Resulting supernatant was then centrifuged for 5 minutes at 3000xg to pellet cell debris and

resulting supernatant was then precipitated with 8% final concentration PEG 8000 at 4oC

for 72 hours. Virus was pelleted at 3000xg for 1 hour, re-suspended in purification buffer

(100 mM NaCl, 200 mM NaAc, 10 mM Tris) and remaining debris pelleted at 3000xg for

15 minutes. Supernatant was then purified through a 30% sucrose cushion centrifuged at

100,000xg for 3 hours followed by fractionation by 15-45% sucrose gradient at 100,000xg for

3 hours. Fractions were then dialyzed by Zeba desalting column and concentrated using a

Amicon 100,000 MWCO filter.

92



4.5.5 Viral particle quantification

Known titers of purified mature viral particles were mixed with known concentrations of 50

nm latex beads. Samples were then imaged by negative-stain electron microscopy. Electron

micrographs were then used to determine the ratio of viral particles to latex beads and

calculate the concentration of viral particles. Ratios of viral particle concentrations and

titer were used to determine viral particle to infectious unit ratios.

4.5.6 Thermostability Assay

Purified virus samples were heated using calibrated water heat bathes set for indicated

temperatures. Samples were added to the heat bath simultaneously and removed at indicated

time points and placed on ice for at least 5 minutes. Samples were then titered by plaque

assay.

4.5.7 Particle Stability Thermo Release Assay

Particle Stability Thermo Release assay (PaSTRy) was performed as previously described

[citation needed]. Briefly, purified particles were aliquoted in qPCR tubes with either SYPRO

orange, to measure the level of protein unfolding as a proxy for A-particle formation, and

SYTO9, a RNA-sensitive dye that reports the release of viral RNA. Samples were gradually

heated in a BioRad CFX Connect thermocycler between 4◦C and 95◦C, relative fluorescent

units (RFUs) were taken every 0.5◦C.

4.5.8 Negative Stain Electron Microscopy

Negative stain electron microscopy was performed after fixation of purified particle with

0.01% final concentration EM-grade paraformaldehyde. Quantifoil 400 mesh formar copper

grids were glow discharged prior to the addition of sample to the gird. Samples were allowed

to adhere to grids for 5 minutes followed by wicking away of excess liquid by applying a
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whatman paper to the edge of the grid. Grids were then washed with deionized distilled

H2O and excess liquid wicked before applying 2% neutral phosphotungstic acid for 30 sec-

onds. Excess liquid was wicked away and grids were imaged with a FEI Tecnai T12 120 kV

microscope with a Gatan UltraScan 895 4k CCD camera. Images were intensity-adjusted

for viewing clarity with ImageJ.

94



Part II

Coronavirus Epidemiology

95



Chapter 5

Examining the interplay between face

mask usage, asymptomatic

transmission, and social distancing on

the spread of COVID-19
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5.1 Abstract

This work was spear-headed by myself with the expert guidance of Ming Te Yeh, a researcher

in the lab, and Sara Capponi of IBM. Work on this project began in March 2020, with the

conversation with Ming Te of how to prove the effectiveness of face-masks at the start of the

COVID-19 Pandemic. All code, analysis, and the majority of the writing was done by myself

with the advice of Sara and Ming Te. Both my advisor Raul Andino and Simone Bianco,

formerly at IBM but now at Altos Labs, oversaw research and assisted with writing and

editing the manuscript that was finally accepted by Scientific Reports in August 2021. This

work was published with a open-access agreement and the Creative Commons license, which

authorizes reproduction of this work provided proper citation to the original work is made.

The simulations in this chapter represent a reproducible, tune-able, method for examining the

transmission of a respiratory disease in a circulating population. By abstracting individuals

as ’agents’ and the rate of viral transmission as a probabilistic event dependent on real-world

parameters, such as the reproductive number Ro, the stochastic process of viral spread can

be visualized. Adding parameters that blunt the rate of transmission, mask usage and social

distancing in this paper, also enrich understanding of combating the early stages of a viral

outbreak.

5.2 Introduction

The COVID-19 outbreak has caused high levels of mortality and economic damage around

the world. The causative agent of COVID-19, SARS-CoV-2, is an airborne pathogen that

can be transmitted between humans through droplets and aerosols that can travel 1–8 m [29].

The virus is transmitted by both symptomatic and asymptomatic individuals. COVID-19

can cause severe symptoms that require hospitalization in 1–5% of cases, as well as severe

long-term sequels and death. Accordingly, the outbreak has seriously impacted healthcare

systems around the world [129]. One of the major difficulties to contain the COVID-19
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pandemic has been detection of infected asymptomatic or pre-symptomatic individuals, who

are estimated to be responsible for as much as 95% of all transmissions [20, 207]. As these

individuals carry and spread the virus without manifesting any sign of the disease, they

represent a crucial variable in managing the outbreak. In the absence of an effective vaccine

or antiviral, most countries have implemented non-pharmaceutical interventions (NPIs) to

curb the spread of COVID-19 [156]. These include closure of schools, workplaces, churches,

offices, factories and other social venues, while encouraging preventative measures ranging

from maintaining social distancing (SD, usually 2 m/6 ft. between individuals) to total

quarantine and societal lockdowns. These measures aim to reduce the effective contact rate

of the population, which in turn decreases the disease reproductive number Re. These NPIs

limit the epidemic, but they present important drawbacks. Total can only be implemented

for short periods, due to its severe impact on the social fabric and economy of a country.

Meanwhile, essential workers remain vulnerable to infection and transmission due to the

frequent encounters with infected, often asymptomatic, individuals. Because of their social

and economic impact, lock-downs and SD measures have been lifted in some countries,

leading to reactivation of virus spread and ensuing increased morbidity and mortality. Face

masks covering the nose and mouth area also provide a level of filtration that blocks virus

transmission to a certain extent[58, 135, 169]. Masks prevent the spread of droplets and

aerosols generated by an infected individual, where correctly worn surgical masks can reduce

viral transmission by 95%. Uninfected individuals wearing a surgical mask are about 85%

protected against infection[137]. Masks may be more effective than restrictions in people’s

interactions for controlling the spread of infectious virus because they prevent the larger

expelled droplets from being converted into smaller droplets that can travel farther, rather

than removing the interactions between individuals that cause droplets . Accordingly, face

masks reduce the spread of influenza[68] and coronaviruses[13, 112]. In the past, several

papers have used theoretical models to study how efficacious mask wearing is in avoiding

the spread of airborne viruses. In 2010 at least two studies were focused on the effect of face
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mask usage to contrast the diffusion of Novel Influenza A (H1N1)[178, 31]. Although these

works are not on COVID-19 or another coronavirus disease, they underline the necessity of

developing more accurate models to describe similar diseases and reinforce their results in the

light of new diseases. Specifically on COVID-19, the efficacy of mask wearing has recently

been studied using an ordinary differential equations (ODE) model[136], which considered

also a varying percentage of asymptomatic individuals, compliance with mandate to wear

masks, and a different inward and outward efficacy of protection. However, the authors

consider face masks as the sole preventative, excluding additional NPIs like SD or shelter in

place[29]. Additionally, the problem has been studied in several papers using agent-based

models, each being focused on a specific part of the problem. In some cases, the presence

of asymptomatic infected individuals was not considered[124, 36]. In other studies, the

efficacy of wearing masks was not analyzed when combined with other NPIs[97]. Finally,

the difference in inward and outward protection given by a face mask was often neglected or

parametrized with a single value[163]. A rather comprehensive data-driven investigation of

all these effects has been performed by Hoertel et al.[77]. However, their results are specific to

the country of France, and the high dimensionality of the parameter space makes it difficult

to disentangle the effect of the various interventions. In our current study, we analyzed

the relative efficacy of wearing face masks and/or exercising SD to reducing the spread of

COVID-19 in the presence of asymptomatic individuals. This analysis may be particularly

important in the current phase of the pandemic. As pharmaceutical interventions (e.g.

vaccines) are deployed, people may experience a false sense of safety, which may lead to

unsafe behavior. This may allow the virus to circulate at the interface between immune and

non-immune individuals, accelerating the emergence of variants resistant to vaccination. Face

masks have distinct inward and outward protection, parameterized using a Gamma function

(see Methods). Through stochastic computer simulations of infection spread, we modeled

realistic outbreak scenarios and found that SD only yields beneficial effects if accompanied

by a widespread population adherence to SD. In contrast, wearing face masks is a highly
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effective strategy to reduce the spread of infection. Our results are general, and suggest that,

even when a large fraction of infected individuals is asymptomatic, mask wearing is the most

effective strategy to control virus spread and alleviate the impact of COVID-19 outbreak,

particularly when combined with conditions of partial SD compatible with the function of

society.

5.3 Results

5.3.1 Stochastic model description and calibration

We developed an agent-based model (ABM) to examine the effectiveness of wearing masks

and SD on the rate of infections and viral spread during the pandemic. Unlike ODE mod-

els of the spread of COVID-19 disease[136, 109], ABMs are stochastic models that allow

the description of non-homogeneous distributions of agents that act individually[80, 24]. In

ABMs, each individual behaves dynamically and independently in response to environmental

changes[149] according to rules that describe their interactions. To model the COVID-19

pandemic, we used a SEAIR system in which each agent represents an individual who can

be susceptible (S), exposed (E), asymptomatically infected (A), symptomatically infected

(I), or recovered (R). Although important, we do not explicitly consider reinfection with the

same or a different viral variant, as it is outside the scope of this work. To obtain a realistic

model of virus spread, we chose parameters that describe the spread of SARS-CoV2: trans-

mission events occur through contacts made between susceptible and infectious individuals

in close proximity (distance ≤ 2r, Figure 5.1.A), and exposed individuals undergo an in-

cubation period of 5.1 days to become infectious (Fig. 1, spheres with red border). This

incubation time represents the interval required to increase viral loads to levels sufficient

for transmission[20, 207, 59]. We assume that recovered individuals (Fig. 1, spheres with

black border), who resolve the infection, cannot be re-infected or infect others, which is a

reasonable assumption for the duration of our models (45 days). Symptomatic agents are in
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Figure 5.1: Individual states and rules of interactions

(a) Different states an individual can be in during a simulation using the same coloring system
used in animated simulations. Individuals keep the mask or not masked attribute assigned at
initialization during the course of the simulation.

A) Spread of infection is caused by interactions of overlapping trajectories between
infected and susceptible individuals. If the distance between individuals, d, is less than the

radius of the two individuals, r, then an interaction occurs. Interactions initiate the
generation of a random number that determines if transmission occurs. B) Individuals
social distance by not moving during the simulation such that the rate of contact with
other individuals is decreased. C) demonstrate the probabilities of interactions when

infected and susceptible individuals are both not masked, infected is masked, and
susceptible is masked, respectively.
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the Infected state for 7 days but are only infectious to other agents for 12 hours. Asymp-

tomatic agents are infectious for all 7 days but the probability of transmission is reduced by

33%. Presymptomatic agents are similar to Susceptible agents in their interactions but have

a countdown for 5.1 days until they become either asymptomatically or symptomatically In-

fected. To define the probabilities of infection, we used reported COVID-19 parameters[59].

The probability of transmission follows a G (gamma) distribution (see Methods) whose shape

is described by a constant (a), estimated to be 0.25. Wearing masks reduces this probability

(Figure 5.1, probability of infection). To estimate the protective effect of masks, we used

parameters determined for FDA-approved surgical masks, whose efficacy has been exper-

imentally verified to inhibit virus transmission[137]. Based on previous studies (Leung et

al.)[113], we assumed that, if an infectious individual wears a mask, the effective probability

of transmission is reduced by 95%. If a susceptible individual wears a mask, a is reduced by

85% (Figure 5.1.A). Our assumption that wearing masks is more effective to reduce trans-

mission than to prevent getting infected is supported by experimental data[115]. However,

if both infectious and susceptible individuals wear masks the probability of transmission is

the product of these probabilities (0.0075) and, thus, sufficiently low such that transmission

is effectively null. We calibrated our model by running simulations without any individuals

wearing a face mask or practicing SD and considering that 50% of infected individuals are

asymptomatic at the beginning of the simulation, with each new infection throughout the

epidemic having a 50% probability of being asymptomatic. In this way, we determined the

simulation parameters, such as velocity and density of individuals, to obtain a value of RO

= 2.5, consistent with what was reported early on as the infection rate of the epidemic in

Wuhan[113].
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Figure 5.3: Average new infections per day varying the population wearing masks and prac-
ticing social distancing

The number of new infections per day for 0%, 40%, or 80% of a population wearing
face-masks are displayed by the red, blue, or green trajectory, respectively, for 0% of the

population practicing social distancing (A), for the 40% (B) and for the 80 % (C).
Simulations were repeated 100 times for each condition, the curves and the highlighted

regions around the curves represent the mean value ± one standard deviation.
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5.3.2 Percentage of population wearing masks changes the daily

disease incidence

We started each simulation with one individual being infected and all others susceptible

and assuming all subsequent infections have a 50% chance of being an asymptomatic. Non-

infected and asymptomatic individuals circulate in the population without any restriction

(i.e., they do not isolate themselves or become hospitalized) (see Methods). In contrast,

symptomatic individuals no longer move after 12 hours of the symptom onset, simulating

hospitalization or self-isolation. Thus, symptoms are assumed to manifest after the incuba-

tion time of 5.1 days (Figure 5.2.B). Using these assumptions and model calibration, we

carried out a set of simulations in which we gradually increased the percentage of individuals

in the population that wear masks. Individuals, who are assigned randomly to wear a mask

at the beginning of the simulation, keep on the mask for the entire duration of the simula-

tion. Increasing the fraction of the population wearing face masks has a highly significant

effect on the spread of the virus (Figure 5.1.B, Figure 5.1.C). Mask wearing reduces the

cumulative number of infected individuals at the end of the simulation (Fig. 1B). Strikingly,

we observed a negative correlation between the percentage of the population wearing masks

and the overall number of cases (Fig. 5.1.B). The description of the dynamics of infection

generated by this model is consistent with previous clinical studies[113, 115] and highlights

the benefit of wearing masks (Figure 5.1.C). If the daily incidence surpasses the treatment

capacity, it will overwhelm the healthcare system with detrimental consequences for medical

care of infected individuals and increased mortality and morbidity. Thus, we examined the

effects of face masks on the daily incidence of infection over time (Figure 5.2.B). If all

individuals move freely and randomly interact with others (i.e., 0% SD), the rate of daily

infection through the population depends on the percentage of individuals wearing masks.

The average number of new daily infection varies considerably, according to the number of

individuals wearing face masks. When 0% of individuals wear face 195 masks (Figure 5.2.B,

red line), the number of daily infections peaks sharply at day 27 with a maximum of 54.8
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(51.2, 58.4 95% C.I.) infections per day for a population of 500 individuals. No additional

infections are observed after day 39, when the entire population (100%) has been infected.

Thus, without any intervention, the infection quickly reaches every individual through an

epidemic characterized by a very sharp infection peak. Note that, in these original models,

we assume all individuals recover after 11 days post-infection and cannot be re-infected.

When 40% of all individuals wear masks, the number of individuals infected at any given

day is reduced by approximately 30% (maximum of infected individuals 35.1 (32.6, 37.7 95%

C.I.) Figure 5.2.A, blue line), both flattening the curve and extending the duration of the

outbreak by more than 10 days, with a peak maximum at day 32. By day 52, an average

of 472 individuals has been infected, and none of the individuals is infectious or exposed

any longer. Even more significantly, if 80% of the population wear masks, we observed a

significant flattening of the curve, with a substantial reduction in the maximum number of

infected individuals per day, 5.9 (4.6, 7.3 95% C.I.) (Figure 5.2.A, green line), and the

number of new infected individuals reached zero by day 57.8 ± 35.0. Thus, the shape of

the outbreak changes from a curve characterized by a sharp peak when no intervention is

considered to a broader peak when 80% of the individuals wear masks. By increasing the

percentage of the individuals wearing masks, the number of newly infected individuals per

day substantially decreases, which will reduce mortality and morbidity. Moreover, since the

use of masks eliminates the sharp peak that characterizes SARS CoV2 epidemics, the overall

impact of the outbreak on the health system is alleviated. These results highlight the im-

portance of widespread mask wearing as an effective intervention that can be implemented

as soon as the first cases are reported.

5.3.3 Effect of social distancing on viral infection spread.

Next, we evaluated the effect of SD in shaping the spread of infection. Practicing SD

does not affect the probability of infection conditional on an encounter but reduces the

chances of encounters leading to transmission. Thus, SD was introduced into the model by
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limiting the proportion of individuals in the population that move freely in the field. This

simulates a scenario in which a given proportion of individuals in the population quarantine

or shelter-in-place, thereby reducing the probability of contacts and transmission (Figure

5.2.A). As reported, if a percentage of individuals practice SD, even without any other non-

pharmacological intervention, the number of infections and daily infection rate are reduced

(compare Figure 5.2.B, SD 0, 40, and 80%, red line). However, if no one wears masks

but 40% of individuals practice SD, we observed a very small effect in the shape of the

infection curve (Figure 5.2.B, the peak maximum decreases from 51.0 (48.3, 53.6 95%

C.I.) to 30.1 (27.5, 32.7 95% C.I.) (). When 80% of the population practices SD, a more

significant reduction in the number of new daily infections was observed (Fig. 2B, 80%).

Notably, the shape of the new daily infection curve broadens considerably upon increasing

the percentage of individuals wearing face masks (Fig. 5.2.B, compare blue and green curves

with red curve). For instance, if 80% of the population wears masks with 40% SD, the

peak maximum decreases to one-tenth (from 51.0 (48.3, 53.6 95% C.I.) to 5.7 (4.5, 6.7 95%

C.I.)) and is slightly delayed (Figure 5.2.B). At 80% SD, the peak of new daily infections

is no longer observed, and the number of new infected individuals per day averages 1.6

(1.4, 1.9 95% C.I.) (Figure 5.2.B). Thus, the effects of individuals wearing face masks

and practicing SD are synergistic, with the most pronounced effects occurring when 60% or

80% of individuals wear masks. It is possible that our results may vary depending on the

way social distancing is implemented in the model. To test this possibility, we carried out

additional simulations in which modulate the amounts of social distancing by completely

removing infected agent practicing SD from the simulation, and only allowed infected agents

to be symptomatically infected (see SM 5.6). The results from these simulations were similar

to those described above, confirming that around 60-80% of the population is required to

practice SD to effectively slow the rate of infection, even when SD reduce the probability

of transmission to zero. Our results also show that, if infection is always symptomatic,

the number of infections drops significantly, which is consistent with the spread driven by

106



asymptomatic individuals.

5.3.4 Effectiveness of combining mask wearing and social distanc-

ing to control infection in populations with high proportions

of pre-symptomatic and asymptomatic cases

Asymptomatic or pre-symptomatic SARS-CoV-2 infection is emerging as possibly the most

common clinical manifestation of COVID-19[138, 88, 15, 47, 38]. This finding could only be

revealed once mass testing campaigns were performed, regardless of symptoms (e.g., univer-

sal testing campaigns). One of the earliest studies documenting clinical manifestations in a

testing campaign (which still focused testing mainly on symptomatic individuals) was on the

Diamond Princess cruise ship, where the rate of asymptomatic infection was 18%[132, 131].

In a mass testing campaign in Iceland, where testing was offered to a segment of the general

population (regardless of symptoms), 43% of individuals were asymptomatic at the time of

testing[69]. Thus, the actual percentage of pre-symptomatic and asymptomatic cases is cur-

rently unknown, but it is clear that a large number of SARS-CoV-2 new infections derive from

undetected infections. Controlling the outbreaks by isolation or even by increased population

testing is a big challenge and may be difficult to implement. We thus determined the efficacy

of mask wearing and SD in the context of different proportions of asymptomatic incidence.

We assume that asymptomatic individuals are less infectious than symptomatic individuals:

asymptomatic individuals may have lower viral loads and reduced coughing, sneezing, and

nasal secretions, all of which may facilitate transmission[32, 153, 60]. The model considers

that symptomatic infected individuals isolated themselves 12 hours after the onset of symp-

toms, because they get hospitalized or self-isolated. In contrast, asymptomatic individuals

remain infectious, circulate and transmit for a period of 7 days (Figure 5.3.A). Because

some individuals can be pre-symptomatic (i.e., symptoms emerge later after the initial in-

cubation time (Figure 5.2.B, t= 5.1 days)), we modeled infectivity of asymptomatic/pre-
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Figure 5.4: Summary values from 2500 simulations of varying percentages of population
wearing masks or social distancing

A) The average cumulative incidence is represented as a function of the population
practicing social distancing or wearing a mask, which are given by the x and y axis,

respectively. B) Full-width half-maximum (FWHM), denoting the number of days between
the first day and last day of cases that have half the peak number of infected individuals.
C) Extinction rate of the infection estimated as the average number of days for which the
simulation reports no new infected individuals. In the figure, the numbers represent the
mean value calculated over 100 of simulations carried out for each condition. For clarity,
we reported the standard deviation of the mean for each value reported in this figure in

Fig. SM 5.5.
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symptomatic as linearly declining until the individual is no longer infectious, after 7 days[73].

Using these assumptions, we performed a sensitivity analysis by carrying out simulations,

varying the percent of asymptomatic/pre-symptomatic cases to determine the efficiency of

non-pharmacological interventions in populations with 25, 50, and 75% pre-symptomatic

and asymptomatic infected individuals (Figure 5.3). Our simulations demonstrate that the

total number of infected individuals increases linearly with the increase of the percentage

of asymptomatic individuals in the population (Figure 5.3.B). To compare each condition,

we normalized the peak of new daily infected individuals 277 to conditions in which no one

practiced SD or wore masks. Strikingly, increasing the percentage of individuals wearing

masks linearly reduces the normalized peak number of infected individuals per day (Figure

5.3.B). For instance, when 40% of the individuals wear face masks, the peak number of in-

fected decreases similarly independently of the percent of asymptomatic cases considered (to

0.6–0.7, Fig. 3B). Furthermore, the linear relationship between the decrease in peak number

of newly infected individuals per day and increase in percent individuals wearing masks is in-

dependent of the proportion of asymptomatic individuals in the population (Figure 5.3.B).

This finding indicates that, when the fraction of asymptomatic cases is high, as in the case

for COVID-19, wearing face masks is as effective to reduce the peak number of infected as

when a low percentage of individuals are asymptomatically infected. In contrast, SD was

only effective in populations with high incidence of asymptomatic infections when a very

high fraction of the population practice SD (more than 60%) (Figure 5.3.B). Furthermore,

the low efficacy of SD as a containment strategy is more pronounced when the proportion

of asymptomatic individuals increase (compare 25, 50, and 75%). Of note, if the number of

individuals wearing face masks is high, increasing the number of individuals practicing SD

has negligible effects on the daily number of infected individuals (see supplementary mate-

rials). One noteworthy observation from our model is that, at high rates of SD (e.g. 80 %),

there is more variability. Our analysis uncovers a linear relationship between the fraction

of a population wearing masks and the reduction in infection rate. In contrast, we find SD
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requires a high fraction of compliance to be effective. These findings indicate that having

a high percentage of individuals wearing face masks is more beneficial in preventing virus

spread and reducing the peak number of infected individuals than having a high percent of

people practicing SD. Notably, the benefit of wearing masks is not affected if the percent of

pre-symptomatic and asymptomatic increases.

5.3.5 Interplay of face masks and social distancing for controlling

infection spread and protecting from COVID-19

Next, we determined the average cumulative incidence as a function of the percentage of

individuals wearing masks and practicing SD (standard deviation 304 described in Figure

SM 5.3-A). When neither SD nor masks were used our simulations indicate that up to

99% of the population will end up infected, leading to unacceptable levels of mortality

and morbidity. When the proportion of the population wearing masks was increased, no

significant effect on the total number of infected people was noted until more than 40% of

the population wore masks. However, if 80% of people use masks, the average cumulative

incidence of infection decreased to around 35%. Therefore, wearing face masks alone would

greatly limit the spread of the virus. In contrast, SD alone does not have a significant

effect. Increasing SD compliance to 80% only reduced total infections by 8%, and 87% of

the population was eventually infected. Importantly, the combination of wearing masks and

practicing SD by a high proportion of the population dramatically reduces the total number

of infected individuals to 10% of the population (Figure 5.4.A; and Figure SM 5.2.C).

To gain additional insights into the characteristics of the epidemic in response to these

mitigation strategies, we studied the shape of the epidemic curve by calculating the peak

and full width half-maximum (FWHM) of the peak of the new daily infections (Methods).

While the peak reports on the maximum number of daily infections at the height of the

epidemic, the FWHM is a simple way to represent the duration of the characteristic peak

of new daily infections. Indeed FWHM reports on the extinction time of the infection
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Figure 5.5: Effects of the asymptomatic population on the infected peak number
A) The peak number of infected individuals is represented as a function of the percentage
of the population wearing face mask and as a function of the percentage of asymptomatic

individuals. 25 % of asymptomatic individuals is colored gray, 50 % bright blue, 75 % dark
blue as the legend reports. Sensitivity analysis reporting how the peak number of infected

individuals is impacted by the 25 % B), 50 % C), and 75% D) of asymptomatic
individuals varying the percentage of the population wearing face masks and the
percentage of the population practicing social distancing. The legend reports the

percentage of individuals practicing social distancing: 0% is colored gray, 20% bright blue,
40% dark blue, 60 % purple, 80 % red. Error bars are the standard deviation of the mean.
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within the population (number of days until no individual is still infected) (Figure 5.4.A,

and Figure SM 5.3.B standard deviation). A larger FWHM corresponds to a flatter

but longer epidemic curve. A flatter epidemic curve enables better management of the

epidemic, as the healthcare system is not overwhelmed by the number of cases at a given

time. Initially, the FWHM was calculated assuming no individual practice SD. FWHM was

8.3 days if none of the individuals wears masks, 12.8 if 40% of individuals wear masks, and

but increases dramatically to 85.4 when 80% of the population wears masks (Figure 5.2.B).

Our data indicate that wearing masks has a more profound effect than SD on flattening the

epidemic curve. For instance, when 80% of the population wears masks, the epidemic curve

is eight times flatter than without any non-pharmacological intervention (Figure 5.4.B).

In contrast, if 80% of the population practices SD, the flattening of the curve is less than

threefold. The most dramatic effect on flattening of the curve is observed when wearing

masks is combined with SD; for instance, if 80% of the population wears masks and 80%

practices SD, the curve is flattened over 10-332 fold, compared to no intervention. We

also find that the reduction in the number of infected individuals per day correlates with

a lengthening of the outbreak. Broadening of the peak affects the extinction time of the

infection (Figure 5.4.C). For instance, when the percentage of individuals wearing face

masks rises from 0 to 80% of the population, the extinction time increases from 39.0 to 58

days (Figure 5.4.C). Similarly, as a higher proportion of individuals practice SD, the time

to extinction of the infection also increases (Fig. 5.4.C, 39 to 54 days for 0% to 80% of SD).

Importantly, even though the time to epidemic extinction is extended, the total number of

infected individuals dramatically decreases (Figure 5.4.A). If a higher proportion of the

population (80%) wears face masks and practices SD, the time to epidemic extinction is

reduced (Figure 5.4.C) because the total number of infected individuals is dramatically

reduced (Figure 5.4.A). Thus, stochastic effects dominate, and this can be appreciated

by the wider error bars (Figure 5.4.F). To relate the impact of these interventions to

their societal impact, we determined the number of deaths per million after each mitigation

112



strategy, assuming a mortality rate of %3 [4]. This analysis illustrates the heavy cost of lives

of the virus, but also demonstrates that a high level of mask wearing compliance is the most

effective non-pharmacological approach to protect human lives, particularly when combined

with even moderate SD measures (Figure 5.4.D). In contrast, SD, without masks wearing

is not effective to reduce mortality (Figure 5.4.E). Finally, our simulations predict that

increasing the proportion of the population wearing masks will increase the time to outbreak

extinction (from 40 to 60 days) (Figure 5.4.F). Together with the broadening of the

peak (Figure 5.4.C), this shows an effective flattening of the curve. Importantly, with 80%

mask wearing, we observed an increase in the statistical distribution from the average time

to extinction (Figure 5.4.F, see 95% confidence intervals). Thus, a generally low disease

incidence triggers stochastic events leading to extinction of the infection. Our simulations

represent real outbreak scenarios and reveal that as the outbreak approaches its extinction

there is an increase in the uncertainty of whether or not the infection has been completed

eliminated, which argue to be prudent before society reopening can be done safety.

5.4 Discussion

Here we use realistic simulations rooted in experimentally measured parameters of SARS-

Cov2 spread, contagion mode and mortality, to evaluate two available NPIs that reduce

the spread of a respiratory infection, such as COVID-19. In our simulation, we assumed

proper use of FDA-approved face masks. We showed that a high degree of compliance in

the use of masks, regardless of whether the wearer displays symptoms, slows the spread

of infection. Face masks substantially reduce the transmission of respiratory droplets and

aerosols containing viral particles[113, 137, 105]. Increasing the fraction of the population

wearing face masks reduces the number of new infected individuals per day and flattened

the curve of total individuals infected (Figure 5.2.A and 5.4.A). These two effects should

reduce mortality and morbidity, alleviate the current stress on healthcare systems, and en-
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able a more effective management of severe cases. However, solely wearing masks cannot

entirely prevent an outbreak from occurring. It cannot by itself extinguish the virus, since

as long as a small fraction of the population is non-compliant, the virus can persist in the

population. Our models show that combining proper use of masks with practices such as

SD, indisputably decreases the number of new infected individuals per day (Figure 5.2).

The asymmetry between the effectiveness of SD and mask wearing is of particular interest.

In a classical, ODE-based epidemiological model, mask wearing and SD would both affect

the transmission rate. In the absence of SD, imagining a 100% effectiveness of mask, the

reduction in transmission due to mask wearing would be the same as the decrease due to

SD in the absence of mask wearing. In fact, both controls would be, effectively, modeled

as a removal of people from the population. On the other hand, our simulations show that

mask wearing has a stronger effect than SD on the disease incidence. This is due to the

way we model SD, that is, as a decrease in mobility. A better approximation of our model

is to consider an epidemic dynamic on a scale-free network, where homogeneous mixing is

relaxed and SD is modeled as a change in the degree distribution of the network[98]. In

addition, our model was demonstrated to be scalable and able to describe realistic situations

such as interactions between 5000 agents (see supplementary materials). Our analysis pro-

vides guidance for policies to protect the population from COVID-19. Optimizing the use of

masks with SD practices effectively limits the virus spread and reduces several parameters

in the epidemic, including cumulative incidence, shape of the peak, and the extinction rate

(Figure 5.3). In particular, we observed that wearing masks is more effective than SD.

Even in a population with a high number of asymptomatic infections, increasing the use

of masks up to 80% results in a significant reduction in infection (Figure 5.4.A). Mean-

while, even 80% of individuals practicing SD has only a marginal effect (Figure 5.4.D).

This result can be understood in terms of contact rate, since we assume that asymptomatic

infectious individuals have higher mobility than symptomatic infectious ones. If the vast

majority of the population is asymptomatic, then high compliance with face mask use is a
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key factor for curbing the epidemic. Moreover, we believe that our methods are general and

they may inform policies against other respiratory infections like influenza. Our simulations

also provide insights into how enforcing different mitigation practices affects the length of

the epidemic. Assuming a homogeneous population, the trajectory of epidemic extinction

lasts 50–60 days, when 80% of the population either wears masks or practices SD (Figure

5.4.C). However, when 80% of the population is wearing masks and 0% of the population is

practicing SD, the cumulative incidence is reduced three times ( 35%), and the peak is very

broad (FWHM of 85 days). In contrast, when the population solely practices SD (80%),

the majority of the population (93%) will end up infected, and the peak of daily infected

individuals will be sharper (FWHM of 20 days). Our model indicates that the synergistic

utilization of face mask wearing and social distancing practice is most effective in controlling

SARS-CoV-2 spread. We observed that wearing masks in combination with some degree

of SD relaxes the need for a complete lockdown, leading to a potential suggestion for an

intervention policy based on a mix of the two measures. The effectiveness of mask wearing

to control virus spread is not reduced if a large fraction of the population is asymptomatic.

This suggests that, in the absence of universal 412 testing, widespread use of face masks is

necessary and sufficient to prevent a large outbreak. Our results are supported by the real

data of Iceland[69] and Taiwan[32], where an early mandate to requiring face mask usage,

in combination with SD, severely limited the spread of the virus. While more work is neces-

sary to specifically assess the impact of other variables shaping COVID-19 outbreaks, such

as increased mobility, age stratification, testing a fraction of the population, our study can

accurately inform strategies to reduce the spread of the virus. In particular, our results may

be highly relevant toward informing specific realistic situations, such as the spread of the

disease in a confined space, where effective SD may not be easily achievable (e.g., schools, es-

sential businesses, correctional facilities, public transportation, hospitals). These strategies,

if effectively implemented, will save countless lives from the SARS-Cov2 infection. Accord-

ing to our model, if the United States (330 million people) does not implement any NPIs,
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then 627,000 people are expected to die. Contrastingly, if 80% of the population wear face

masks, that number would significantly shrink to about 250,000. If both face masks and SD

were practiced by 80% of the population from the start of a pandemic, the mortality rate

decreases to 65,600 people.

5.5 Materials and Methods

We developed and used our python codes using the NumPy library version 1.15.422 [184] to

carry out ABM and describe the dynamic evolution of a SEAIR system affected by COVID-

19 disease, in which each individual can be in a susceptible (S), exposed (E), asymptomatic

infected (A), symptomatic infected (I), or recovered (R) status. In addition, each individual

can wear a face mask (M) or can practice social distancing (SD), where wearing face masks

or practicing social distancing are independent binary values of an individual. In the simu-

lations, each individual was represented by a position in a 2-D lattice of 21x21 dimension.

Individual initial positions are assigned randomly by NumPy’s random module and the sim-

ulations start with all susceptible individuals but only one exposed. During the simulation,

each individual move along a randomly oriented trajectory at a constant velocity, moves

the same distance between each time step of the simulation, and interacts with individuals

whose position is within a fixed diameter of another individual. During the simulations, each

individual’s data are saved as vector of attributes including position, velocity, state (S, E,

A, I, R, M, SD), and number of individuals they come into contact with at every simulation

time step. A time step corresponds to 1 hour. We implemented the state of M by defining

sub-routine during the interaction between two individuals where the probability of infec-

tion is reduced by an amount corresponding on which of the two individuals are wearing a

mask. For the SD state, we assigned the individual to be stationary and not follow along a

randomly assigned trajectory. We refer to Ferguson et al. for defining the rules governing

the interactions among individuals[124]. For the interaction between symptomatic infected
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and susceptible individuals, the infection probability was randomly sampled from a gamma

distribution with a mean of 1 and a shape of 2.5, whereas for that between asymptomatic in-

fected and susceptible individuals, that infection probability is reduced by 33%. We assume

this reduction of infectivity for the asymptomatic based on the absence of transmission-

aiding symptoms such as coughing, sneezing, and a runny nose[124]. The time between a

susceptible individual being exposed to being infected is 5.1 days. Symptomatic infected

individuals are infectious for 12 hours. After this time, we assume that these individuals

no longer infect those around them because they are hospitalized or self-isolating. Asymp-

tomatic infected individuals are infectious for 7 days and the infectivity linearly declines

until the individual is no longer infectious on day seven[149]. If an infected, a susceptible, or

both individuals are wearing a mask their probability of another individual being infected

is reduced by 95%, 85%, or 100%, respectively, from the original gamma distribution. First,

we carried out a simulation with 500 individuals with 0% of individuals wearing face masks

and 0% practicing social distancing to optimize parameters as velocities and individual den-

sity in order to obtain a basic reproduction number, R0, equal to 2.5 based on previously

reported values. The basic reproduction number was computed from the mean number of

symptomatic cases resulting from a single symptomatic individual. Then, we carried out 4

more sets of simulations in which we increased the percentage of individuals wearing masks

by the 20, 40, 60, and 80 %. Finally, for each of these simulation sets we carried out 4 more

sets in which we increased the percentage of individuals practicing social distancing by the

20, 40, 60, and 80%. Simulations are stochastic and we simulated each condition 100 times

in order to have good statistics. Totally, we simulated 25 different conditions for a total

of 2500 simulations, 100 for each condition. In all these simulations, the probability of a

new infection being asymptomatic is 50%. Simulations were run until there were not any

individuals either infected or exposed. Summary values were computed by methods in the

NumPy module. Error bars were calculated by the standard deviation method in NumPy.

The full-width half-maximum (FWHM) is calculated for each simulation from the newly
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infected per day data by taking the maximum and using it to find the days that intersect the

value of half the maximum value. The first and last days of this intersection were then used

to calculate the number of days of the FWHM. From the set of FWHM for each simulation,

an average and standard deviation were calculated using the NumPy module. FWHM error

bars are large due to a large variation in how flat the curves are. Graphs were created by

using the Matplotlib[3] and Seaborn[5] modules in python. We followed the same protocol

described above to perform simulations with varying to 25 and 75% the probability of a new

infection being asymptomatic. Finally, to monitor the reproducibility of our results with a

larger population and contrast with real data, we ran 4 sets of 30 simulations with 5000 in-

dividuals in the combinations of 0% or 80% social distancing and 0% or 80% wearing masks.

All 5000 individual simulations were done with 50% asymptomatic infection rates. As the

position, trajectory, and state of each individual in the simulation is explicitly known, using

the matplotlib library’s animation package, we converted each time step of the simulation to

an image in a movie, representing one day as a second spanning the length of the simulation.

For each simulation, we saved in a .csv in tidy data format the summary values of the simu-

lations, which we used for the analysis. The simulation was written in python and all scripts

are available on GitHub at https://github.com/adamcatching/SARS_SEIR_Simulation,

simulations were generated using script mask_single_sim.py.
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5.6 Supplementary Materials
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Supplementary Figure 5.1: Number of infected agents with 50 percent of asymptomatic
infected population

Number of infected agents as a function of time for all combinations of different percentage of the
agent population practicing social distancing (x-axis) and wearing masks (y-axis). 100 simulations
are represented for each condition and each simulation is displayed as a low-opacity trajectory over
time.
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Supplementary Figure 5.2: Dynamics of the epidemic with simulations of 5000 agents

Simulations were run with 500 agents. A) and B) report the number of new infected agents per
day calculated for either 0 % (red line) or 80 % (blue line) of the population wearing masks and for
either A) 0 % practicing social distancing or B) 80 % practicing social distancing. C) The average
cumulative incidence is represented as a function of the population practicing social distancing or
wearing a mask, which are given by the x and y axis, respectfully. D) Full-width half-maximum
(FWHM), denoting the average number of days between the first day and last day of cases that
have half the peak number of infected agents. E) Extinction rate of the infection estimated as
the average number of days for which the simulation reports no new infected individuals. Data for
each condition was simulated 30 times and the highlighted regions around lines in figures A) and
B) represent the mean value +/- one standard deviation. F), G), and H) represent the standard
deviation of the mean reported in C), D), and E).
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Supplementary Figure 5.3: Standard deviation of summary values from 500 agent simulations
varying percentages of population wearing masks or social distancing.

Each condition was simulated 100 times and standard deviation of the mean values reported in
Figure 2 is represented. A) The standard deviation of the average cumulative incidence is repre-
sented as a function of the population practicing social distancing or wearing a mask, which are
given by the x and y axis, respectfully. B) The standard deviation of the Full-width half-maximum
(FWHM), denoting the standard deviation number of days between the first day and last day of
cases that have half the peak number of infected agents. C) Standard deviation of the extinction
rate of the infection estimated as the standard deviation number of days for which the simulation
reports no new infected individuals.
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Supplementary Figure 5.4: Number of infected agents with 25 percent of asymptomatic
infected population.

Number of infected agents as a function of time for all combinations of different percentage of the
agent population practicing social distancing (x-axis) and wearing masks (y-axis). 100 simulations
are represented for each condition and each simulation is displayed as a low-opacity trajectory over
time.

123



Supplementary Figure 5.5: Number of infected agents with 75 percent of asymptomatic
infected population

Number of infected agents as a function of time for all combinations of different percentage of the
agent population practicing social distancing (x-axis) and wearing masks (y-axis). 100 simulations
are represented for each condition and each simulation is displayed as a low-opacity trajectory over
time.
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Chapter 6

Infectious viral shedding 1 of

SARS-CoV-2 Delta following

vaccination: a longitudinal cohort

study

125



6.1 Abstract

Pandemic severely affected the globe. This effect manifested as a retooling and refocusing

of efforts in the Andino lab to help out in the fight against the spread of COVID-19. The

previous chapter was spearheaded by myself to address the importance of face-mask wearing

and reducing social interactions. This chapter began as small part of a collaborative effort to

measure the effectiveness of the mRNA vaccines against viral shedding. I worked closely with

Michel Tassetto and Miguel Garcia-Knight to analyze data from the UCSF FIND-COVID

project. This collaboration included epidemiology researchers at UCSF and the Centers for

Disease Control and Prevention. The work in this chapter represents my contributions to the

final paper that has been submitted and is under consideration at the time of writing. The

work here is my own and represents the analysis done on data provided during this project.

The manuscript Infectious viral shedding of SARS-CoV-2 Delta following vaccination

a longitudinal cohort study has recently been submitted to PLoS Pathogens using the men-

tioned data but with slightly different data analysis.
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6.2 Introduction

The Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2) vaccination is a crit-

ical tool in battling the ongoing COVID-19 pandemic[191, 17, 143]. This key public health

measure is effective on reducing the rates of hospitalization yet a sizeable portion of the

United States population is not yet vaccinated. The SARS-CoV-2 vaccine also plays a role

in reducing the rate of shedding transmissible viral particles, and the efficacy is of great

interest to not only the medical and virology community but to the world at large. Even

more, the waning efficacy of the vaccine against emerging variants poses a risk to undue

all the progress so far made in immunizing the world against COVID-19[116]. Of note, the

Delta and Omicron variants have been shown to have high levels of vaccine-derived immune

escape[40] and transmission[6]. To detect if shedding is inhibited by vaccination, many stud-

ies have used RNA detection by quantitative polymerase chain reaction (qPCR) to determine

levels of key SARS-CoV-2 in the nasal passage[114]. However, the entire viral genome is not

expressed equally, with fragments of different length being expressed at different levels[140].

This, along with viral RNA being cleared at higher rates in vaccinated patients suggests that

the levels of infectious virus should be compared by cytopathic effect (CPE) in vaccinated

and unvaccinated populations to determine viral clearance rates by vaccination status.

6.3 Results

6.3.1 Cohort data

Eighty-four participants in the following analysis were from a UCSF-based cohort study

known as FIND-COVID. All participant were over eighteen, non-hospitalized, and were

diagnosed with SARS-CoV-2 infection. They were also all immunocompetent and were not

treated with monoclonal therapy. Of these eighty-four participant, 52 were unvaccinated

(Figure 6.1) and 32 were vaccinated (Figure 6.2). The x-axis is represented in days
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Figure 6.1: Unvaccinated Participant Shedding Data (Part 1)
N, E, and replicating virus per participant per day. Each graph represents the quantity of
E (orange) or N (grey) viral RNA, with the day’s sample containing infectious particles

represented by a yellow bar.
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Figure 6.1: Unvaccinated Participant Shedding Data (Part 2)
N, E, and replicating virus per participant per day. Each graph represents the quantity of
E (orange) or N (grey) viral RNA, with the day’s sample containing infectious particles

represented by a yellow bar.
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post symptom onset, with day 0 being the first day that the participant reports symptoms.

Patient samples are able to be collected prior to symptom onset due to the process of study

recruitment, where index participants’ households were invited also to participate in the

study immediately after the index patient was identified to have a qPCR-positive sample.

Identification numbers were created procedurally as participant were recruited to the study,

with personal identifiable data anonymized in the study. As evidence by both vaccinated

and unvaccinated datasets, RNA copies tend to peak around 5-7 days post-symptom onset.

This indicates that viral shedding ramps up in the early days of illness and decays rapidly

after peak viral replication. To further study this correlation with infectious viral particles

with peak viral shedding, further analysis was performed on these data.

6.3.2 Infectious virus shedding

To investigate the correlation of infectious SARS-CoV-2 particles in shedding, each partici-

pant’s sample that was positive for both nucleocapsid (N) and envelope (E) RNA was used

for logistic regression (Figure 6.3). Briefly, the presence of CPE-positive nasal samples was

turned into a binary distribution based on days post symptom onset. From this dataset a

Poisson-process logistic curve was optimized for either the vaccinated or unvaccinated par-

ticipants. A 95% confidence interval was also calculated for each logistic curve. The curve

then serves as a probability distribution of whether an individual has infectious particles a

certain number of days post symptom onset. Remarkably, the CPE data itself showed a clear

division between vaccinated and unvaccinated participants in the last day that each group

had a CPE-positive sample. For the unvaccinated group, the latest day a participant had a

CPE-positive sample was thirteen days symptom onset, while the last CPE-positive sample

was found nine days post symptom onset. This indicates that vaccinated individuals may

not need to wait as long as unvaccinated individuals after positive diagnosis of COVID-19

to stop isolating.

130



Figure 6.2: Vaccinated Participant Shedding Data
N, E, and replicating virus per participant per day. Each graph represents the quantity of
E (orange) or N (grey) viral RNA, with the day’s sample containing infectious particles

represented by a yellow bar.
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Figure 6.3: Logistic Curve for Probability of Infectious Particle Shedding
Logistic curve of CPE-inducing samples, split by vaccinated (teal) or unvaccinated (red)

status. Time-points are days post symptom onset.

6.3.3 Relationship between infectious virus shedding and RNA

copies

From the shedding rates of infectious SARS-CoV-2 particles represented in Figure 6.3 it

was found that vaccinated individuals had steeper, faster rates of shedding that could be also

found in viral RNA measurements. This is of interest as viral RNA is the rapid diagnostic

used to determine if an individual has COVID-19. To measure differences in rates of viral

shedding the best measurement is by measuring CPE or virus titer by plaque assay. As this

highly infectious virus can only be measured by these two methods in a high-containment

biosafety level 3 (BSL3) facility, a faster measurement can be performed by RT-qPCR. Using

a known copy-number standard for Orf1b, N, or E genes, the copy-number of these three

genes can be measured for samples that have CPE already determined (Figure 6.4). This

was done for either the vaccinated (teal) or unvaccinated (red) participant datasets. Logistic

regression was performed between the binary CPE dataset and the quantified number of viral

gene copies to determine the probability of a given number of RNA copies indicating infec-

tious virus. As expected, no difference was found between the vaccinated or unvaccinated

132



Figure 6.4: RT-qPCR as a reporter of Infectious Particle Shedding
Logistic curve between copy number of E, N, and Orf1b genes and days post symptom

onset.

dataset, with logistic curves, plotted over a logistic x-axis, for the most part matching. Both

N and E RNA measurements showed a large dynamic range of detection, with six orders

of magnitude where detection of viral RNA did not conclusively determine the presence of

infectious virus. Samples with more than one million detected copies of N and E did deter-

mine the presence of infectious virus. Orf1b showed a smaller dynamic range, with less than

4 orders of magnitude of dynamic range on the logistic curve and samples past ten-thousand

copies indicated the presence of infectious virus.

6.3.4 Decay rates of RNA

As a positive correlation between the copy number of N, E, or Orf1b RNA and the presence

of infectious virus, as measured by CPE assay, the rates of viral shedding was measured for

RNA copies. Rates of shedding copies of E was found to have similar intercepts of peak copy

number but the rates of E clearance was found to be faster for the vaccinated population
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than for the unvaccinated population (Figure 6.5.A). On average, complete clearance of

viral copies was found to occur on eleven days post peak copy number for the vaccinated

population this found to be past fourteen days post peak copy number for the unvaccinated

population. This relationship was altered slightly for the decay rate of N copy number

(Figure 6.5.B). Rates of copy loss for vaccinated and unvaccinated populations were fairly

similar while the peak number of copies was slightly higher for the unvaccinated population.

The complete clearance of copy numbers for N followed the trend found in E, where the

unvaccinated population took longer for complete clearance than the vaccinated population.

However, this difference was smaller, with vaccination population occurring at day 14 post

peak copy number while occurring around day 15 for the unvaccinated population. As well,

many samples still had detectable copies of N up to twenty days post peak copy number

for the unvaccinated population but only to fourteen days for the vaccinated population.

Both of these pairs of rates of viral copy loss indicate that viral clearance is sped up in

vaccinated individuals, although not by many days. Orf1b copy number was more sparsely

detected in patient samples, where there were 53 and 191 Orf1b datapoints for vaccinated

and unvaccinated populations, respectively, and 191 and 438 N datapoints for vaccinated

and unvaccinated populations, respectively. Yet, Orf1b copy number was found to be a

better reporter for infectious virus particles in participant samples (Figure 6.4), so rates

of Orf1b copy loss was plotted (Figure 6.5.C). Agreeing with trends found in the decay

rates of E and N, Orf1b was found to be cleared faster in vaccinated individuals than in

unvaccinated individuals. These rates were plotted against each other in Figure 6.5.D. N

was cleared at -0.27 ± 0.037 1/days in vaccinated vs. -0.25 ± 0.02 1/days in unvaccinated

individuals. E was cleared at -0.30 ± 0.048 1/days in vaccinated vs. -0.25 ± 0.02 1/days in

unvaccinated individuals. Finally, Orf1b was cleared at -0.286 ± 0.089 1/days in vaccinated

vs -0.13 ± 0.022 1/days in unvaccinated individuals. For all three measured viral RNA

copies, vaccinated individuals had a higher rate of clearance.
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Figure 6.5: Viral RNA Shedding Rates for E, N, and Orf1b Genes
A) Rates of E-encoding RNA loss, average rates determined for vaccinated (teal) or
unvaccinated (red) B) Rates of N-encoding RNA loss, average rates determined for

vaccinated (teal) or unvaccinated (red) C) Rates of Orf1b-encoding RNA loss, average
rates determined for vaccinated (teal) or unvaccinated (red) D) Rates of RNA loss, average

rates determined for vaccinated (teal) or unvaccinated (red)
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6.4 Discussion

This work demonstrates that vaccinated individuals, who have been previously shown to

suffer less severe symptoms of COVID-19[100], also shed infectious, detectable virus for

shorter periods of time than unvaccinated individuals. However, the effects tend to be on

the order of a few days with enough standard deviation to make it unclear if vaccination

status is sufficient to determine if a major change in risk of transmission is present. However,

this is complicated by individuals recruited for the vaccinated dataset, as the most prevalent

strain of SARS-CoV-2 at the time of sample collection was Delta, which has different infection

dynamics than the original strain[121, 37, 54]. However, studies have shown that vaccination

does reduce the transmission of COVID-19[102, 8, 164]. Furthermore, viral shedding of the

Delta variant of COVID-19 has shown to be reduced by vaccination[144]. This agrees with

the overall trend of viral shedding in the presented data. As the COVID-19 pandemic

continues during the writing of this thesis there is still potential for new variants of concern

to emerge. Vaccination has proven to be an effective method of reducing the number of severe

cases yet the amplitude of infection waves have not decreased with increased percentages of

the population being vaccinated. Further work must be done to develop novel attenuated

vaccines to attempt to slow transmission[179, 101, 170].

6.5 Materials and Methods

6.5.1 Study design

Participants were part of an observational longitudinal cohort based in the San Francisco Bay

Area initiated in August 2020 designed to study shedding dynamics in early infection and

transmission in a household setting. Index cases (IC) were identified from individuals with a

positive health provider-ordered SARS-CoV-2 nucleic acid amplification test result on a na-

sopharyngeal or oropharyngeal (NP/OP) specimen done at UCSF-affiliated health facilities.
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ICs were recruited if they were within 5 days of symptom onset, had ¿1 household member

(HM) and had no HMs with COVID-19 symptoms in the preceding week. Participants under

18 years of age and adults who were immunocompromised, hospitalized or who had received

monoclonal antibody therapy, were excluded from this analysis. Participants were provided

with specimen collection kits with instructions and self-collection demonstrations by study

clinicians. For ICs, specimen collection was targeted for the day of enrollment (dE), daily

thereafter up to day 14 and on days 17, 19, 21 and 28 post symptom onset. For HMs,

daily specimen collection was targeted from dE and thereafter on the same days as the IC,

counted relative to symptom onset of the IC. For all participants, symptom surveys, clinical

and epidemiologic questionnaires, done either by phone or written, were completed on dE,

and on days 9, 14, 21, and 28 after IC symptom onset. The type and timing of COVID-19

vaccination was verified with the vaccination card of each participant at enrollment and each

subsequent survey. To be included in this analysis, vaccinated participants had to be fully

vaccinated, defined as the receipt of all recommended doses (2 doses ≤ 28 days apart of an

mRNA vaccine or 1 dose of JNJ-78436735) of a COVID-19 primary vaccine series under EUA

by FDA, 14 days prior to infection or enrollment. The study was reviewed by the UCSF

Institutional Review Board and given a designation of public health surveillance according

to federal regulations as summarized in 45 CFR 46.102(d)(1)(2). Written informed consent

was obtained from all participants.

6.5.2 Sample collection

All anterior nasal specimens were self-collected by participants. We instructed participants

to rotate flocked swabs 5 times in each nostril and place in conical tubes containing 3mL

of Viral Transport Medium (CDC SOP # DSR-052-03). Samples were stored in study-

dedicated -20◦C freezers at the participant’s homes until weekly collection by the study

team, at which time they were transported on dry ice for storage at -80◦C. For study assays,

the samples were thawed and aliquoted into screw cap microtubes. RNA extraction was done
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after this initial thaw cycle and virus culture was attempted following a second freeze-thaw

cycle. We performed additional testing to evaluate for infectious viral degradation between

these freeze thaw cycles and did not observe any evidence of degradation.

6.5.3 RNA extraction

Automated RNA extraction was done using the KingFisher (Thermo Scientific) automated

extraction instrument and compatible extraction kits in a 96 well format. 200µL of nasal

samples were used for extraction with the MagMAX Viral/Pathogen Nucleic Acid Isolation

Kit (Thermo Scientific) following the manufacturer’s protocol and eluted into 50µL of nu-

clease free water. For confirmatory RT-qPCR following viral culture, RNA extraction was

done using 300µL of inactivated sample (1:1 mixture of 2x RNA/DNA Shield and culture

supernatant) and the Quick-DNA/RNA Viral MagBead kit (Zymo).

6.5.4 RT-qPCR assay

For each RT-qPCR reaction, 4µL of RNA sample were mixed with 5µL 2x Luna Universal

Probe One-Step Reaction Mix, 0.5µL 20x WarmStart RT Enzyme Mix (NEB), 0.5µL of

target gene specific forward and reverse primers and probe mix (Supp. Table 1). RT-qPCR

were run for SARS-CoV2 N and E and for host mRNA, RNaseP, as a control for RNA

extraction. Primers (forward and reverse) and probe concentrations in each mix used per

RT-qPCR reaction were as follows: 8µM forward/reverse each and 4µM probe for E, 5.6µM

forward/reverse each and 1.4µM probe for N and 4µM forward/reverse each and 1µM probe

for RNaseP. Each 96 well RT-qPCR plate was run with a 10-fold serial dilution of an equal

mix of plasmids containing a full copy of nucleocapsid (N) and envelope (E) genes (IDT)

as an absolute standard for RNA copies calculation and primer efficiency assessment. RT-

qPCR were run on a CFX Connect Real-Time PCR detection system (Biorad) with the

following settings: 55◦C for 10 min, 95◦C for 1 min, and then cycled 40 times at 95◦C for

10s followed by 60◦C for 30s. Probe fluorescence was measured at the end of each cycle. All
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probes, primers and standards were purchased from IDT. We defined a sample as being RNA

positive if both N and E were detected at Ct ≤40. These two RNA targets were selected to

optimize specificity of the PCR platform, excluding spurious RT-qPCR signals that would

have been false positives. To control for the quality of self-sampling, RNAse P Ct values 2

standard deviations from the mean of all samples were repeated or excluded.

6.5.5 CPE assay

All anterior nares samples up to 14 days post symptom onset (PSO) of the index case

were assayed for CPE (cytopathic effect, which is reflective of detectible infectious virus).

In cases where CPE was positive within days 11-14, we continued to test samples beyond

day 14 until three consecutive samples were CPE negative. CPE was assessed on Vero-

hACE2-TMPRSS2 cells (gifted from A. Creanga and B. Graham at NIH) and are available

from BEI Resources (NR-54970). Cells were maintained at 37◦C and 5% CO2 in Dulbecco’s

Modified Eagle medium (DMEM; Gibco) supplemented with 10% fetal calf serum, 100µg/mL

penicillin and streptomycin (Gibco) and 10µg/mL of puromycin (Gibco). The assay was

adapted from Harcourt el al42 355 and done in a 96-well format. 200uL of nasal specimen

were added to a well of a 96-well plate and serially diluted 1:1 with DMEM supplemented

with 1X penicillin/streptomycin over two additional wells. 100µL of freshly trypsinized

cells, resuspended in infection media (made as above but with 2x penicillin/streptomycin,

5µg/mL amphotericin B [Bioworld] and no puromycin) at 2.5x105 cells/mL, were added

to each sample dilution. Cells were cultured at 37◦C and 5% CO2 and checked for CPE

from day 2 to 5. Vero-hACE2-TMPRSS2 cells form characteristic syncytia upon infection

with SARS-CoV-2, enabling rapid and specific visual evaluation for CPE. After 5 days of

incubation, the supernatant (200µL) from one well from each dilution series was mixed 1:1

with 2x RNA/DNA Shield (Zymo) for viral inactivation and RNA extraction as described

above. Among specimens with visible CPE, the presence of infectious SARS-CoV-2 was

confirmed by RT-qPCR using N primers as described above. All assays were done in the
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BSL3 facility at Genentech Hall, UCSF, following the study protocol that had received

Biosafety Use Authorization.

6.5.6 Data Analysis

Data was collected from a shared spreadsheet with measurements for each participant for

each day samples were collected. Data collected from each sample included participant ID#,

days post symptom onset, CPE positivity, Ct value of N, copy number of N, Ct value of

E, copy number of E, Ct value of Orf1b, and copy number of Orf1b. Other data collected

was not used in this chapter’s analysis. Data was tidied and read into a jupyter notebook

[CITATION NEEDED, jupyter] and analyzed using a suite of python modules including

NumPy, Matplotlib, Pandas, Scipy.Stats, and StatsModels[103, 71, 86, 127, 190, 157].

For logistic regression analysis in Figure 6.3, StatsModels was used to create a binomial

regression model between CPE and days post infection. For the logistic regression in Figure

6.4 a binomial regression model was created between CPE and copy number of N, E, or

Orf1b. For the linear regression in Figure 6.5 Scikit.Stats was used to estimate the

average and standard deviation of the rate of N, E, and Orf1b copy loss using the least-

squares method. Rate of copy loss was compared between vaccinated and unvaccinated

populations by Scikit.Stats independent T-test.
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[67] Mariam Bernadette González-Hernández, Jeffrey William Perry, and Christiane E.

Wobus. Neutral red assay for murine norovirus replication and detection in a mouse.

3(7):e415.

[68] António Grilo, Artur Caetano, and Agostinho Rosa. Agent based artificial immune

system. page 7.

[69] Daniel F. Gudbjartsson, Agnar Helgason, Hakon Jonsson, Olafur T. Magnusson, Pall

Melsted, Gudmundur L. Norddahl, Jona Saemundsdottir, Asgeir Sigurdsson, Patrick

Sulem, Arna B. Agustsdottir, Berglind Eiriksdottir, Run Fridriksdottir, Elisabet E.

Gardarsdottir, Gudmundur Georgsson, Olafia S. Gretarsdottir, Kjartan R. Gudmunds-

son, Thora R. Gunnarsdottir, Arnaldur Gylfason, Hilma Holm, Brynjar O. Jensson,

Aslaug Jonasdottir, Frosti Jonsson, Kamilla S. Josefsdottir, Thordur Kristjansson,

Droplaug N. Magnusdottir, Louise le Roux, Gudrun Sigmundsdottir, Gardar Svein-

bjornsson, Kristin E. Sveinsdottir, Maney Sveinsdottir, Emil A. Thorarensen, Bjarni
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Fries, Karin Lövgren Bengtsson, Linda Stertman, Larry Ellingsworth, Gregory Glenn,

and Gale Smith. SARS-CoV-2 spike glycoprotein vaccine candidate NVX-CoV2373

immunogenicity in baboons and protection in mice. 12(1):372. Number: 1 Publisher:

Nature Publishing Group.

166



[177] Kelvin Kai-Wang To, Siddharth Sridhar, Kelvin Hei-Yeung Chiu, Derek Ling-

Lung Hung, Xin Li, Ivan Fan-Ngai Hung, Anthony Raymond Tam, Tom Wai-Hin

Chung, Jasper Fuk-Woo Chan, Anna Jian-Xia Zhang, Vincent Chi-Chung Cheng,

and Kwok-Yung Yuen. Lessons learned 1 year after SARS-CoV-2 emergence lead-

ing to COVID-19 pandemic. 10(1):507–535. Publisher: Taylor & Francis eprint:

https://doi.org/10.1080/22221751.2021.1898291.

[178] Samantha M. Tracht, Sara Y. Del Valle, and James M. Hyman. Mathematical modeling

of the effectiveness of facemasks in reducing the spread of novel influenza a (h1n1).

5(2):e9018. Publisher: Public Library of Science.

[179] John S. Tregoning, Katie E. Flight, Sophie L. Higham, Ziyin Wang, and Benjamin F.

Pierce. Progress of the COVID-19 vaccine effort: viruses, vaccines and variants versus

efficacy, effectiveness and escape. 21(10):626–636. Number: 10 Publisher: Nature

Publishing Group.

[180] Simon K. Tsang, Brian M. McDermott, Vincent R. Racaniello, and James M. Hogle.

Kinetic analysis of the effect of poliovirus receptor on viral uncoating: the receptor as

a catalyst. 75(11):4984–4989. Publisher: American Society for Microbiology.

[181] Yueh-Liang Tsou, Yi-Wen Lin, Hsuen-Wen Chang, Hsiang-Yin Lin, Hsiao-Yun Shao,

Shu-Ling Yu, Chia-Chyi Liu, Ebenezer Chitra, Charles Sia, and Yen-Hung Chow. Heat

shock protein 90: Role in enterovirus 71 entry and assembly and potential target for

therapy. 8(10):e77133. Publisher: Public Library of Science.
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Frater, Marilúcia S. M. Freire, Samantha H. Fry, Sabrina Fudge, Renato Furlan Filho,

Julie Furze, Michelle Fuskova, Pablo Galian-Rubio, Harriet Garlant, Madita Gavrila,

Karyna A. Gibbons, Ciaran Gilbride, Hardeep Gill, Kerry Godwin, Karishma Gokani,
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