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INTRODUCTION

¥ebsters New Collegiate Dictionary defines model as: a descrigiion or anal-
ogy used to help visualize something (as an atom) that cannat be directly
observed. In the most general sense, the focus of my graduate research has
been to develop models for understanding both the structure and function of
biological macromolecules. The only underlying hypothesis assumed in this
thesis is that proteins exist in conformations (structure) and catalyze chemi-
cal reactions (function) in such a manner that the system tends toward a
minimum in the free energy (AG). Thus, if we can evaluate the free energy
(entropic (AS) and enthalpic (AH)) then we can address questions concerning
the relative stabilities of various protein conformations or estimate barriers

inherent in enzymatic reactions.

At the theoretical level, a detailed evaluation of all the important entropic
contributions for a given proces.s is beyond the scope of this thesis. For-
tunately, for most of problems which are addressed here, the relctive entro-
pic energy tends to be very small compared to the enthalpic energy (when
this is not the case then an attempt is made to approximate the entropic
contribution and the limitations are pointed out). This leaves the internal
energy, AE, which is nearly equal to AH at constant pressure in condensed
phases as the energetic contribution which can be used by the theoretical
biophysical chemist as a tool for better understanding protein structure and

function.

The method used here for evaluating the internal energy of proteins and

small molecules is the molecular mechanics approach. In molecular



mechanics, the internal energy of the system is defined by an ex—xirical
potential energy function E(R), where E(R) is a function of the spatial posi-
tion of the atoms. For molecules, the energetic contributions to E(R) can be
represented by the predominant forces which are understood to be involved
in determining molecular structure. The goal is then to minimize the pcten-
tial energy as a function of the atomic positions to find the lowest energy

structure for a given conformation (e.g. find R such that E'(R) = 0).

The empirical energy function acts under a set of constants or parameters
which will be referred to as a force field. Before any system can be energy
refined, it is imperative to establish an accurate force field, which can be
used with confidence, within the molecular mechanics framework. The first
goal of this thesis (chapter 1) has been to develop a force field for simulation
of proteins and nucleic acids. The emphasis in this chapter is on presenting
the method used, its limitations and the actual parameter set derived. Once
the force field has been developed, the focus shifts to applications of the
force fileld in order to understand the structural aspects of prcteins upon

energy minimization.

The repeating nature of the polypeptide backbone makes N%-acetyl-N-
methylalaninamide (NANA) a representative model system for probing the
structural and energetic conformations about protein & and ¥ torsion angles.
Thus, the focus of the second chapter shifts to a full conformational analysis
of alanyl dipeptide at both the molecular mechanical and ab initio quantum
mechanical level. The results at both levels are compared with each other
and with the best experimental results. Limitations in the theory are

pointed out and the entropic contribution to the conformational energy is



estimated.

The second goal of this thesis is to establish a methodology for simulating
chemical reactions in the gas phase and in aqueous solution. First the
approach is elaborately described and applied to the hydrolysis cf formam-
ide by hydroxide ion (chapter 3). The energetics of bond making/breaking
which occur in molecular reactions cannot be accurately calculated with
simple molecular mechanics. To evaluate this important energetic contribu-
tion to the potential energy, we employ quantum mechanical techniques. An
explicit solvent model consisting of 216 water molecules is added to the sys-
tem at the molecular mechanics level. Solvation energies are calculated
from molecular mechanics refined structures of intermediate steps along
the proposed reaction pathway. Eight steps leading to product formation
were analyzed and the gas phase vs. solution phase energetics for this small

molecule reaction is discussed.

¥With the development of this method for simulating chemical reactions in
solution, as well as completion of the parameter set for proteins, the time
was ripe for combining the two to simulate an enzymatic reaction. Thus, the
focus of the final chapter involves a simulation of the hydrolysis of a model
tripeptide by trypsin. All of the predominant environmental and internal
energies have been evaluated in a joint quantum mechanical/molecular
mechanical framework. The energetics of the reaction pathivay and a

detailed structural analysis of the system is discussed.

Finally, the emphasis of this thesis is on understanding properties of biologi-
cal macromolecules. It should be stressed that the ultimate goal is to

develop and push the theory beyond its foreseeable limits so that the models



can be applied in areas ranging from drug design to protein modification.

(Chapters 1 and 2 have been published and appear as follows: S.J. Weiner et
al, J. Amer. Chem. Soc., 1984, 103, 765 and S.J. Weiner et al, J. Amer. Chem.
Soc., 1984, 103, 6243 respectively. At the time of this writing chapter 3 was
in press: S.J. Weiner et al, "Simulation of Formamide Hydrolysis in the Gas

Phase and in Aqueous Solution”, J. Amer. Chem. Soc., 1984.)



CHAPTER 1

ABSTRACT

We present the development of a force field for simulation of nucleic acids
and proteins. Our approach began by obtaining equilibrium bond lengths and
angles from microwave, neutron diffraction and prior molecular mechanical
calculations, torsional constants from microwave, NMR and molecular
mechanical studies, nonbonded parameters from crystal packing calcula-
tions and atomic charges from the fit of a partial charge model to electros-
tatic potentials calculated by ab initio quantum mechanical theory. The
parameters were then refined with molecular mechanical studies on the

structures and energies of model compounds.

For nucleic acids, we focused on methylethylether, tetrahydrofuran, deoxy-
adenosine, dimethylphosphate, 9-methylguanine: 1-methylcytosine hydrogen
bonded complex, 9-methyladenine: 1-methylthymine hydrogen bonded com-
plex and 1,3-dimethyluracil base stacked dimer. Bond, angle, torsional, non-
bonded and hydrogen bond parameters were varied to optimize the agree-
ment between calculated and experimental values for sugar pucker energies
and structures, vibrational frequencies of dimethylphosphate and tetrahy-

drofuran, and energies for base pairing and base stacking.

For proteins, we focused on ,¥ maps of glycyl and alanyl dipeptides, hydro-
gen bonding interactions involving the various protein polar groups and
energy refinement calculations on insulin. Unlike the models for hydrogen
bonding involving nitrogen and oxygen electron donors, an adequate descrip-

tion of sulfur hydrogen bonding required explicit inclusion of lone pairs.



INTRODUCTION

There are two fundamental problems in simulating the structural and ener-
getic properties of molecules: the first is how to choose an analytical func-
tion E(R) which correctly describes the energy of the system in terms of its
3N degrees of freedom. The second is how the simulation can search or span
conformational space (R) in order to answer questions posed by the scientist

interested in the properties of the system.

For -complex systems, solutions to the first proi:leni are an essential first
step in attacking the second problem and, thus, considerable effort has been
placed in developing analytical functions which are simple enocugh to allow
one to simulate the properties of complex molecules yet accurate enough to

obtain meaningful estimates for structures and energies.

In the case of the structures and thermodynamic stabilities of saturated
hydrocarbons in inert solvents or the gas phase, the first problem has been
essentially solved by molecular mechanics approaches of Allinger!, Ermer
and Lifson? and their coworkers. However, for polar and ionic molecules in
condensed phases, unsolved questions remain as to the best form of the
analytical function E(R). In the area of proteins and peptides, seminal work
has come from the Scheraga® and Lifson* schools. The Scheraga group has
used both crystal packing (intermolecular) and conformational properties of
peptides to arrive at force fields ECEPP, UNECEPP and EPEN for modeling
structural and thermodynamic properties of peptides and proteins. Levitt,
using the energy refinement software developed in the Lifson group, has pro-
posed a force field for proteins based on calculations on lysozyme® and Gelin

and Karplus have adapted this software along with many parameters from



the Scheraga studies to do molecular dynamics simulations of proteinsS.
Danber and Hagler’ have clearly demonstrated the usefulness of crystal
packing energies and structures in force field development. Hermans et al®
have taken another approach, which combines the Scheraga nonbonded
parameters with quadratic stretching and bending functions for use with x-

ray data or in a stand alone mode to refine protein structures.

In the area of nucleic acids, the work of Sasisekharan®, and Olson and Flory!®
was pioneering in the development of force fields but significant contribu-
tions have been made as well by Rein et al!! and Pullman and Pullman!?. Lev-
itt has adapted his protein force field to nucleic acids and has carried out
some important molecular mechanics and dynamics simulations on DNA

fragments!3.14,

Our approach has been to use the powerful cartesian coordinate energy
refinement of Lifson and Warshel'® and to develop empirical force fields
within this cohtext. Our original parameter set was the first published
nucleic acid force field in which complete geometry optimization of all
atomic degrees of freedom could be carried out!®. Our related force field for
proteins!” was similar but contained only modest modifications of the param-
eters used by Gelin and Karplus®. The most important changes concerned
the explicit inclusion of H-bonding hydrogens and the use of partial charges

taken from Mulliken populations of ab initio calculations.

Although many of the results of our simulations of proteins and nucleic acids
with these force fields were encouraging, there were a few places where it
was clear that improvements could be made!?!8, The areas in most need of

refinement involved the nonbonded (Lennard-Jones) and electrostatic



parameters. In view of the apparent power of our general approach for
determining partial charges for complex molecules based on analysis of
quantum mechanical electrostatic potentials!®, it seemed a propitious time
to develop a second generation force field. Thus, in this paper, we present
the development and, in the appendix, the results of a force field for proteins

and nucleic acids.

GENERAL PERSPECTIVE

The baéic equation for tﬁe force ﬁéld is the same as that used earlier!®17 with
the addition of a weak 10-12 hydrogen bond term between hydrogen bonding
hydrogens and H-bond acceptor atoms {equation 1). In the previous force
fleld, the 10-12 coefficients C and D were set equal to zero for hydrogen
atom—hydraogen acceptor interactions, following the results of Hagler et all®.
This new force field contains a 10-12 function for two reasons. First, for
strong H-bonds, it is clear that some repulsive term is required to prevent
the occurrence of unrealistically short H-bonds!” during energy refinement.
Second, such a 10-12 function allows one to "fine tune” the H-bond distances

and energies to desired values.

Y Ks(B =940+ Y %{1 + cos(ng —y)] +
engles dhedrats (1

Ay By 94 G _ Dy
) [R-z—R +eR-}+ [R,lz"R,n,o]
i< \; 3 Yy H-bonds i {1}

Etotd = 2 K,- (1' -rcq)z +
bonds

The bond stretching and bending functions are quadratic, which allows an
adequate description of the structure and energies for relatively unstrained
proteins and nucleic acids. A Fourier series approach to the torsional energy
(i.e. more than one value of n may be used per dihedral angle in equation 1)

allows rather accurate simulation of conformational preferences in simple



and complex molecules. For computational speed, a 6-12 functicn is used
for the nonbonded parameters even though a 6-exp is likely to be be a better
simple functional form?®. Hagler et al!® compared 6-12 and 6-9 nonbonded
functions in crystal packing calculations and found neither to be clearly
superior. Aslong as the interatomic distance is not well below the sum of the

van der Waals radii, the 6-12 form should be adequate.

¥We retain the atom centered monopole approach to the electrostatic ener-
gies (wiih f.he exception of sulfur, where lone pairs are also included). This
approach appears to do a satisfactory job in simulating molecular electros-
tatic interaction energies, provided the charges are chosen in a reasonable
fashion. We feel that the fit of the potential charge model to quantum
mechanically calculated electrostatic potentials is a superior method for

determining the point charges.

We use a distance dependent dielectric, £=Ry;, for the electrostatic energies;
although we demonstrate in hydrogen bonding cases of model systems that
results with a constant dielectric constant, ¢=1, are very similar to those
found with ¢=Ry. A rationale for using a distance dependent dielectric con-
stant is that it mimics the polarization effect in attractive interactions, with
closer interactions weighted more heavily. Second, it helps compensate for
the lack of explicit solvation by implicitly damping longer range charge
interactions more than shorter range ones. There is empirical and computa-
tional support for such a model'’, given that solvent (water) is not explicitly
included in the calculation. However, when water is explicitly included, a
constant dielectric constant is probably more appropriate, and, as noted

below, this appears to be easy to achieve with the same set of charges and
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small modifications in the 10-12 H-bond parameters.

In the "united atom" force field presented here, we include all atoms expli-
citly with the exception of hydrogens Eonded to carbon. We should stress
that this is merely for computational efficiency in simulations of large pro-
teins and nucleic acids. Below we present all atom simulations on a sugar
puckering model of nucleosides and on the $,¥ maps of alanyl and glycyl
dipeptides. In both cases, the united atom representation gives results quite
similar to the all atom model. In a previous sfuciy". we used a united atom
approximation for prealbumin but included the aromatic hydrogens of thy-
roxine explicitly, in order to correctly reproduce the $,,§; conformational
energies of thyroxine (these energies are strongly influenced by H-—-I non
bonded interactions). Thus, there will be cases where a'hybrid force field is

appropriate, and, as noted below, this is straightforward to implement.

In the development of force field parameters, we used the following
approach: we began with an initial set of paraméters and then carried cut
simulations on a number of model systems, relevant to proteins and nucleic
acids, to test these parameters or to determine some from scratch. One of
the frustrating aspects of force field development is the dependence of the
final results on "the pathway" or choice of model systems. It is thus incum-
bent on the developer to elucidate his pathwéy as clearly as possible, to
insure that further work need not start from scratch. This methodology is

carried out below using the AMBER molecular mechanics program?!.

FORCE FIELD DEVELOPMENT
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ATOM TYPES

The basis of a force field is the choice of atom types, i.e. the selection of
atoms which are enough alike, both chemically and physically, to be treated
identically in the molecular mechanics refinement. In the case of a quantum
mechanical calculation, one needs only a single atom "type" per atom, i.e.
only the number of eiectrons is relevant. The decisions on atom types are
inevitably compromises between possessing the most accurate representa-
tion of many molecules and having a manageable number of types. Ve list
the types and their characteristics in Table I, so only a single comment is in
order. The sp3 atom types are fairly typical, but we have included more sp?
types than earlier force fields to insure increased geometrical precision for

such ring systems as purines, pyrimidines, indoles and imidazoles.
SOURCES OF PARAMETERS

(1) NON-BONDED PARAMETERS

The most difficult set of parameters to derive a priori are the nonbcnded
ones. We used as our starting point for sp? atoms the 8-12 and 6-9 parame-
ters, derived by Hagler et al!® from a fit of the lattice energies and crystal
structures in amides. The significant difference between the 6-9 and 8-12
values of R* (van der Waals minimum) and £* (van der Waals well depth) for a
given atom caused us not to take these parameters directly. For example,
the carbonyl carbon van der Waal radius increased from R*=1.81 & £=0.184
kcal/mole in the 6-9 force field to R*=2.175 & £=0.039 kcal/mole in the 6-12;
whereas the aliphatic hydrogen decreased from R*=1.77 R £=0.0025
kcal/mole in the 8-9 potential to R*=1.375 & £=0.038 kcal/mole in the 6-12.

In the 6-9 potential, oxygen and carbon had nearly the same size, with nitro-
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gen 0.4 R larger, whereas in the 8-12, the sizes varied in a smooth fashion

from R*=1.6 & (oxygen), 1.95 & (nitrogen) and 2.2 & (carbon).

To avoid these inconsisf.encies, we began with the Hagler et al!® 6-12 oxygen
parameters since oxygen (of C, N and O) has the most direct contact with
neighboring molecules in the amides. This led us to take R*=1.6 Rand £=0.20
kcal/mole for oxygen. We expect nitrogen to have a larger R* than oxygen,
in the range of 0.1-0.2 )y larger, given the standard van der Waals radii of the
atoms determined by observed atom-atom contacts in crystals?®23. The well
depth of nitrogen was consistently 0.04-0.08 kcal/mole less than oxygen in
the Hagler et al study, leading us to settle on the compromise parameters
R*=1.75 & £=0.16 kcal/mole. We then estimated the parameters for sp? car-
bons in an analogous fashion, obtaining R*=1.85 R e=0.12 kcal/mole. Since
all of these values are close to 0.2 Klarger ihan the "standard" van der Waals
contact radii from crystal packing data®223, we also selected "larger” values
for both phosphorus (R=2.10 & £=0.20 kcal/mole) and sulfur (R*=2.00 £
£=0.20 kcal/mole) to be consistent within this framework. These P and S

values are similar to those found in MM2!, although a 6-exp is used there.

For aliphatic CH, CH; and CHg groups, (atom types CH, C2 and C3), there are
two papers in the literature which suggest appropriate van der Waals 6-12
parameters for these extended atoms. Dunfield et al?* have determined
values based on crystal packing calculations of hydrocarbons and
Jorgensen®® has calculated the parameters from Monte Carlo liquid simula-
tions of ethers and alcohols. These two parameter sets are very similar, sug-
gesting appropriate values to use for united atoms. However, in our simula-

tions of the conformational profile of methylethylether, n-butane and deoxy-
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adenosine (and in our earlier study of base paired dinucleoside
phosphates!®), we found that the use of van der Waals parameters with R* as
large as Jorgensen’s or Dunfield's (for example, for a CH group R*=2.385 R
and £=0.049 kcal/mole) gave a significantly poorer representation of
intramolecular energies and structures than did smaller values. With
methylethylether, n-butane and deoxyadenosine as model systems
(described in detail below) we settled on compromise values of R*=2.00 )3
£=0.15 kcal/mole for C3, R*=1.925 & £=0.12 kcal/mole for C2, R*=1.85 &
£=0.09 kcal/mole for CH and R*=1.8 & £=0.06 kcal/mole for CT (sp® carbon
without hydrogens). This last value for CT was a compromise between our
expectation that CT should be smaller than CH, but larger than an sp? car-
bon. In view of our expectation that the sp¥ atoms should be somewhat
larger and less polarizable than sp? we used R*=1.85 X £=0.12 kcal/mole for
sp? nitrogen and R*=1.85 & £=0.15 kcal/mole for sp® oxygens in alcohols and
ethers. The aliphatic hydfogen parameter (R*=1.37 X £=0.038 kcal/mole)
was taken from the Hagler et al study!®. We used a significantly smaller
(R*=1.00 X £=0.020 kcal/mole) value for potentially H-bonding hydrogens
(N-H, O-H, S-H), in view of the fact that these atoms have significant parts of
their density shifted to the heteroatom to which they are attached. Our lone

pair van der Waal parameters (used only for sulfur) come directly from M2

In this force field, for interactions involving hydrogen bonding hydrogens and
heteroatoms, we replace 'the 6-12 parameters with 10-12 pafameters of well
depth 0.5 kcal/mole except in one case noted below. The retention of the 6-
12 parameters in these cases would lead to much too long H-bond distances
while using no H-bond parameter, (as done by Hagler et al!®) leads to H-

bonds, in some cases, which are too short!?.
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In the original Hagler et al study!®, all the nonbonded H---X (hydrozen bound
to N or O; X=any atom) van der Waals parameters were taken to be the
geometric mean of the H and X parameters. Since their study found that
this approach gave good H-bond distances, they used A=0 and B=0 for these
specific hydrogen nonbonded parameters. However, such an approach can
lead to artifacts in which H---C distances become arbitrarily short. In our
previous calculations!®!?, we had set 6-12 nonbonded parameters for H
atom—H bond acceptor atoms equal to zero and used the geometrical mean
values A;=(4;4;)'/? and B;;=(B,;B;)'/? for all other heteroatomic interactions
involving these hydrogens. Here we employ the same approach, except for H

atom—H bond acceptor, where a 10-12 function is used.
(2) ELECTROSTATIC PARAMETERS

We have used quantum mechanical calculations of the electrostatic potential
to derive charges for atoms in salient molecules, as described in detail
elsewhere!®. This method uses quantum rriechanically calculated electros-
tatic potentials to numerically fit atomic charge models. While we feel that
this is a superior method for determining such charges, the process is still
subject to three uncertainties. First, while the charges may depend upon the
conformation of the molecule used, it is impractical to possess a separate
set of charges for every conformation. Second, it is only practical to do
quantum mechanical calculations for fragments of polymers and then to
“patch” these together. Finally, the charges will differ depending on the
basis set chosen. Elsewhere!?, we have analyzed the error due to the first
problem by carrying out calculations on C3' endo and C2' endo conforma-

tions of a deoxyribose model. The polar group charges derived by a fit to the
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potential in a C2’' endo conformation were qualitatively similar to those found
with C3' endo (within 5-10%). We have analyzed the second problem by com-
paring the charges derived by ﬁt_.ting the electrostatic potential of 1-
methylcytosine, 1-aminodeoxyribose and dimethylphosphate, and "averag-
ing" the charges at the linking atoms with the charges derived from a fit of
the electrostatic potential for cytosine 3'-phosphate. Not only is the agree-
ment between the derived charges generally quite good (within 0-10%), but
the charges for atoms in the linker regions (C1’ and 03’ in the sugar) are
similar (0.500 and -0.535 on the basis of the truncated models and 0.547 and
-0.514 for cytosine 3'-phosphate). The final problem, the basis set depen-
dence of the charges, is one that is crucial to deal with. We have followed the
approach of Cox and Williams®?® (described below) and have checked the H-
bond energies derived with @hese charges for consistency with experiment
and/or accurate ab initio calculations. The use a 10-12 H-bond function, with
a well depth of 0.5 kcal/mole, enabled us to "“fine tune” hydrogen distances
by varying the repulsive R™!2 H-bond coefficient. In two cases, a small
change in the point charges was necessary to insure accurate H-bond ener-

gies and geometries (see below).
(3) BOND LENGTH AND BOND ANGLE PARAMETERS

We tobk the parameters for equilibrium bond iength, Te¢q» and bond angle,
Uq4q. from microwave and x-ray data on appropriate compounds. For exam-
pPle, 9,,(C3-C2-C3) came from the microwave structure of propane®, this
being the most appropriate source for it. We made efforts to select the
highest quality data on a reasonable reference compound, rather than less

accurate data on a particular molecule which might more closely resemble
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the fragment considered.

We were able to find suitable values for all 7, parameters in the experimen-
tal literature. Many of the K. came from normal mode calculations, in which
the K, values were varied to give the best fit to experimental frequencies of
tetrahydrofuran, dimethylphosphate, N-methylacetamide, methanol,
methanethiol, dimethylsulfide, dimethyl disulfide and benzene. We used a
linear interpolation model for the remaining bond stretching force constants
involving partial double bonded sp? atom-—sp? atom (described in the next

paragraph).

In accord with our harmonic approximation, we assume that any stretching
force constant can be calculated via a direct linear interpolation between the
"pure” C-C single bond (7,,=1.507 & K,.=337 kcal/mole &) and "pure” double
bond (r,,,=1.336 )4 K,=570 kcal/mole B). The MM2 force constant for a sin-
gle bond was taken as a fixed reference point. The pure double bond came
from the analogous carbonyl stretching K, (since C=0 and C=C possess simi-
lar stretching frequencies) calculated from our normal mode analysis of N-
methylacetamide (described below). The structural parameters were
selected from microwave data on propane and propene respectively. This
algorithm (Table II) was applied to all remaining carbon-carbon bonds,
regardless of specific atom type, in building a consistent family of stretching
force constants. Wherever applicable, we checked calculated force constants
from our normal modes analysis with predicted scaled values. For example,
our interpolation algorithm predicted a s.tretching force constant for ben-
zene (r,q=1.40 K) of 475 kcal/mole R and the calculated value, which gave

the best fit to the experimental frequencies, was 469 kcal/mole £,
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Similarly, an analogous interpolation scheme was employed for all carbon-
nitrogen bonds. The "pure" single bond N-C equilibrium distance of 1.449 R
came from Benedetti's?® structural parameter for the N-C, bond while the
K, =317 kcal/mole £ was taken from from MM2. For the pure double bond
N=C force constant, we selected Harmony's?®” microwave data on methylene
imine (7,q=1.273 &) and used the default value of 570 kcal/mole & for K.
Our algorithm predicted K;=490 kcal/mole £ for the partial C=N bond of
atom types found in the amide linkage, while the value which gave the best fit
to experimental frequencies was 488 kcal/mole R. These close correlations
support the usefulness of our interpolation method for derivation of approxi-
mate stretching force constants. In this fashion we were able to derive K.

values for all the bonds in our force field.

We should note that this choice of 570 kcal/mole gives approximatély 100-
200 cm™! too low frequency for pure C=0 and C=C double bonds, in such sys-
tems as acetone and 2-butene, where a value of K.~ 700 kcal/mole R is
required to fit the vibrational frequencies. However, the use of such a pure
C=C force constant gives a much poorer K, for benzene. Since proteins and
nucleic acids have more "aromatic” character than pure double tond C=C or

C=N, we chose to use the 570 kcal/mole )3

The development of bond angle parameters followed a similar route. We
chose initial ¥, values from experimental data on appropriate reference
compounds; e.g., ¥ for C3-C2-C3 (generally CX-C2-CX) came from the
respective angle in propane. We note that such a choice for X-C2-X indirectly
corrects for the absence of explicit hydrogens on C2. Initial values of K4 for

typical Xsp3- Xsp3-Xsp? values came from MM2, but both K, and 3, values
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were altered in our model calculations on THF, described below. Cur normal
mode calculations also played a large role in our choice of K4 values. For
example, we made the a