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Discovering Structure-Function Relationships in a Competitive
Modular Connectionist Architecture

Robbie Jacobs
Department of Psychology,
University of Rochester
Rochester, New York 14627
robbie@psych.rochester.edu

Abstract

The architectural properties of a neural
network, such as its size, shape. and
connectivity pattern, determine the
network's functional properties. From an
engineering viewpoint, discovering a
suitable architecture for a given task is
often the only way of achieving good
performance on the task. From a cognitive
science viewpoint, the study of structure-
function relationships helps in
understanding the "modular” aspects of the
mind/brain. We present a multi-network,
or modular, connectionist architecture in
which tasks are not pre-assigned to
networks. Instead networks compete for the
"right" to learn different tasks. Results
suggest that the structure of each network
biases the competition such that networks
tend to learn tasks for which their structure
is well-suited.

Experimental findings suggest that the
neural subsystem that encodes categorical
spatial relations (e.g.. on/off, above/below)
is distinct from the one that encodes metric
spatial relations (e.g., object A is 3.5 inches
away from object B). Similarly, distinct
subsystems seem to be responsible for
recognizing a visual stimulus as a member
of a category (e.g., dog) and for recognizing
a stimulus as a specific exemplar (e.g.,
Fido). Furthermore, categorical spatial
relations and category representations of
shape are encoded more effectively in the
left hemisphere, whereas coordinate spatial
relations and exemplar representations of
shape are encoded more effectively in the
right cerebral hemisphere. We have used
computer simulations of artificial neural
network models to show that differences in
receptive field sizes can promote such
organization. When visual input was
filtered through relatively small
nonoverlapping receptive fields, networks
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learned to categorize shapes relatively
quickly: in contrast. when input was filtered
through relatively large overlapping
receptive fields, networks learned to encode
specific shape exemplars or metric spatial
relations relatively quickly. In addition,
using the modular architecture described
above, networks with small inonoverlapping
receptive fields tended to win the
competition for categorical tasks whereas
networks with large overlapping receptive
fields tended to win the competition for
exemplar/metric tasks.
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