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The effects of Arctic sea-ice thickness loss and stratospheric variability on mid-latitude cold
spells
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Doctor of Philosophy in Earth System Science
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Professor Gudrun Magnusdottir, Chair

The Arctic is a key indicator of global climate change. Annual surface temperatures are

increasing at more than twice the rate of the global average, and passive microwave satellite

observations of Arctic sea-ice extent show a loss of nearly 40% over the last few decades.

Despite recent advances in climate models, availability of observations, and statistical analy-

sis, our understanding of ice-ocean-atmosphere interactions, and the teleconnections between

the Arctic and other regions, remains incomplete. Assessing the atmospheric response to the

rapid changes in Arctic sea ice will help to determine future societal impacts from climate

change, including extreme weather events in the densely populated mid-latitude regions.

The broad objective of this thesis is to improve our understanding of Arctic climate variabil-

ity. To be more specific, this dissertation will explore (i) the internal variability of Arctic

sea-ice thickness (SIT), (ii) the atmospheric response to thinning sea ice, and (iii) the role

of stratospheric and tropospheric pathways in modulating Arctic-mid-latitude teleconnec-

tions. SIT has an important effect on the Arctic energy budget, and therefore it is critical

to represent it accurately in global climate models. However, limited observations of SIT

(satellite-derived and in situ) have prevented a robust analysis of the atmospheric response
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to its spatial and temporal variability. Here, I use perturbation experiments in a high-top

atmospheric global climate model to examine the importance of stratosphere-troposphere

coupling and other causal pathways for teleconnections between Arctic sea ice and the mid-

latitudes.

Internal variability contributes to an uncertainty of 10-20 years in the timing of future mean

SIT falling below 0.5 m in a large ensemble of simulations of a fully-coupled global climate

model. This loss of SIT is found to reinforce the large-scale tropospheric response to Arctic

sea-ice concentration and contributes up to one third of the surface warming response. Using

a high-top model, the Quasi-biennial Oscillation (QBO) is found to significantly modulate the

response to Arctic sea-ice decline. The stratospheric polar vortex weakens in response to sea-

ice forcing during easterly QBO winters. However, there is little-to-no stratospheric response

to sea-ice loss during the westerly phase of the QBO. Finally, in a series of coordinated

coupled and uncoupled global climate model perturbation experiments, the “warm Arctic,

cold Siberia” temperature anomaly pattern is found to be closely related to the strength of

the Siberian High and mid-tropospheric warming response. By comparing simulations that

are directly forced with warmer temperature in the Arctic region (corresponding to projected

changes), to sea-ice forced experiments (where the forcing corresponds to the same future

time), it is shown that sea-ice loss alone is insufficient to bring about the entire thermal

signature of Arctic amplification.
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Chapter 1

Introduction

1.1 Arctic amplification

Through positive feedbacks in the climate system, the annual mean surface temperature in

the Arctic is rising more than twice as fast as the globally-averaged mean – this phenomenon

is known as “Arctic amplification” (AA; Manabe and Stouffer, 1980; Holland and Bitz, 2003;

Alexeev et al., 2005; Winton, 2006; Serreze and Francis, 2006; Serreze et al., 2009; Serreze

and Barry, 2011; Screen and Simmonds, 2010b; Cohen et al., 2014; Pithan and Mauritsen,

2014; Cohen et al., 2019). Figure 1.1 shows the zonal-mean signature of observed AA as a

function of time, with amplified surface warming found in the Arctic over the last 1-2 decades

relative to other latitudinal bands. Losses of total sea-ice concentration (SIC) and therefore

sea-ice extent (SIE) have also been observed in all months of the year (Onarheim et al., 2018;

Stroeve and Notz, 2018). Changes in sea ice and snow cover are just one of the drivers to

AA through the ice-snow-albedo feedback (Screen and Simmonds, 2010b). Large areas of

open water, which would otherwise be ice-covered, absorb more incoming solar radiation and

increase the exchange of surface (sensible and latent) heat fluxes between the ocean and at-
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Figure 1.1: Zonal-mean surface temperature anomalies using a 12-month running mean as
a function of latitude (-90◦S–90◦N) and time (1880-2020). Anomalies are calculated from a
mean 1951-1980 climatology (GISTEMPv4; Lenssen et al., 2019; GISTEMP Team, 2020).
Missing data is masked out in white.

mosphere. This heat is absorbed during summer in ice-free areas and then is released to the

atmosphere as sea ice refreezes in the fall and winter. This “delayed warming” mechanism

contributes to the largest Arctic surface air temperature trends during the fall and winter

(Screen and Simmonds, 2010a). Both thinning sea ice and loss of SIC contribute to this

larger exchange of surface heat fluxes (Screen and Simmonds, 2010a; Lee et al., 2017), which

further inhibits new sea ice growth (Markus et al., 2009). This has important implications for

resolving the seasonal Arctic energy budget and atmospheric/oceanic heat transport (Serreze

et al., 2007).
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However, the thermodynamic contributions from losses of sea ice and snow primarily con-

tribute to only surface-based AA (Kumar et al., 2010; Perlwitz et al., 2015; Cohen et al.,

2019). Accelerating warming trends are also occurring vertically-aloft into the middle-to-

upper troposphere of the Arctic (Graversen et al., 2008; Screen and Simmonds, 2011; Alexeev

et al., 2012). In addition to changes in surface albedo, other processes involving water va-

por and cloud cover (Francis and Hunter, 2007; Graversen and Wang, 2009; Ghatak and

Miller, 2013; Sedlar et al., 2011; Kay et al., 2016), mid-latitude cyclones (Higgins and Cas-

sano, 2009), lapse-rate temperature feedbacks (Bintanja et al., 2012; Pithan and Mauritsen,

2014), extreme meridional moisture transport (Woods and Caballero, 2016; Woods et al.,

2017; Yang and Magnusdottir, 2017, 2018; Messori et al., 2018), ocean heat transport (Tim-

mermans et al., 2018), and remote sea surface temperatures (SST) (Screen et al., 2012;

Perlwitz et al., 2015) have all been suggested as contributions to the recent dramatic Arctic

warming and variability in sea ice. A detailed summary of the many complexities of polar

climate feedbacks can be found in Goosse et al. (2018).

1.2 Arctic sea-ice variability

Passive microwave satellite observations, since 1978/1979, provide the most temporally-

complete record of Arctic sea-ice variability and trends during this period of AA. Many pre-

vious studies have quantified these long-term trends (e.g., Parkinson et al., 1999; Cavalieri

and Parkinson, 2012; Serreze and Stroeve, 2015; Stroeve and Notz, 2018; Serreze and Meier,

2019) with losses of SIE approaching 13% per decade during the summertime. While win-

tertime losses of SIE are smaller, long-term trends are statistically significant in all months

of the year (Stroeve and Notz, 2018). Various reconstructions of summer Arctic SIE suggest

that the current rate of decline is unprecedented in at least the last 1450 years (Kinnard
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Figure 1.2: Average annual mean sea ice extent for the Arctic (red line) and Antarctic (blue
line) from 1979 to 2019 (Sea Ice Index, version 3.0; Fetterer et al., 2017). The dashed black
lines indicate the linear (least squares) trend.

et al., 2011; Walsh et al., 2016; Zhang et al., 2018b). Figure 1.2 shows the annual mean

changes in Arctic and Antarctic SIE from 1979 to 2019. Although the rate of Arctic SIE

is clearly downward, there is a small, but statistically significant increasing trend in annual

Antarctic SIE during the satellite era (Parkinson, 2019). This increasing trend is not simu-

lated by the latest generation of global climate models (Roach et al., 2020) and remains an

interesting topic for scientific debate (e.g., Turner et al., 2013). Nevertheless, the focus of

this dissertation will be on Northern Hemisphere climate variability.

Along with losses of SIC and SIE, Arctic sea ice is becoming younger and thinner. The

average sea-ice thickness (SIT) in the central Arctic has thinned by approximately 2 m since
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the 1980s (Kwok, 2018). Further, the area of multi-year sea ice has shrunk by 50% over

the duration of the scatterometer record (Maslanik et al., 2011; Kwok, 2018). Simulated

reconstructions of Arctic SIT show that the rate of thinning is unprecedented since at least

the start of the 20th century (Schweiger et al., 2019). Increases in the length of the summer

melt season have also been observed due to changes in the melt onset and freeze onset of

sea ice (Stroeve et al., 2014b; Smith and Jahn, 2019). Nevertheless, it remains challenging

to attribute the contributions to these trends from internal variability versus greenhouse-

gas forcing. For instance, Notz and Stroeve (2016) showed a link between Arctic SIE and

cumulative anthropogenic CO2 emissions through an observed linear relationship. Yet, the

contributions from natural variability to Arctic sea-ice losses are large and range up to to

50% (Stroeve et al., 2007; Kay et al., 2011a; Stroeve et al., 2012; Ding et al., 2017, 2019).

Internal variability also contributes to substantial spatial variability in the trends of SIC

(Onarheim et al., 2018; England et al., 2019) with the largest recent declines found in the

Barents, Beaufort, Chukchi, East Siberian, and Laptev Seas (e.g., Kwok and Cunningham,

2010; Stroeve et al., 2011; Li et al., 2017; Onarheim and Årthun, 2017). In the last few

years, several extreme Arctic warming events (e.g., Boisvert et al., 2016; Moore, 2016; Gra-

ham et al., 2017; Kim et al., 2017; Binder et al., 2017; Moore et al., 2018) and rapid sea-ice

loss events (e.g., Holland et al., 2006; Döscher and Koenigk, 2013; Thoman et al., 2020) have

coincided with larger trends in winter sea-ice decline (Petty et al., 2018; Stroeve and Notz,

2018). It is still not well understand how these anomalous synoptic-scale events may impact

future AA and regional sea-ice variability (Messori et al., 2018).

Moving forward, there is a lot of interest in the timing of an “ice-free” (less than 1 million

km2) Arctic summer (Overland and Wang, 2007, 2013), especially in relation to levels of

1.5◦C and 2◦C of global warming above pre-industrial levels (Mahlstein and Knutti, 2012;

Sigmond et al., 2018; Jahn, 2018; Screen, 2018). The recent declining trend in average Arctic

SIE is generally within the multi-model ensemble spread, but lower than the multi-model

5



mean (Stroeve et al., 2007; Notz et al., 2020). Again, this may be due internal variability

(Swart et al., 2015) or model biases (Rosenblum and Eisenman, 2017). Regardless of emission

scenario, nearly all of the next generation of global climate models simulate the first “ice-free”

Arctic summer before 2050 (Notz et al., 2020).

1.3 Local and remote impacts of Arctic warming

To understand the physical mechanisms between AA and the mid-latitude atmospheric cir-

culation in the presence of a limited (spatially and temporally) observational record, we need

to use general circulation model (GCM) simulations. At the same time, separating the forced

response (signal) from internal variability (noise) remains a difficult challenge in evaluating

climate change and variability (Hawkins and Sutton, 2012; Deser et al., 2012; Thompson

et al., 2015; Barnes et al., 2019; Deser et al., 2020; Hawkins et al., 2020; Lehner et al., 2020).

Moreover, uncertainties and biases in global climate models, along with their representation

of atmospheric internal variability (Knutson et al., 2013; Lehner et al., 2020), create addi-

tional challenges in detecting the signal-to-noise ratio (Mahlstein et al., 2012; Hawkins et al.,

2020).

Substantial variability in Arctic temperature and sea ice can be found on decadal and multi-

decadal time-scales (Johannessen et al., 2004; Zhang et al., 2008; Zhang, 2015; Tokinaga

et al., 2017). While further sea-ice loss and surface warming is expected to continue through

the 21st century, there remains a large spread in global climate model projections (Liu et al.,

2013; Barnes and Polvani, 2015) due to model uncertainties, different emission scenarios,

and internal variability. As previously mentioned, global climate models have generally

underestimated the rate of SIE loss over the last decade when compared with satellite ob-

servations (Stroeve et al., 2012; Wang and Overland, 2012; Notz et al., 2020). But models
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that are consistent with actual observations may not even be simulating the right physical

processes (Rosenblum and Eisenman, 2017). It is therefore important to address how the

forced response (from greenhouse gas emissions) and atmospheric internal variability may

be having a role in characterizing Arctic climate variability when using global climate models.

The first evidence of linkages between the Arctic and mid-latitudes appeared in early GCM

experiments nearly 50 years ago (Newson, 1973; Warshaw and Rapp, 1972). After removing

Arctic sea ice from the polar cap in a simple GCM, Newson (1973) found a weakening of

the mid-latitude westerlies and dynamical cooling response over North America and Eurasia.

Since then, there has been widespread scientific interest in understanding the relationships

between Arctic sea-ice loss, polar warming, and the response of the mid-latitude circula-

tion. While there have been countless review papers and perspective pieces in the last few

years, there remains little-to-no agreement on how the Arctic may be linked to mid-latitude

weather and climate (see within: Vihma, 2014; Cohen et al., 2014; Barnes and Screen, 2015;

Overland et al., 2016; Francis, 2017; Francis et al., 2017; Screen, 2017a; Screen et al., 2018a;

Cohen et al., 2018; Screen et al., 2018b; Vavrus, 2018; Coumou et al., 2018; Smith et al.,

2019; Cohen et al., 2019).

Several dynamical pathways have been proposed for teleconnections propagating out of the

Arctic during winter (Cohen et al., 2014, 2018), including but not limited to, a tropospheric

pathway through the modulation of stationary Rossby waves excited in the vicinity of the

Barents-Kara Seas region (e.g., Honda et al., 2009), a downward propagation of anomalies

projecting onto the North Atlantic/Arctic Oscillation ((N)AO) due to a warming of the

stratospheric polar vortex (e.g., Kim et al., 2014), a weakening and increase in amplitude

of the eddy-driven jet due to a reduction in the horizontal thickness gradient (e.g., Francis

and Vavrus, 2012), or a combination of all of these interactions (e.g., Peings and Magnus-
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dottir, 2014). However, teleconnections between the Arctic and mid-latitudes do not occur

in isolation. While the response to AA has been proposed to shift the eddy-driven jet equa-

torward (Blackport and Kushner, 2017), upper-troposphere tropical warming (UTW), due

to greenhouse-gas forcing, has the tendency to shift the jet poleward. This dynamical “tug-

of-war” (between AA and UTW) complicates projections of changes in the strength and

position of the polar jet due to climate change (Harvey et al., 2014; Barnes and Polvani,

2015; Shaw et al., 2016; Peings et al., 2018; Zappa et al., 2018; Peings et al., 2019). Due to

these uncertainties, global climate models continue to simulate a wide-range of extratropical

circulation responses to climate change over the 21st century (Shepherd, 2014).

To first isolate the effect of Arctic climate change, many studies have performed numerical

modeling experiments by prescribing changes in sea ice boundary conditions (e.g., Alexander

et al., 2004; Deser et al., 2004; Magnusdottir et al., 2004; Deser et al., 2010; Petoukhov and

Semenov, 2010; Blthgen et al., 2012; Porter et al., 2012; Screen et al., 2013; Mori et al.,

2014; Peings and Magnusdottir, 2014; Screen et al., 2014; Semmler et al., 2016a; Screen,

2017b; England et al., 2018). Although there are a few robust similarities between these

studies, such as a weakening of the mid-latitude westerlies, increases in local near-surface air

temperature and precipitation, and a strengthening of the Siberian High, there are also large

uncertainties in the remote response due to model structural biases, (lack of) interactive

ocean coupling, and differences in surface forcing. Further, internal variability and the

choice of statistical methods to examine the mid-latitude circulation response can lead to

contrasting interpretations of Arctic-mid-latitude linkages (e.g., Francis and Vavrus, 2012;

Barnes, 2013; Ayarzagüena and Screen, 2016; Cattiaux et al., 2016; Kretschmer et al., 2017;

Mori et al., 2019; Screen and Blackport, 2019b; Blackport and Screen, 2020; Yu et al., 2020).

In summary, quantifying future Arctic climate change and its remote impacts are challenging

problems in the field of climate dynamics.
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1.4 Scope and organization of dissertation

The purpose of this dissertation is to improve our understanding on the connections be-

tween Arctic sea-ice variability and the extratropical atmospheric circulation in boreal win-

ter. Despite recent advances in climate models, statistical methods, and observational data

sets, there is still no consensus on weather and climate linkages between the Arctic and

mid-latitudes. Motivated by these contrasting results, this thesis uses a series of state-of-

the-art GCM perturbation experiments to improve our understanding on the causal and

physical mechanisms supporting these linkages. In particular, this evaluation provides the

first comprehensive overview on the influence of Arctic SIT variability and the QBO in ex-

plaining the atmospheric response to sea-ice decline. The results of this dissertation have

implications for advancing our knowledge on complex (non)linear interactions important for

stratosphere-troposphere coupling, refining future climate model projections of extratropical

climate variability, and improving our understanding on the effects of Arctic warming and

sea-ice loss in a warming world.

The introduction (Chapter 1) is intended to provide an accessible overview with broad ref-

erences on Arctic climate change and the challenges in linking the Arctic to lower-latitude

weather and climate. Comparatively, the other chapters will provide more specific introduc-

tions behind the targeted climate model experiments used in each study.

In Chapter 2, I present a comprehensive overview of historical and future Arctic sea-ice

thickness variability in a collection of observational and modeled data sets. I first compare

the spatial variability, temporal variability, and long-term trends of Arctic sea-ice thickness

in submarine data and satellites (ICESat and CryoSat-2) to a reanalysis-like product (PI-

OMAS). After validating PIOMAS with historical observations, I compare this reanalysis
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product to the Community Earth System Large Ensemble Project (LENS) using empirical

orthogonal function (EOF) analysis. This research is one of the first to make use of an

initial-condition large ensemble to assess the internal variability of Arctic sea-ice thickness.

Finally, I evaluate changes in the variability and mean-state of Arctic sea-ice thickness in

LENS through the 21st century. Specifically, I look at the timing of a future “ice-free” Arctic

summer in different marginal seas by considering both sea-ice thickness and sea-ice volume.

Overall, I address the following questions in this chapter:

i How well do satellite and submarine observations of Arctic sea-ice thickness compare to

a coupled ice-ocean model assimilation system (PIOMAS)?

ii Using a large ensemble conducted with a fully-coupled global climate model, how will the

spatial and temporal variability of Arctic sea-ice thickness change over the 21st century?

iii What is the role of regional sea-ice thickness variability for predicting a future “ice-free”

Arctic summer?

This work is published in Journal of Climate.

Labe, Z.M., G. Magnusdottir, and H.S. Stern (2018), Variability of Arctic sea-

ice thickness using PIOMAS and the CESM Large Ensemble, Journal of Climate,

31(8), 3233-3247, doi: 10.1175/JCLI-D-17-0436.1.

Building off of the results in Chapter 2, in Chapter 3, I analyze the effect of including sea-ice

thickness variability in global climate model perturbation experiments. Specifically, I con-

duct a series of perturbation experiments using a high-top model to quantify the relative

contributions from sea-ice concentration and sea-ice thickness anomalies on the total atmo-

spheric response to Arctic sea-ice decline. The relative contributions are evaluated using

pattern correlations for both the surface and free troposphere/stratosphere responses. The
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effects of sea-ice thickness anomalies on linear wave interference and stratosphere-troposphere

coupling are also considered. Overall, I address the following questions in this chapter:

i Is knowledge of Arctic sea-ice thickness variability important for resolving the large-scale

atmospheric response to Arctic sea-ice decline in climate models?

ii Does the effect of Arctic sea-ice thickness loss reinforce the response to sea-ice concen-

tration anomalies?

iii What is the relationship between regional Arctic sea-ice thickness anomalies and the

response of the stratospheric polar vortex?

This work is published in Geophysical Research Letters.

Labe, Z.M., Y. Peings, and G. Magnusdottir (2018), Contributions of ice thick-

ness to the atmospheric response from projected Arctic sea-ice loss, Geophysical

Research Letters, 45(11), 5635-5642, doi :10.1029/2018GL078158.

To better understand the role of the stratosphere in Arctic-mid-latitude linkages, in Chap-

ter 4, I examine the influence of the Quasi-biennial Oscillation (QBO) in modulating the

atmospheric response to Arctic sea-ice loss in boreal winter. Specifically, I conduct a series

of large ensemble experiments using a high-top model with a prescribed repeating cycle of

the QBO and then composite the responses to sea-ice anomalies by the easterly and westerly

phases of the QBO. I propose a chain of physical mechanisms that explain how the QBO

modulates the surface response and discuss the importance of the background state in sea

ice perturbation experiments. This study is the first to investigate a connection between the

phase of the QBO and the large-scale atmospheric response to Arctic sea-ice melt. Overall,

I address the following questions in this chapter:
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i What is the role of the Quasi-biennial Oscillation (QBO) in modulating teleconnections

related to Arctic sea-ice forcing in perturbation experiments?

ii How does the QBO affect the “warm Arctic, cold Siberia” temperature anomaly pattern

in response to sea-ice decline?

iii Are the effects of the QBO sensitive to the magnitude of surface forcing?

This work is published in Geophysical Research Letters.

Labe, Z.M., Y. Peings, and G. Magnusdottir (2019), The effect of QBO phase

on the atmospheric response to projected Arctic sea-ice loss in early winter,

Geophysical Research Letters, 46(13), 7663-7671, doi :10.1029/2019GL083095.

In Chapter 5, I conduct and analyze a large collection of coordinated atmospheric and

coupled global climate model perturbation experiments associated with the new Polar Am-

plification Model Intercomparison Project (PAMIP), which is contributing to the the sixth

phase of the Coupled Model Intercomparison Project (CMIP6). To understand the role of

mid-tropospheric warming on Arctic-mid-latitude teleconnections, I compare the sea ice-only

forcing experiments in PAMIP to simulations that use a nudging method to prescribe the

full effect of future Arctic amplification. Specifically, I describe an emergent relationship

between the response of the high-latitude 1000-500 hPa atmospheric thickness layer and a

strengthening of the Siberian High. The results of this analysis have implications for un-

derstanding the “warm Arctic, cold Siberia” temperature anomaly pattern in future climate

model projections. Overall, I address the following questions in this chapter:

i What are the differences in the vertical extent of warming between climate model exper-

iments prescribed with sea-ice anomalies compared to experiments nudged with Arctic

amplification forcing?
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ii Are the responses to increasing levels of Arctic amplification linearly additive in the

troposphere and stratosphere?

iii What is the relationship between middle-to-upper tropospheric Arctic warming and cold

surface temperature extremes in eastern Asia?

This work is in review at Geophysical Research Letters.

Labe, Z.M., Y. Peings, and G. Magnusdottir (2020), Warm Arctic, cold Siberia

pattern: role of full Arctic amplification versus sea-ice loss alone, under review

at Geophysical Research Letters.

In Chapter 6, I summarize the main findings of this thesis. I also provide a brief discussion on

future directions for work in resolving Arctic-mid-latitude linkages, particularly in climate

model studies. Note that work in Chapters 2, 3, and 4 are slightly modified versions of

previously published journal articles. A list of references for all chapters and an appendix

can be found at the very end of the dissertation.
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Chapter 2

Variability of Arctic sea-ice thickness

using PIOMAS and the CESM Large

Ensemble

As appears in:

Labe, Z.M., G. Magnusdottir, and H.S. Stern (2018), Variability of Arctic sea-ice thickness

using PIOMAS and the CESM Large Ensemble, Journal of Climate, 31(8), 3233-3247, doi:

10.1175/JCLI-D-17-0436.1.

Abstract

Due to limited high quality satellite and in situ observations, less attention has been given

to the trends in Arctic sea-ice thickness and therefore sea-ice volume than to the trends in

sea-ice extent. This study evaluates the spatial and temporal variability in Arctic sea-ice

thickness using the Pan-Arctic Ice-Ocean Modeling and Assimilation System (PIOMAS).
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Additionally, the Community Earth System Model Large Ensemble Project (LENS) is used

to quantify the forced response and internal variability in the model. A dipole spatial

pattern of sea-ice thickness variability is shown in both PIOMAS and LENS with opposite

signs of polarity between the East Siberian Sea and near the Fram Strait. As future sea ice

thins, this dipole structure of variability is reduced, and the largest interannual variability

is found only along the northern Greenland coastline. Under a high emissions scenario

(RCP8.5) projection, average September sea-ice thickness falls below 0.5 m by the end of

the 21st century. However, a regional perspective shows internal variability contributes to

an uncertainty of 10 to 20 years for the timing of the first September sea-ice thickness less

than 0.5 m in the marginal seas.

2.1 Introduction

Climate in the Arctic is undergoing rapid change as the Arctic mean surface temperature is

rising at twice the rate of the global mean surface temperature. Accompanying this Arctic

Amplification is a widespread loss of Arctic sea ice. Quality observations of sea-ice concen-

tration (SIC) and therefore total sea-ice extent (SIE) are available from satellites covering

the entire Arctic from 1979. Observations of sea-ice thickness (SIT) are very scant by com-

parison (e.g., Lindsay and Schweiger, 2015). In terms of affecting surface turbulent heat

fluxes in the Arctic and therefore allowing communication between the atmosphere and the

underlying ocean, variability in SIC, or the fraction of the grid cell that is covered by sea

ice, is more important than SIT. However, it is not clear how sensitive the atmosphere is to

variability in SIT. Previous studies of the effects of sea ice forcing in an atmospheric global

climate model (e.g., Peings and Magnusdottir, 2014) have shown that the atmosphere is quite

sensitive to the spatial pattern of SIC forcing. Certain spatial patterns of surface forcing in

late fall or early winter will excite Rossby waves that may constructively interfere with the
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climatological stationary waves leading to perturbations of the stratospheric polar vortex.

These perturbations may affect the tropospheric flow some weeks later or in late winter (Pe-

ings and Magnusdottir, 2014). It is reasonable to assume that the same may apply to SIT

forcing, especially when perturbations are enforced in areas of thin ice where the heat flux

response is greater. Indeed, Lang et al. (2017) find that thinning Arctic sea ice is a driver

of changes in surface heat flux and may locally contribute to surface warming of up to 1◦C

per decade in winter. The issue of the relative importance of SIT forcing compared to SIC

forcing remains to be quantified. In this paper, we prepare the groundwork for exploring

this issue by examining SIT variability.

Since SIT observations remain scant, we resolve to using a sea-ice/ocean, model-produced

SIT data set, hereafter referred to as PIOMAS (Pan-Arctic Ice Ocean Modeling and Assim-

ilation system; Zhang and Rothrock, 2003). Surface meteorological fields (e.g., temperature

and wind) as well as sea surface temperature, sea-ice velocity, and SIC are assimilated into

PIOMAS, but not the scarce SIT data that are available. PIOMAS output in turn provides

temporal and spatial coverage of SIT over the last several decades. Numerous studies (e.g.,

Schweiger et al., 2011; Laxon et al., 2013; Zygmuntowska et al., 2014; Stroeve et al., 2014a;

Wang et al., 2016) have evaluated and compared the satellite and model-based products for

their representation of SIT. While PIOMAS is model-produced or a reanalysis product, it

provides a spatially and temporally complete simulation of Arctic SIT over the satellite era

(from 1979).

Global climate model simulations of SIT, such as from the latest Coupled Model Intercom-

parison Project (CMIP5), indicate significant model uncertainty in the spatial distribution

and variability of SIT (Blanchard-Wrigglesworth and Bitz, 2014; Stroeve et al., 2014a; Melia

et al., 2015). In addition to model biases and intermodel spread, internal variability con-
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tributes to large uncertainties in future Arctic climate conditions including SIT (e.g., Kay

et al., 2011b; Swart et al., 2015; Jahn et al., 2016; Swart, 2017; Yang and Magnusdottir,

2018). We can address internal variability by using output from the recent Community

Earth System Model Large Ensemble project (CESM-LENS; Kay et al., 2015). We use forty

ensemble members of climate simulations for the twentieth and twenty-first centuries. The

CESM is a later version of the model than the one that contributed to the CMIP5, and its

atmospheric component (CAM5) has superior representations of physical processes in the

Arctic and was the version used by Peings and Magnusdottir (2014). By averaging over all

ensemble members, we estimate the forced signal in the climate system as internal variability

has the characteristics of white noise. Here we assess pan-Arctic spatial and temporal vari-

ability of SIT in the LENS over the historical period (1920-2005) and in future projections

(2006-2080) under a high emissions scenario (RCP8.5).

This paper is organized as follows. Section 2 describes SIT observations from submarine and

satellite platforms, SIT from PIOMAS, and SIT data from LENS. Section 3 describes the

methods of analysis. Results are presented in Section 4. In Section 4a, we assess the spatial

and temporal variability of SIT from PIOMAS and compare with observational SIT prod-

ucts. In Section 4b, we evaluate trends and variability from the start of the historical LENS

simulations (1920) through the PIOMAS record (until 2015). We also compare regional

SIT measures/estimates between PIOMAS and LENS. In Section 4c, we investigate future

projections of SIT, including the spatial patterns of sea ice thinning. Section 5 contains a

summary of our study and some concluding remarks.

17



2.2 Data

Observations of sea-ice thickness (SIT) remain very sparse compared to observations of sea-

ice concentration (SIC), which have a continuous satellite record from 1979 to the present.

SIT is not measured directly by satellite, rather it is freeboard that is measured, or the

height of the sea ice above the ocean surface, from which SIT may be calculated given the

depth of snow on top of the sea ice and hydrostatic equilibrium. The one satellite mission

(ICESat) evaluating SIT does not provide continuous measurements, rather they only offer

readings over two periods of the annual cycle, close to the minimum SIT in fall and close to

the maximum SIT in spring. While the other satellite mission (CryoSat-2) provides weekly

and monthly data, its SIT estimates are only available during the cold season due to melt

pond formation in the summertime. Only observations from submarines offer direct mea-

surements of SIT, but those measurements are limited by small areal extent and sporadic

temporal coverage. We are left with model generated fields for assessment of SIT for climate

studies. Model assimilated products or reanalysis of SIT offers the aerial and temporal cov-

erage that is required for a climate study over the observational period of SIC. For insight

about possible SIT later in this century we call on the CESM large ensemble. By averaging

over all 40 ensemble members we get a good approximation of the forced signal towards the

end of the century, albeit from one climate model. Below, we further discuss each of these

sources of SIT data.

2.2.1 Submarine

Submarine SIT data were retrieved from upward-looking sonar (ULS) instruments during

missions in the 1980s and 1990s (Lindsay, 2010). We utilize gridded ULS data from 1986 to

1994 (available from http://nsidc.org/data/NSIDC-0690/versions/1). SIT in this data
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set were interpolated onto a 100 km EASE grid (Brodzik et al., 2012) by averaging thick-

nesses within 70 km of a grid cell. A more comprehensive archive of ULS and mooring data

(Unified Sea-Ice Thickness Climate Data Record) is provided by the University of Washing-

ton Polar Science Center (Lindsay, 2010).

2.2.2 ICESat and CryoSat-2

The poor spatial and temporal coverage of satellite data of Arctic SIT remains a significant

challenge. Retrieved from its Geoscience Laser Altimetry System (GLAS), NASA’s ICESat

provided one of the first estimates of near pan-Arctic SIT measurements during 10 campaigns

from 2003 through 2009. SIT is calculated from freeboard measurements following the meth-

ods of Kwok and Cunningham (2008) and Kwok and Rothrock (2009). Additionally, another

data set of ICESat SIT is available from the NSIDC (available at http://nsidc.org/data/

docs/daac/nsidc0393_arctic_seaice_freeboard/index.html) following the slightly dif-

ferent calculation of freeboard to SIT by Zwally et al. (2002). We focus on the JPL gridded

data set (available at https://rkwok.jpl.nasa.gov/icesat/index.html) and therefore

denote it as “ICESat-J.” We have elected to use the JPL product of gridded SIT as its

uncertainties have been widely assessed in prior comparisons (e.g., Kwok and Cunningham,

2008; Zygmuntowska et al., 2014). The ICESat campaigns (≈ 34 days each) were selected to

correspond with the climatological maximum (spring) and minimum (autumn) SIT. Thick-

ness is derived from laser altimeter satellite measurements of freeboard (height of the ice

above the ocean surface) and assuming hydrostatic equilibrium. Snow depth is estimated

following the methods of Kwok and Cunningham (2008) by constructing daily snow fields

from ECMWF snow accumulation. Zygmuntowska et al. (2014) provides a comprehensive

overview of the uncertainties in these derived SIT estimates from ICESat.
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The ESA launched the CryoSat-2 satellite in 2010, which similarly uses a radar altimetry

system to measure freeboard and then further derives into SIT (Laxon et al., 2013) given the

assumptions above. Again, biases and uncertainties may arise from snow and ice density cal-

culations along with estimating the snow-ice interface. Laxon et al. (2013) finds a difference

of 0.1 m in SIT when averaged over the Arctic domain compared to in situ observations.

CryoSat-2 provides weekly and monthly data, but not in the summertime as a result of inac-

curacies from radar backscattering over melt ponds. CryoSat-2 snow depth on multiyear ice

is estimated from Warren et al. (1999). However, snow depth on first year ice is calculated

from 50% of the Warren et al. (1999) snow depth estimates (Laxon et al., 2013). Considering

the various methods and data sets, snow depth remains one of the greatest uncertainties in

deriving SIT from freeboard altimetry measurements. In many cases, only climatological

values of snow depth and densities of sea ice and snow are used in these estimations. Due

to variable weather conditions in the Arctic, these climatologies may not be representative

of the actual snow depth on top of ice.

2.2.3 PIOMAS

PIOMAS is a coupled ice-ocean model assimilation system (Zhang and Rothrock, 2003)

forced by NCEP/NCAR reanalysis. Monthly SIT, SIC, and snow depth output fields are

available from 1979. PIOMAS couples the Parallel Ocean Program ocean model (Smith

et al., 1992) with a 12-category thickness and enthalpy sea-ice model (Zhang and Rothrock,

2003). The atmospheric forcing includes 2 m surface air temperature, 10 m surface winds,

cloud fraction, and downwelling longwave radiation. Downwelling shortwave radiation is

calculated following the methods of Parkinson and Washington (1979) using 2 m surface air

temperature and cloud fraction. It should be noted that ice-ocean models (like PIOMAS)

do not have an atmospheric model component and therefore are subject to inaccuracies
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from the forcing reanalysis data (Hunke and Holland, 2007; Lindsay et al., 2014). Using

PIOMAS forced by four different global reanalysis data sets, Lindsay et al. (2014) found

a range in estimates of simulated sea-ice volume (SIV) trends, especially before any model

bias correction is applied to each data set. Despite differences in the total trends of SIV,

these simulations produced similar spatial patterns of SIT. PIOMAS has the capability of

assimilating SIC, sea-ice velocity (Lindsay and Zhang, 2006), and sea surface temperature

following the methods of Manda et al. (2005). However, PIOMAS does not currently as-

similate any satellite SIT data. Snow depth is estimated from NCEP/NCAR precipitation,

and Lindsay and Schweiger (2015) estimate the uncertainty to be approximately 0.1 m. The

model is available on a generalized orthogonal curvilinear coordinate system with a mean

resolution of 22 km with the highest resolution over the Greenland Sea, Baffin Bay and

eastern Canadian Arctic Archipelago.

PIOMAS has been extensively validated with satellite, submarine, airborne, and in situ ob-

servations (e.g., Zhang and Rothrock, 2003; Schweiger et al., 2011; Laxon et al., 2013; Stroeve

et al., 2014a; Wang et al., 2016) and compared well with these observations. Schweiger et al.

(2011) found a less than 0.1 m mean difference and high pattern correlation (r > 0.8) between

PIOMAS and ICESat SIT fields. Stroeve et al. (2014a) and Wang et al. (2016) found that

PIOMAS overestimates thin ice and underestimates thick ice when compared with a variety

of different observational data sets. Blanchard-Wrigglesworth and Bitz (2014) also show that

PIOMAS and other ice-ocean models have damped variability due to their thermodynamic

and dynamic mechanisms on simulated SIT, which may lead to its narrower distribution.

While PIOMAS sea-ice fields are model-generated and sensitive to atmospheric reanalysis

forcings, the spatial patterns, seasonal cycle, and trends in SIT and SIV are realistically re-

produced. A closer analysis of PIOMAS uncertainty can be found by Schweiger et al. (2011).

They find a SIV trend of −2.8×103 km3 decade−1 (1979-2010) and estimate the uncertainty

at 1 × 103 km3 decade−1. Comparing PIOMAS with available March and October ICESat
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and CryoSat-2 data also demonstrates that PIOMAS may underestimate the trend in SIV

loss (Schweiger et al., 2011).

While ICESat and CryoSat-2 provide recent satellite observations of SIT, their limited tem-

poral availability (≈ 5 years each) and limited areal coverage of SIT restrict the ability to

quantify the interannual variability and long-term trends in the SIT and SIV records. Ad-

ditionally, it has been shown (e.g., Zygmuntowska et al., 2014) that large uncertainties and

biases may exist between satellite methods for ice age, ice density, and snow depth when

deriving SIT. PIOMAS closely compares with observational (submarine and satellite) SIT

spatial patterns and average SIT.

2.2.4 CESM Large Ensemble Project

To assess internal variability of Arctic SIT, we use the CESM Large Ensemble (LENS) con-

sisting of 40 ensemble members covering 1920 to 2100. Each ensemble member is run with

the fully coupled CESM1.1 model, forced using historical data from 1920 to 2005, and then

followed by a RCP8.5 scenario from there on to 2100. The large number of ensemble mem-

bers is useful in characterizing the internal variability in the climate system, and thereby

isolating the forced signal.

Previous studies (e.g., Stroeve et al., 2014a) evaluated SIT from CMIP5, which contains a

large number of models each one with different climate sensitivity and amplitude of feedback

mechanisms leading to a very different Arctic Amplification (e.g., Andrews et al., 2012). The

studies suggest that uncertainties due to model biases as well as internal variability need to

be considered in order to realistically represent Arctic SIT. Here, we use a single climate
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model (the CESM), but one that has been widely used in climate studies. By averaging over

multiple ensemble members, we can largely eliminate internal variability. Recent studies

have assessed SIE trends and SIC variability in LENS and show strong internal variability

among ensemble members (e.g., Barnhart et al., 2015; Swart et al., 2015; Yang and Magnus-

dottir, 2018). In this study, we evaluate the patterns of SIT variability during the satellite

period and 20th century using PIOMAS and LENS, respectively. We also consider future

projections of SIT in LENS. It is the first study to comprehensively evaluate SIT variability

in LENS.

2.3 Methods

We compare submarine, satellite products (ICESat-J and CryoSat-2), and PIOMAS on 100

km EASE grids, masked by their respective spatial coverage domain. CryoSat-2 covers the

entire Arctic basin. In contrast, the ICESat-J SIT data are not available over the Atlantic

sector of the Arctic Ocean, including portions of the Barents and Kara Seas. The ULS sub-

marine data are limited in coverage to the region just north of Greenland.

We compare SIT between the observational products and PIOMAS without considering SIC

(therefore, SIT is averaged over the entire grid cell). However, for comparing the two model-

produced SIT data sets (PIOMAS and LENS), we use the effective SIT (heff = SIT · SIC

[0,1]). The difference between these two methods of assessing SIT is largest during fall and

mostly confined to the outer marginal seas (generally < 1 m).
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Average SIT is estimated by area weighting SIT for grid cells with a thickness of at least 0.15

m north of 65◦N. The 0.15 m mask excludes grid cells with largely open sea water. Thus,

total SIV in LENS and PIOMAS is computed by:

SIV =
∑
i

heffiai (2.1)

where, heff is the effective thickness and ai is the area of the grid cell. All sea ice calculation

estimates are on monthly time scales.

Data comparing PIOMAS and LENS are regridded onto a common 1◦ latitude x 1◦ longitude

spacing using a piecewise linear interpolation method. We apply EOF analysis to monthly

linearly detrended SIT fields in LENS and PIOMAS using the Dawson (2016) Python pack-

age. EOF analysis in LENS is performed by appending all of the ensemble members together.

Before computing EOFs, the SIT fields are weighted by the square root of the cosine of their

latitude to account for converging meridians towards the pole. To examine regional SIT

variability, we further divide the Arctic Ocean into six sub-domains chosen by similar mean

spatial SIT (north of 65◦N). These areas are shown in Figure A.1 and represent the following:

Central Arctic Basin (north of 85◦N), northern Canadian Arctic Archipelago and Greenland

coast, Beaufort and Chukchi Seas, East Siberian Sea, Laptev Sea, Barents and Kara Seas.

Areas in the outer marginal seas such as Bering Sea, Baffin Bay, Sea of Okhotsk and the

southern Canadian Arctic Archipelago are excluded as sea-ice cover is generally only present

in winter.
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2.4 Results

2.4.1 PIOMAS and observational sea-ice thickness data

In a similar method to the SIE visualizations in Parkinson and DiGirolamo (2016), Figure

2.1 uses a color gradient to show PIOMAS SIV anomalies over the 1979 to 2015 period, using

1981-2010 as climatology. The overall volume rankings from highest (rank of 37) to lowest

(rank of 1) are also displayed for each month in the time series. For instance, a ranking of

“1” is the lowest total SIV for that respective month over the time series. While there is

considerable interannual variability, there is a net loss of SIV in every month of the year

during the satellite era. More recently, since 2007, SIV anomalies are greatest in summer

(JJA). This is in contrast to the recent greatest total SIE anomalies (and largest variability)

in September, which is the climatological end of the melt season (Serreze and Stroeve, 2015;

Serreze et al., 2016). A study by Bushuk et al. (2016) found that this enhancement of the

summertime anomaly is driven by a positive feedback between SIT and ice-albedo and is

affected by melt pond formation, snowfall, and SIC.

To compare the depiction of SIT distributions in the various datasets, we show violin plots of

their March SIT in Figure 2.2. Violin plots are useful in visualizing a kernel density estimate

to show the shape of the distribution on each side of the center axes. Each observational prod-

uct is compared with PIOMAS over the relevant period (shown in brackets on the left-hand

side) and spatial domain (shown in the right-hand column). The means of the distributions

are shown by black bold ticks. The difference in mean SIT between the various observational

products and PIOMAS is in all cases less than 0.4 m. A larger range in ICESat-J’s March

SIT values is found. However, this difference may in part be due to an overestimation of SIT

near Greenland from ICESat-J due to the choice of sea-ice density (Zygmuntowska et al.,

2014). Greater variability is found in both submarine and ICESat-J estimates with stan-
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Figure 2.1: PIOMAS Arctic sea-ice volume anomalies (color gradient) for each month over
the period from 1979 to 2015. The 37 years are ranked (black numbers) for each month
by total volume; therefore, “1” identifies the lowest sea-ice volume in the 37-year record for
each individual month.

dard deviations of 0.96 m and 0.91 m when compared with PIOMAS of 0.61 m and 0.64 m,

respectively. Standard deviations are similar in CryoSat-2 and PIOMAS and correspond to

0.71 m and 0.70 m. Overall, the closest agreement is found between CryoSat-2 and PIOMAS.

Comparing spatial differences between gridded SIT in the various observations suggests PI-

OMAS consistently underestimates in regions of thicker ice and overestimates in regions of

thinner ice. This is particularly noticeable in the comparison of gridded submarine and

ICESat-J with PIOMAS SIT over the region of climatologically thickest ice north of Green-

land and along the coastline in the Greenland Sea (not shown). These results are consistent
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Figure 2.2: Violin plots showing distributions (left column) of March sea-ice thickness from
PIOMAS and three observational datasets, each plotted over the years of operation of the
observation platform. On left from top: PIOMAS and submarine (1986-1994); middle:
PIOMAS and ICESat-J (2004-2009); bottom: PIOMAS and CryoSat-2 (2011-2015). The
domain that the three different observation platforms cover is shown on the right. Data are
interpolated onto a common 100 km EASE-Grid. The mean is indicated by a bold black line
in each violin plot.

with earlier studies (e.g., Schweiger et al., 2011; Laxon et al., 2013; Stroeve et al., 2014a;

Wang et al., 2016).

PIOMAS produces a similar SIT spatial distribution compared with submarine and satellite

data. While there are small regional differences as previously noted, all SIT comparisons

show reasonable agreement over space and time and support the use of a PIOMAS climato-

logical record. Henceforth, we will use PIOMAS SIT for our analysis. Additional information
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about PIOMAS SIT uncertainties and biases are detailed in Schweiger et al. (2011).

We calculated linear (least squares) SIT trends over overlapping 10-year periods from 1980

to 2015 (not shown). Shorter periods over the PIOMAS time series reveal large variability

in SIT trends, particularly across the Beaufort, Chukchi, and East Siberian Seas. However,

over the entire time series (1979-2015), decadal trends shown by season in Figure 2.3 indicate

an extensive thinning of sea ice across the Arctic Ocean basin in all seasons and especially

north of the Canadian Arctic Archipelago and in the East Siberian Sea.

Figure 2.3: Linear trends in PIOMAS sea-ice thickness (SIT) from 1979 to 2015 in m decade−1

calculated over each season. Contour intervals are 0.1 m decade−1.
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We evaluate interannual variability of SIT in PIOMAS, as in Blanchard-Wrigglesworth and

Bitz (2014), by calculating standard deviation of linearly detrended monthly thickness, here

for each season, shown in Figure 2.4. The greatest variability is found along the coastlines,

especially north of the Canadian Arctic Archipelago and in the East Siberian Sea, during all

seasons. Areas of thicker ice (such as north of Greenland) often have higher variability. The

lowest variability in all seasons is found in the central Arctic basin.

Figure 2.4: Standard deviations (m) of sea-ice thickness averaged for each season. The
monthly sea-ice thickness at each grid point is first linearly detrended before calculating the
standard deviation. Contour intervals are 0.1 m.
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2.4.2 Regional sea-ice thickness variability (1920-2015)

We use the CESM large ensemble (LENS) to evaluate regional SIT variability over historical

(1920-2005) and future (RCP8.5; 2006-2080) periods (subsection 2.4.3). Previous studies

have shown that LENS realistically reproduces the interannual cycle and internal variabil-

ity of Arctic SIC (Barnhart et al., 2015; Swart et al., 2015; Jahn et al., 2016; Yang and

Magnusdottir, 2018). Our analysis is focused on SIT variability in LENS, which has not

been previously addressed. In this subsection, we combine a few years of projected LENS

(specifically 2006-15) with the part of the historical period that overlaps with PIOMAS

(1979-2015). Figure 5 compares the SIT seasonal cycle from PIOMAS with LENS over the

1979-2015 time period. The ensemble-mean of LENS overestimates SIT by 0.5 m on average

in the annual mean. All of the LENS members closely reproduce the PIOMAS SIT seasonal

cycle with only minor differences in the timing of the minimum thickness in late fall. En-

semble spread is greatest in September at approximately 0.48 m between the maximum and

minimum ensemble members and decreases to 0.32 m in May (near the SIT climatological

maximum). The difference in the spatial distribution of the annual mean SIT between the

ensemble mean of LENS and PIOMAS (1979-2015) is shown on the right-hand side of Figure

2.5. The LENS mean is thicker by more than 1 m along coastal Greenland, the northern

Canadian Arctic Archipelago, and near the New Siberian Islands in the East Siberian Sea.

These areas are located near the greatest variability expressed by PIOMAS SIT as seen in

Figure 2.4 and in areas where PIOMAS consistently underestimates thick ice along coastal

Greenland.

In Figure A.2 we assess our six defined sea-ice regions (Figure A.1) for comparisons between

LENS and PIOMAS. Comparing the differences between the historical LENS mean and PI-

OMAS in September from 1979 to 2015, we find close agreement for average SIT in the

Central Arctic Basin, the Barents-Kara Seas, and the Laptev Sea (Figure A.2). The largest
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Figure 2.5: Seasonal cycle of sea-ice thickness (north of 65◦N) calculated for PIOMAS and
LENS (left). All forty ensemble members are used for LENS, but only over the period
overlapping with PIOMAS (1979-2015). Each LENS member is denoted by a light blue line
and the ensemble mean in dark blue. The difference in mean annual SIT (right) between
the ensemble mean of LENS and PIOMAS. Contour intervals are 0.1 m.

differences are north of Greenland (> 1 m), the Beaufort and Chukchi Seas, and in the East

Siberian Sea, where the ensemble mean has thicker sea ice than PIOMAS. March differences

between the LENS mean and PIOMAS (not shown) are approximately the same magnitude

as in September for all regions.

To get a quick overview of the spatial character of September SIT in LENS and PIOMAS,

Figure 2.6 represents a composite, first from LENS over the historical period split into two

equal time periods shown in Figure 2.6a-b, for 1920-62 and 1963-2005. We also composited

September SIT in LENS so that it overlapped with the PIOMAS time period, 1980-2015.
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These are shown in Figure 2.6c (1980-97) and Figure 2.6g (1998-2015) and should be com-

pared with the equivalent field from PIOMAS shown in Figure 2.6d and 6h. The LENS

composite of projected SIT (shown in Figure 2.6e-f) will be discussed in the next subsection

(4c). There is little change in the spatial distribution of SIT in the historical LENS until the

late 1990s. From then on there is a thinning of sea ice across much of the central Arctic basin.

A comparison of the LENSPIOMAS composites and PIOMAS shows that the ensemble mean

has thicker ice extending from the central Arctic basin into the East Siberian and Laptev

Seas (Figure 2.6, two right-hand columns). Further, LENSPIOMAS has an area of thicker

sea ice extending along the east coast of Greenland from the Fram Strait. These regions of

thicker sea ice in LENSPIOMAS are present in both periods (1980-1997 and 1998-2015). In

contrast, PIOMAS only distributes its region of thicker ice (> 3 m) close to Greenland and

the northern Canadian Arctic Archipelago coast. The latter half of the PIOMAS time series

is consistent with a general thinning over all sea-ice covered areas.

To investigate regions of SIT variability in PIOMAS and the historical LENS, we use EOF

analysis to determine the primary modes of variability. The first leading mode in the histor-

ical (1920-2005) LENS (EOF1; representing 41% of the variance) is depicted in Figure 2.7

and has opposite-sign centers of action near the New Siberian Islands and close to Svalbard.

This pattern corresponds to the Northern Annual Mode (NAM) in the atmosphere, which

is the first mode of variability of the atmospheric circulation in the Northern Hemisphere

extratropics, including the Arctic, and where a positive polarity drives sea ice away from the

coast of Siberia toward the Fram Strait and leads to an increase in Arctic sea-ice divergence

(Rigor et al., 2002). The second leading mode in LENS (EOF2; representing 14% of the

variance) again has two opposite-sign centers of action: East Siberian Sea and Greenland

Sea (Fram Strait). Thus, both EOFs show a dipole in sea-ice thickness between the eastern

and western Arctic, which underscores the importance of this pattern.
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Figure 2.6: September sea-ice thickness composites from the historical and future LENS
ensemble average and from PIOMAS (right column). The LENS ensemble mean (1920-
2080) is composited over four different equal-length time periods shown in the two left-hand
columns (1920-1962, 1963-2005, 2006-2042, 2043-2080). Furthermore, for comparison with
PIOMAS, the third column shows the LENS ensemble member over 1980-1997 (top) and
1998-2015 (bottom).

For consistency with the PIOMAS temporal record, we compute EOFs from 1979 through

2015 in LENS, shown in Figure 2.7 (middle column). The first leading mode (EOF1; rep-

resenting 26% of the variance) reflects the dipole structure of two opposite-sign centers of

action, in the East Siberian to Laptev Seas and near the Fram Strait. The second leading

mode in LENS from 1979 to 2015 (EOF2; representing 17% of the variance) reflects a slightly

more homogeneous structure stretching from over the central Arctic to near Svalbard. We

also see a decrease in the percentage variance explained by the EOF1 composite in the 1979

to 2015 LENS.
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Figure 2.7: Spatial patterns of the first two leading EOF modes (top; EOF1, bottom; EOF2)
calculated from all monthly sea-ice thickness fields in the LENS historical simulations (left;
1920-2005), LENS overlapping with PIOMAS (middle; 1979-2015) and PIOMAS (right;
1979-2015). Monthly sea-ice thickness points are detrended (linearly) before computing the
EOF analysis. The percentage of explained variance is given in the upper/lower right-hand
corner for each of the EOF maps.

The first leading mode in PIOMAS (EOF1; representing 35% of the variance) shares some

common features with the east-west Arctic anomaly pattern (Zhang et al., 2000). The east-

west Arctic anomaly pattern is a sea-ice mass dipole anomaly between the Beaufort Sea and

the East Siberian and Laptev Seas region. This dipole is enhanced during strongly positive

NAM periods and acts to increase Fram export and hence, leaving significantly reduced

thickness in the eastern Arctic (Zhang et al., 2000). We see again the opposite centers of

action from near the East Siberian Sea region to the Atlantic sector. PIOMAS’s second lead-

ing mode (EOF2; representing 17% of the variance) is more homogenous, similar to LENS

(1979-2015) EOF2, but shows a larger maximum anomaly from the Beaufort Sea to the New
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Siberian Islands region.

We find that LENS captures similar patterns of spatial variability as PIOMAS shown in Fig-

ure 2.4. The largest differences reside in the Beaufort Sea and Canadian Arctic Archipelago

regions where PIOMAS’ both EOF1 and EOF2 patterns feature a maximum anomaly, which

is not present in LENS. The PIOMAS EOF1 spatial pattern is similarly captured by the

interannual variability in Figure 2.4, but extends farther from the immediate coastlines in

the East Siberian and Beaufort Seas. We show late summer (JAS) SIT variability in Figure

2.8 characterized by the standard deviation of LENS detrended SIT fields. In comparison

to PIOMAS in Figure 2.4, we see greater variability in the East Siberian Sea and less so

north of the Canadian Arctic Archipelago, but the overall spatial patterns remain similar.

A decrease in LENS SIT variability is evident with time as sea ice becomes thinner over

the Arctic Ocean. By the 2006-2042 composite in Figure 2.8, the greatest SIT variability is

confined to the coastlines of Greenland and the Canadian Arctic Archipelago.

2.4.3 LENS future projections of sea-ice thickness (2006-2080)

Some characteristics of SIT in LENS projections were highlighted in Figure 2.6e-f with sub-

stantially thinner ice across most of the Arctic Ocean as well as the corresponding future

SIT standard deviations (shown in Figure 2.8) and SIT EOFs (shown in Figure 2.7). During

the mid-2020s, September ice is generally less than 1 m, except for a small area north of

Greenland and the Canadian Arctic Archipelago. By the end of the 21st century, September

is less than 0.5 in all regions. In Figure 2.9 we show the basin-wide average SIT in LENS (all

ensemble members in grey, ensemble mean in bold) over the historical period and projected

to 2080 during the months of September (climatological minimum SIE) and March (climato-
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Figure 2.8: Standard deviations (m) of LENS sea-ice thickness averaged for July through
September (JAS). The monthly sea-ice thickness at each grid point is first linearly detrended.
LENS composites are averaged over two equal periods per historical (1920-1962 and 1963-
2005) simulation and future (2006-2042 and 2043-2080) projections along with a closer com-
parison to PIOMAS over the period they share in common (1980-1997 and 1998-2015).
Contour intervals are 0.1 m.

logical maximum SIE). Substantial spread is found in the historical simulations in September

with an average of 1.1 m between the minimum and maximum SIT ensemble members (Fig-

ure A.3). There are also several outliers at more than 0.75 m from the mean. The ensemble

spread decreases to approximately 0.5 m by 2080 between the minimum and maximum en-

semble members. Moreover, spread decreases as SIT thins over the Arctic Ocean, which

is partly due to the overall decrease in the mean SIT. As already discussed, areas of thin

ice have reduced SIT variability. PIOMAS average SIT is outside the LENS envelope and

approximately 0.5 m below the ensemble mean. Nevertheless, the rate of decline is simi-

larly captured by the ensemble mean as in PIOMAS. Ensemble spread is smaller for March
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than September at an average of 0.8 m for the historical simulations and decreases to 0.4 m

for the future projections (Figure A.3). There is minimal interannual variability in March

after 2040. This timing is also consistent with the appearances of the first “ice-free” SIE

summers in LENS; nevertheless, a large spread in this timing still remains (Jahn et al., 2016).

Figure 2.9: Time series of March (upper) and September (lower) sea-ice thickness (north of
65◦N) for LENS and PIOMAS (purple). Each LENS member indicated (gray) in addition to
their ensemble mean (blue/red lines). The dashed vertical line separates the historical from
the future LENS simulations.

A comparison of SIV (for the months September and March) between PIOMAS and LENS

shows that PIOMAS is inherently lower than the LENS ensemble mean in both months.

LENS also has greater spread between ensemble members in September than March (not

shown).
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Figure 2.10: Regional September sea-ice thickness
through the historical and future LENS time series
(1920-2080) for all ensemble members (gray lines)
and the ensemble means (bolded colored lines).
The first instance of the average sea-ice thickness
at or below 0.5 m is shown by a vertical black line.

Further, Figure A.4 shows that this in-

ternal variability contributes to a range

between the 5th and 95th percentile of

2040 to 2049 for the timing of the first

mean-September SIV dropping below

1000 km3 among ensemble members. In

Figure 2.10, we show the September,

area-averaged SIT time series for each

sea-ice zone (Figure A.1) through 2080.

All regions fall below 0.5 m in thickness

during the future LENS period, but the

timing of this event varies considerably.

It occurs as early as the 2020s in the

ensemble mean for the Barents-Kara

Seas, Laptev Sea, and East Siberian

Sea. Substantial thinning also occurs

in the Central Arctic Basin. For the

Greenland area, the mean September

SIT remains greater than 0.5 m for the

better part of the period or until the

2060s. A corresponding time series plot

for March (not shown) does not indicate

any regions in the ensemble mean falling

below 0.5 m average thickness through

2080. If we examine the average timing

of when the first September falls below
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0.5 m SIT for each ensemble member, this occurs earlier than for the LENS ensemble mean

and is shown in Figure 2.11 for the different regions. The difference from the ensemble

mean is especially pronounced in the regions of thinner ice, such as the Laptev and Barents-

Kara Seas, where the 5-95th percentile ensemble years range from 2002-2022 and 1999-2021,

respectively.

While 21st century sea ice thins substantially in all seasons, a large sea-ice cover continues

to reform during the cold season. A region of perennially thick ice north of Greenland also

remains. We note that there is a large spread between ensemble members of SIT greater

than 1 m in all regions through at least 2020 as seen in Figure 2.10. The largest spread is

found in the East Siberian and Laptev Seas. Consequently, the variance begins to decrease

as average sea ice thins over the entire Arctic basin. This implies reduced uncertainty from

future SIT internal variability.

Linear SIT trends over the same observational period (1979-2015) for LENS and PIOMAS

(not shown) reveal close agreement in the rate of sea-ice thinning. Comparing future LENS

SIT linear trends (2006-2080) with the previous PIOMAS record (1979-2015) shows little to

no change in the rate of sea-ice thinning in winter and spring and little spread among en-

semble members as seen in Figure 2.12 (JFM, AMJ). The rate of thinning increases slightly

in summer (JAS) and fall (OND) as seen by the increased spacing between the two vertical

lines, the black one representing the LENS ensemble average and the purple on representing

the PIOMAS record. The spread between ensemble members is largest in JAS and OND

at approximately 0.25 m decade−1. Evidence of regional variations in SIT have been well

documented since the late 1950s (e.g., Rothrock et al., 1999; Rothrock and Zhang, 2005;

Rothrock et al., 2008) through submarine sea-ice draft data and modeling experiments. In

LENS the rate of future thinning is similar in all six areas; however, sea ice loss accelerates

near the climatologically thicker ice near the Canadian Arctic Archipelago and Greenland
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Figure 2.11: Regional timing of the first September sea-ice thickness to fall below 0.5 m
averaged by each ensemble member’s year (center point). The 5th-95th percentile years are
visualized by the error bars.

(not shown). This is consistent with Bitz and Roe (2004) showing that areas of thicker ice

have the greatest thinning.

2.5 Summary and conclusions

We use PIOMAS and LENS to assess the historical and future variability of Arctic SIT.

To validate that we can use PIOMAS as a reanalysis data set, we compare PIOMAS with

SIT observations from submarine data and satellites. The key results of this study are

summarized below.
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Figure 2.12: Seasonal decadal trends in average sea-ice thickness (SIT) averaged through the
future LENS period (2006-2080) from each ensemble member (blue points). Ensemble mean
decadal trend (2006-2080) shown by a vertical black line. PIOMAS SIT trends for the 1979
to 2015 period shown by a purple vertical line.

1. PIOMAS realistically reproduces the spatial distribution of SIT when compared with

satellite and submarine observations. We find long-term losses in Arctic SIT and SIV

during all months of the year in the PIOMAS record (1979-2015) with the largest

trends during the summer months (JAS). We find considerable spatial variability in

seasonal PIOMAS SIT over the Beaufort, Chukchi, and East Siberian Seas and along

coastal areas.

2. We show that LENS compares well with PIOMAS both in the regional distribution of

mean SIT and in revealing similar patterns of spatial variability. The largest differences

are in areas north of the Canadian Arctic Archipelago and coastal Greenland where
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LENS simulates thicker sea ice. PIOMAS underestimates SIT in this region when

compared with satellite and submarine observations. There is a documented negative

bias in PIOMAS (Schweiger et al., 2011), and this likely contributes to the larger total

SIV in LENS than PIOMAS. Compared with PIOMAS, the LENS annual mean also

places significantly thicker sea ice near the New Siberian Islands in the East Siberian

Sea.

The first EOF of the historical LENS (1920-2005) places a center of action over

the East Siberian Sea with same-signed anomalies stretching over the entire Arctic.

Opposite anomalies are found over the Atlantic side of the Arctic. The area of the East

Siberian Sea has the greatest thinning in recent decades as obtained from PIOMAS.

Using a similar model as PIOMAS, Rothrock and Zhang (2005) also find that the East

Siberian Sea has the greatest loss in SIT through 1999. When considering only the time

period 1979-2015 (the time of the PIOMAS record), the first mode of SIT variability

in LENS shows a shrunken area around the East Siberian Sea center of action and

the area of the opposite polarity now reaches deep into the Arctic including north of

Greenland. It is more similar to the PIOMAS first mode of variability, which has the

primary center of action north of Greenland with an area of opposite signed anomalies

that is smaller in extent centered in the East Siberian Sea.

3. All LENS members indicate a long-term decrease in SIT across the Arctic Ocean

through the end of the 21st century. Both September and March SIT in the entire LENS

time series (1920-2080) show significant spread between individual ensemble members

in the Beaufort, East Siberian, and Laptev Seas of approximately 2 m through 2020.

The large ensemble spread early on indicates that internal variability has an important

role in determining regional SIT during all months. By the middle of the 21st century

and on, SIT becomes less sensitive to interannual changes in most regions except for

areas of thicker ice near Greenland. An area of perennially thick sea ice remains north
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of Greenland during all months of the year, but it significantly thins (especially in

September) by the mid-21st century. Average September SIT in all regions eventually

falls below 0.5 m during the 21st century. However, the timing of this event varies by

more than a decade among ensemble members. We also show that the timing of the

first September SIT below 0.5 m occurs substantially earlier than the timing of that

event for the ensemble mean in the outer marginal seas, but year-to-year variability

remains. Recent summer sea-ice conditions have already shown this to be the case,

for instance in the Barents-Kara Seas. Even in the area of climatologically thick sea

ice north of Greenland, the first September with SIT less than 0.5 m is reached on

average by 2059±7 years. While future rates of declining SIT may temporarily slow or

even pause as a result of this high internal variability and the resiliency of SIV (Tilling

et al., 2015; Blanchard-Wrigglesworth and Bitz, 2014), future simulations from LENS

indicate a continued loss of thicker, multi-year sea ice and a reduction in interannual

variability

Our results are limited by any inherent bias in using the output of a coupled sea-ice-ocean

model (in this case PIOMAS) as a SIT reanalysis data set, as well as from any model bias

due to CESM1.1. While PIOMAS has the capability to assimilate SIC and SST, additional

improvements to other similar coupled sea-ice ocean models have been made by assimilating

SIT observations (e.g., Xie et al., 2016). More satellite and in situ observations are especially

needed in the East Siberian and Beaufort Seas where there is substantial SIT variability.

A thinning sea-ice cover will bring challenges to future sea-ice prediction as the response of

SIE to atmospheric circulation patterns may change (Holland and Stroeve, 2011). Further

idealized experiments using realistic long-term SIT data are also needed to assess the influ-

ences of a thinning sea-ice cover on the local and large-scale atmospheric responses (Lang
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et al., 2017), such as that on Arctic Amplification.
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Chapter 3

Contributions of ice thickness to the

atmospheric response from projected

Arctic sea-ice loss

As appears in:

Labe, Z.M., Y. Peings, and G. Magnusdottir (2018), Contributions of ice thickness to

the atmospheric response from projected Arctic sea-ice loss, Geophysical Research Letters,

45(11), 5635-5642, doi :10.1029/2018GL078158.

Abstract

A large ensemble of simulations from a high-top atmospheric general circulation model

(AGCM) are conducted to compare the atmospheric responses from loss of Arctic sea-ice

thickness and sea-ice concentration. The response to projected sea-ice thickness loss indi-

cates substantial surface warming over the Arctic Ocean and up to 1◦C of cooling in Eurasia.
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While the dynamic circulation response from sea-ice thickness loss is smaller in magnitude,

it has a similar spatial anomaly pattern as that due to sea-ice concentration loss. This pat-

tern resembles the negative phase of the Northern Annular Mode. The simulations reveal

that sea-ice thickness loss enhances the thermodynamic and large-scale circulation response

from sea ice anomalies. These results stress the importance of considering a realistic sea-ice

thickness distribution in future AGCM sea ice perturbation experiments.

3.1 Introduction

Reconstructed observations of sea-ice thickness (SIT) in the central Arctic have shown a

reduction of approximately 65% since the mid-1970s (Lindsay and Schweiger, 2015). This

loss of Arctic SIT has also been accompanied by a loss of sea-ice concentration (SIC), and

therefore total sea-ice extent (SIE) (Serreze and Stroeve, 2015). As the climate in the Arctic

continues to dramatically change, it remains uncertain how this loss of sea ice will remotely

impact weather and climate, such as in the mid-latitudes (e.g., Vihma, 2014; Barnes and

Screen, 2015; Overland et al., 2016). To understand the physical mechanisms between sea

ice loss and the mid-latitude circulation in the presence of internal variability and a limited

(spatially and temporally) observational record, we turn to performing atmospheric general

circulation model (AGCM) sensitivity experiments. Understanding how thinning sea ice may

affect climate variability is limited by the fact that satellite observations of SIT are less than

a decade long. While a few studies have evaluated the effect of changes in SIT on the atmo-

sphere (e.g., Gerdes, 2006; Rinke et al., 2006; Krinner et al., 2009; Lang et al., 2017) or from a

sudden loss of thickness (e.g., Nakamura et al., 2016b; Semmler et al., 2016b), we provide the

first (to our knowledge) quantitative assessment of the relative atmospheric response to SIT

loss, compared to SIC loss under projected late twenty-first century Arctic sea ice conditions.
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To address contrasting signals found in previous AGCM sea ice studies, Screen et al. (2018a)

suggest that the prescription of SIT boundary conditions may result in different atmospheric

responses. Some model experiments have used a fixed SIT (usually 2-m) across the Arctic

(e.g., Peings and Magnusdottir, 2014; Sun et al., 2015), whereas others have prescribed a

more realistic seasonal cycle of SIT (e.g., Deser et al., 2010) or empirically derived SIT from

SIC fields (e.g., Screen et al., 2015). Comparing the atmospheric responses to a parameter-

ized SIT distribution or fixed SIT (3-m), Krinner et al. (2009) found a significant negative

SLP response over Eurasia from SIT loss and a Northern Annular Mode (NAM)-like response

in the 500 hPa geopotential height. Earlier studies have also demonstrated the importance

of SIT on the surface air temperature response over the Arctic. Conducting regional climate

model experiments to compare the effect of prescribing a realistic SIT distribution versus a

fixed (2-m) SIT, Rinke et al. (2006) showed much stronger upward heat fluxes and warmer

temperatures where ice is thinner in the outer marginal seas. On the contrary, they found

slightly colder near-surface air temperatures over the central Arctic in response to the re-

alistic SIT, which is thicker than 2-m. Similarly, using hindcast simulations over 50 years

(1948-1998), Gerdes (2006) showed a significant role of SIT loss on surface air warming with

a maximum of 3.5◦C near the New Siberian Islands. Results from Lang et al. (2017) suggest

that loss of SIT may be responsible for up to half of the recent temperature trends in the

eastern Arctic and up to 37% of the observed total Arctic amplification. Quantitatively

similar, Sun et al. (2017) found a more realistic warming over the Arctic when compared

with reanalysis by prescribing SIT as 1-m (rather than 2-m) in their atmospheric model

experiments.

Here we use a high-top AGCM forced with prescribed repeating seasonal cycles of SIT, SIC,

and sea surface temperature (SST). We isolate the role of SIT in forcing the large-scale at-

mosphere and compare its response to an experiment forced by only SIC anomalies. We also

conduct an experiment to assess the response from the combined changes in future SIT and

47



SIC. Using a model with a well-resolved stratosphere, we are interested in improving our un-

derstanding of the stratosphere-troposphere pathway that has been shown to be important

in the negative NAM response found in other AGCM sea ice studies (e.g., Nakamura et al.,

2016a; Kim et al., 2014). Further, we expand upon the results of Sun et al. (2015) by using

a realistic SIT distribution in comparing the response from regional sea ice anomalies.

3.2 Experiment design

To isolate the role of SIT on the atmospheric circulation, we use the Whole Atmosphere

Community Climate Model, version 4 (WACCM4; Marsh et al., 2013). WACCM4 is a high-

top atmospheric general circulation model (AGCM) with 66 vertical levels extending into

the thermosphere to 5.1× 10−6 hPa and includes stratospheric interactive chemistry. In ad-

dition to parameterizations from the low-top CAM4 model, WACCM4 has incorporated an

additional turbulent mountain stress parameterization (Richter et al., 2010) and thus has a

realistic climatology of sudden stratospheric warming. In this study, we use WACCM4 with

specified chemistry (Smith et al., 2014) and a horizontal resolution of 1.9◦ latitude by 2.5◦

longitude. Greenhouse gas and aerosol concentrations are set to present-day conditions (year

2000). To assess the relative contributions of SIC and SIT, we run experiments consisting

of 100 ensemble members each from September through March as summarized in Table A.1.

The first month is discarded from analysis. Ensemble members are branched from a 200-year

control simulation (as used in Peings et al., 2017). The Quasi-Biennial Oscillation (QBO)

is set to a 28-month cycle derived from observed radiosonde data. We prescribe annually

repeating cycles of SST, SIC, and SIT taken from the fully coupled Community Earth Sys-

tem Model Large Ensemble project (CESM-LENS; Kay et al., 2015). Earlier studies have

demonstrated that LENS sufficiently reproduces present sea ice trends and variability when

48



compared with observations (e.g., Jahn et al., 2016; Labe et al., 2018a). The mean from 40

ensemble members is used to represent the historical (H; 1976-2005) and future (F; 2051-

2080) periods. The future period in LENS is simulated under a high-emissions scenario

(RCP8.5) with substantial loss of sea ice in all months of the year.

For all five simulations, SST is prescribed with a repeating climatology from the 1976-2005

LENS mean, except for grid cells where their 2051-2080 SIC has changed by 10% or more

when compared to the historical mean (Peings and Magnusdottir, 2014). In these areas,

we instead use a SST climatology from the 2051-2080 LENS mean. Previous AGCM sea

ice studies (e.g., Peings and Magnusdottir, 2014; Sun et al., 2015) have fixed SIT at 2-m

across the entire Arctic Ocean. To compare our atmospheric responses with these earlier

studies, we conduct two simulations with SIT set to 2-m across the Arctic (HIC and FIC).

HIC is prescribed with a repeating historical SIC climatology, while FIC is set to a repeating

future SIC climatology. The response to loss of SIC is represented by ∆SIC (FIC minus HIC).

To isolate the atmospheric response from a change in SIT alone, we conduct two simulations

(HIT and FIT). Both simulations have a prescribed historical SIC and historical SST from

the LENS mean. However, HIT consists of SIT set to a repeating historical climatology

taken from the 1976-2005 LENS mean, whereas FIT is set to the 2051-2080 LENS mean.

To keep SIC constant between experiments, we set SIT to a thin layer (0.15 m) in grid cells

where ice fractions become open water in the future period. Therefore, the total SIE is

unchanged between HIT and FIT. In this case, we partially neglect the influence of SIC on

the atmospheric response and instead isolate the role of SIT. We denote the response to loss

of SIT as ∆SIT (FIT minus HIT).
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We conduct a fifth simulation (FICT) including both future SIC and SIT taken from the

2051-2081 LENS mean. Overall, the difference from the future simulations minus the histor-

ical simulations represents the sea ice effect and a local SST effect. The total response from

projected sea ice loss (both concentration and thickness) is estimated from FICT minus HIT

and represented as ∆NET. All statistical significance is determined at the 95% confidence

level using the two-sided Student’s t test.

Finally, to investigate the influence of SIT and SIC on the response to regional sea ice anoma-

lies, we conduct two additional WACCM4 experiments. We follow the methods of Sun et al.

(2015) in defining the regions, which we denote as polar (FPOL) and subpolar (FSUB).

FPOL is defined as future SIC and SIT from the LENS 2051-2080 ensemble mean within the

66.6◦N meridian and historical SIC and fixed 2-m SIT prescribed elsewhere. On the contrary,

FSUB is prescribed with future SIC and SIT equatorward of 66.6◦N and historical SIC and

2-m SIT within the Arctic circle. The sea ice anomalies in FSUB are mostly confined to the

Sea of Okhotsk and Bering Sea. Our experiments differ from Sun et al. (2015) in that we

are interested in the impacts of using a realistic SIT distribution rather than a fixed value

(2-m) for the sea ice anomalies. SST are set to historical values or following the methods

described in Section 2. We assess the atmospheric response by subtracting HIC from each

of the experiments (FSUB, FPOL).
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3.3 Results

3.3.1 Projected Arctic sea ice loss

The wintertime (DJF) SIC and SIT distributions and their differences between historical

and future periods are depicted in Figure A.5. Previous studies (e.g., Rinke et al., 2006)

have shown the greatest atmospheric response to changes in Arctic SIT during the boreal

winter. In an earlier study (Labe et al., 2018a), we show that the spatial and temporal

variability of SIT in LENS closely compares with satellite-based SIT estimates and output

from an atmospheric-forced ice-ocean model. The wintertime difference between the future

and historical periods (F–H; Figure A.5) of SIT highlights a dramatic thinning across the

entire Arctic Ocean. Reductions of >3 m thickness are found along the Canadian Arctic

Archipelago and Greenland coastlines, 1-2 m in the central Arctic to Siberian coastline, and

0.5-1 m in the far marginal seas (not shown). On the contrary, wintertime losses of SIC are

only confined to the outer marginal seas (bottom right; Figure A.5). During the fall (October

to November), the loss of SIC is more widespread and includes portions of the central Arctic

basin (Figure A.6). The seasonal cycles of SIT and SIC from October through March are

shown in Figure A.7.

3.3.2 Atmospheric thermodynamic response

The mean wintertime (DJF) 2-m air temperature response to future SIT (∆SIT; a), future

SIC (∆SIC; b), and the total sea ice change (∆NET; c) are shown in Figure 3.1. Warming

from loss of SIT (Figure 3.1a) is confined fairly uniformly over the Arctic Ocean. Consis-

tent with Lang et al. (2017), positive anomalies are generally found near the surface (below

850 hPa) without a statistically significant temperature response in the zonally averaged
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atmospheric column in the troposphere and stratosphere (Figure A.8). Figure 3.1a shows

small negative anomalies (∼ -1◦C) over portions of Eurasia. Cooling is also present to a

lesser extent in the response to future SIC (Figure 3.1b) over a similar region. The negative

anomalies in both ∆SIT and ∆SIC extend into the lower troposphere over Eurasia as shown

in Figure A.9. This pattern of Eurasian cooling is found in other AGCM sea ice studies (e.g.,

Peings and Magnusdottir, 2014; Nakamura et al., 2015; Sun et al., 2015). The mechanisms

driving the larger cooling response in ∆SIT compared to ∆SIC are still unclear. One possible

explanation is that the local thermodynamic effect from greater warm anomalies extending

over land may cancel the dynamically-induced cooling in ∆SIC (Screen et al., 2015).

The spatial coverage of positive anomalies is significantly larger in the response to the re-

duction of SIC shown in Figure 3.1b. Warmth is greatest over the outer marginal seas,

which is consistent with the largest reductions in SIC. Smaller positive anomalies (< 5◦C)

also extend over land, particularly in Greenland, North America, and eastern Russia. The

2-m air temperature response to the net sea ice effect (Fig 1c; ∆NET) indicates significant

warming of more than 15◦C across the entire Arctic Ocean. The extent and magnitude of

the negative anomalies over Eurasia are also greater (∼ -2◦C) from the combined effects of

reduced SIC and SIT. The warming of the Arctic Ocean is more uniform than in Figure 3.1b

in response to significantly thinner sea ice and greater open water in the Barents-Kara Seas

and portions of the Beaufort, Chukchi, and East Siberian Seas. We note that adding the

temperature response from ∆SIT (Figure 3.1a) plus ∆SIC (Figure 3.1b) almost gives the

temperature response in Figure 3.1c.

The seasonal cycle of net surface turbulent heat flux (sensible plus latent) is shown in Figure

3.1d for the three experiments (Figure 3.1a,b,c). The maximum in all experiments is reached

in December after the sea ice minimum earlier in the fall. The net flux is averaged north
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Figure 3.1: Responses of mean winter (DJF) 2-m air temperature (◦C) from (a; ∆SIT) future
sea-ice thickness, (b; ∆SIC) future sea-ice concentration, and (c; ∆NET) net future sea ice
effect. Statistical significance at the 95% confidence level is identified by the black stippling.
Note the difference in color scaling between positive and negative values. Responses of the
mean DJF turbulent fluxes (sensible plus latent; W m−2) are shown in (d) for the experiment
comparisons in (a, b, c).

of 40◦N where SIC is greater than 10% in the control (HIT or HIC). We only show the net

turbulent flux as its contribution from loss of sea ice dominates compared to the radiative

fluxes (Deser et al., 2010). Energy (surface heat flux) is communicated to the atmosphere

in response to the large winter air-ocean temperature gradient. The flux response is signifi-

cantly greater in the future SIC experiments, resulting from the reduction and removal of sea

ice fraction in the marginal seas exposing more open water. Since SIC is held to historical

values in the ∆SIT experiment, the net flux is smaller and transmitted through the sea ice,

rather than directly from an open ocean-air exchange. Nevertheless, reduced ice thickness

still contributes to an area-integrated turbulent heat flux anomaly, mainly during the winter
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season, which results in a thermodynamic (surface warming) and a dynamic atmospheric

response (Krinner et al., 2009).

3.3.3 Circulation response

We show the mean winter atmospheric circulation response to the three future sea ice exper-

iments in Figure 3.2. A dipole pattern of reduced sea level pressure (SLP) over the central

Arctic Ocean and higher SLP over northern Eurasia is found in response to future SIT (Fig-

ure 3.2a). This spatial pattern is somewhat similar to ∆SIC (Figure 3.2b; SIC alone) and

∆NET (Figure 3.2c; combined) experiments, but with a lesser amplitude. Both ∆SIC and

∆NET suggest a zonal wavenumber 1-like anomaly pattern. However, the negative SLP

anomalies in ∆SIT are only confined to the central Arctic in response to the greatest sur-

face forcing from loss of thickness. Unlike the experiments with loss of SIC, there are no

significant SLP responses in the North Pacific or North America from reduced SIT. A large

SLP response in the North Pacific is also found in other SIC perturbation experiments (e.g.,

Peings and Magnusdottir, 2014).

No response in the 500-hPa geopotential height (Z500) is found over the central Arctic in

∆SIT (Figure 3.2d). The response is equivalent barotropic over most of the North Atlantic

and Eurasia, except for in east Asia where negative 500-hPa anomaly and a positive SLP

response is found. While the response in ∆SIT at 500-hPa is small, the spatial pattern

partially resembles the negative phase of the NAM. A negative phase of the NAM in winter

is consistent with earlier studies from projected sea ice loss (e.g., Deser et al., 2010; Peings

and Magnusdottir, 2014; McKenna et al., 2017). The response from ∆SIC in Figure 3.2e and

∆NET in Figure 3.2f indicates a much larger Z500 response with increasing heights over the
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Figure 3.2: Mean winter (DJF) responses for sea level pressure (SLP; hPa), 500-hPa geopo-
tential height (Z500; m), and 30-hPa geopotential height (Z30; m). Statistically significant
anomalies at the 95% confidence level are shown by the black stippling. The climatological
Z30 heights are superimposed from HIT in (g, i) and HIC in (h) with black contours at an
interval of 250 m.

entire Arctic, particularly over the Barents-Kara Seas region. ∆NET (Figure 3.2f) shows an

upper level ridge structure over the Arctic Ocean and a downstream trough over Eurasia.

Interestingly, this trough feature in Eurasia is also present in ∆SIT (Figure 3.2d), but it is

not statistically significant in ∆SIC (Figure 3.2e). Figure A.10 shows the daily evolution of

the geopotential height response averaged over the polar cap (north of 67◦ N). The polar cap

height response is an approximation for the daily NAM index, in which a positive anomaly

is associated with a negative NAM (Baldwin and Thompson, 2009). We indeed find a sig-

nificant positive anomaly throughout the winter in ∆SIC and ∆NET, but this response is

mostly confined to the troposphere. Interestingly, only ∆SIT shows a statistically significant
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anomaly in the stratosphere, which develops by mid-March and could be indicative of an

early weakening of the polar vortex.

We investigate the DJF stratospheric response at the 30-hPa geopotential height (Z30) in

Figure 3.2g,h,i. There is no significant response in the stratosphere from the loss of SIT

(Figure 3.2g), but a strengthening and shift of the polar vortex towards the North Atlantic

in ∆SIC (Figure 3.2h,i). Consistent with lower Z30 anomalies over the North Atlantic, we

find positive anomalies of 10-hPa zonal winds (U10) in this region on the order of 3-6 m/s

(not shown). Therefore, the loss of SIC contributes to a strengthening of the wintertime

polar vortex in our experiments.

It has been shown that the spatial distribution of sea ice anomalies between the Pacific and

Atlantic sectors contributes to an opposite sign response in the stratosphere (e.g., Sun et al.,

2015; McKenna et al., 2017). As in Sun et al. (2015)’s Figure 3.4, we show our zonal-mean,

zonal wind response for DJF in Figure A.11 for the two regional experiments. We also find

an impressive contrast between responses from prescribed regional sea ice anomalies. Sea

ice anomalies in the high polar region are mostly found in the Atlantic sector, such as the

Barents-Kara Seas, and contribute to a significant weakening of the polar vortex. In the

subpolar experiment (FSUB minus HIC), the anomalies are not significant at the 95% con-

fidence level. However, the spatial pattern suggests a strengthening of the polar vortex with

a maximum near 10 hPa. These results are in agreement with analysis of the zonal-mean

response of geopotential heights over the polar cap (not shown). While the polar sea ice

anomalies contribute a larger and statistically significant response (weakening of the polar

vortex) than the strengthening response from the subpolar experiment, it is interesting to

note that the anomalies in ∆NET show a strengthening of the polar vortex. As shown in

Figure A.12, the polar and subpolar responses are therefore not additive (nonlinear), mostly
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in the stratosphere.

We further explore the monthly evolution of the zonal-mean, zonal wind response from fu-

ture SIT (∆SIT) and the net sea ice effect (∆NET) in Figure 3.3. The climatological wind

from HIT is superimposed over the anomalies. We see little response in the troposphere

or stratosphere resulting from SIT loss. There is a statistically significant decrease in the

stratosphere during March, which may suggest an early breakdown of the wintertime po-

lar vortex. This is consistent with the analysis in Figure A.10. Further investigation (not

shown) of the mechanisms for this weakening of the polar vortex remain unclear.

A clearer tropospheric response is shown from the loss of both SIT and SIC in Figure 3.3

with a weakening of the westerlies and equatorward shift of the jet, especially in December

and January. This response is primarily from the contribution of SIC loss with a similar

magnitude and sign zonal-mean, zonal wind anomaly found in ∆SIC (not shown). Similar

to Sun et al. (2015), the primary contribution to the equatorward shift of the midlatitude

jet is found in the polar sea ice anomalies experiment (FPOL minus HIC) with a robust

weakening of the westerlies also in December and January. On the contrary, we find only a

small statistically significant decrease between 50-60◦N in January from the subpolar sea ice

loss (not shown).

3.3.4 Relative contributions from ice thickness

To assess the atmospheric response from SIT compared to SIC, we compute the relative

magnitude and spatial correlation (Pearson’s r) of various thermodynamic and dynamic re-

sponses for DJF in Table 3.1. The response contributions (%) are computed as the ratio
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Figure 3.3: Monthly zonal-mean, zonal wind (U; m s−1) responses comparing the effect of
future sea-ice thickness (∆SIT; colored shading) and the combined effect of sea-ice thickness
and sea-ice concentration loss (∆NET; colored shading). Climatological zonal-mean, zonal
wind from HIT is overlayed by the grey contours (interval of 5 m s−1) in each month.
Statistically significant responses at the 95% confidence level are shown by the black hatching.

of the absolute value of ∆SIT or ∆SIC over ∆NET for the area-weighted average poleward

of 40◦N (significant at the 95% confidence level). As a result of the little to no significant

stratospheric response from SIT loss, we hence see no spatial correlation with the SIC re-

sponse for the zonal wind at 10 hPa (U10) or the 30 hPa geopotential height anomaly (Z30).

We find a closer pattern correlation in the troposphere from SIT and SIC loss, particularly at

Z500 (r=0.53) and SLP (r=0.52). The SLP response from SIT contributes as much as 26%

of the response from SIC loss, furthermore the spatial patterns of the response are similar.

Interestingly, the response contributions between ∆SIT and ∆SIC are nearly linear for U300,

Z500, and SLP. As expected, the closest agreement in response between SIT and SIC loss
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is found in the thermodynamic fields at the surface. The 2-m air temperature response in

∆SIT is one third of that from SIC loss (r=0.89), although the warming from ∆SIC accounts

for 90% of the total in ∆NET. Our results are consistent with prior studies (e.g., Lang et al.,

2017; Sun et al., 2017) showing a contribution from thinning sea ice to near-surface Arctic

amplification. The pattern correlations between ∆SIT and ∆SIC are also computed for each

month in Figure A.11, with the closest agreement in the response sign found during the early

winter, especially in December. The negative correlations of Z30 and U10 in March are in

agreement with the stratospheric response shown in ∆SIT.

Table 3.1: Magnitude (ratios) of sea-ice thickness (∆SIT; FIT–HIT) response and sea-ice
concentration (∆SIC; FIC–HIC) response compared to the net sea ice effect (∆NET; FICT–
HIT). Pattern correlations compare the response of ∆SIT with ∆SIC (averaged north of
40◦N in DJF, for areas of at least 95% significance level only).

Response Contribution (%) Pattern Correlation (r)
∆SIT ∆SIC

U10 4 114 -0.12
Z30 2 116 -0.03

U300 19 69 0.46
Z500 16 88 0.53
SLP 20 76 0.52

T2M 30 90 0.89

3.4 Discussion and conclusions

This study assesses the role of SIT on the boreal winter large-scale atmospheric response

from projected twenty-first century sea ice loss. It is shown that the magnitude of surface

warming from future SIT loss is as high as one third of the response from SIC anomalies.

We also find good qualitative agreement in the sign of the spatial pattern of tropospheric

anomalies between SIT and SIC forcings. Further, the response from future SIT loss has a

non-negligible influence on the large-scale dynamic circulation with a response contribution
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in SLP up to 26% that of SIC. In particular, we find an enhancement of the Z500 and SLP

anomalies from SIT loss. It is interesting to note the linearity in the responses to SIT and

SIC loss. This is mostly found at the surface and lower to mid-troposphere. The combined

loss of SIT and SIC shows a negative NAM response. In December and January, there is a

robust equatorward shift of the Northern Hemisphere mid-latitude jet and weakening of the

westerlies. This change in circulation is in agreement with the thermal wind balance and is

a result of the substantial Arctic warming from sea ice loss and hence reduced meridional

thermal gradient. Overall, we do not find a significant role of the stratosphere from the

losses of SIT, SIC, or the combined forcing experiment. However, an opposing response in

the stratosphere from regional sea ice anomalies in the subpolar oceans (mostly Pacific) and

into the Arctic (mostly Barents-Kara Seas region) is demonstrated by including a realistic

SIT and is in line with other studies (e.g., Sun et al., 2015; McKenna et al., 2017). The

subpolar anomalies induce a stronger polar vortex in winter, while the polar sea ice response

shows a significant weakening of the polar vortex.

It is worthwhile to note that our experiments do not reflect the importance of ocean-

atmospheric interactions (Deser et al., 2015). We instead performed idealized perturbation

experiments to better understand the role of using a realistic distribution of SIT. Further

sensitivity studies on the effects of SIT loss using other AGCMs is needed, as the atmospheric

response could depend on model physics (Screen et al., 2018a) or the use of a low-top vs.

high-top model (Sun et al., 2015). In that regard, the newly-designed Polar Amplification

Model Intercomparison Project will represent an excellent opportunity to coordinate sensi-

tivity experiments to sea ice anomalies, including sea-ice thickness.

Preliminary results suggest the stratosphere-troposphere pathway from sea ice loss is sensi-

tive to the phase of the QBO, which has been shown to modulate other surface-stratosphere
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teleconnections (Peings et al., 2017). This will be the subject of future investigation. In

summary, our results indicate a notable influence on the large-scale atmospheric circulation

communicated by the surface heat flux anomaly transmitted through the thinner sea-ice

cover. We recommend prescribing a realistic SIT distribution in future AGCM experiments

in order to reveal the total atmospheric response from sea ice loss.
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Chapter 4

The effect of QBO phase on the

atmospheric response to projected

Arctic sea-ice loss in early winter

As appears in:

Labe, Z.M., Y. Peings, and G. Magnusdottir (2019), The effect of QBO phase on the

atmospheric response to projected Arctic sea-ice loss in early winter, Geophysical Research

Letters, 46(13), 7663-7671, doi :10.1029/2019GL083095.

Abstract

Recent modeling studies have shown an important role for stratosphere-troposphere coupling

in the large-scale atmospheric response to Arctic sea-ice loss. Evidence is growing that the

Quasi-biennial Oscillation (QBO) can contribute to or even mitigate teleconnections from

surface forcing. Here, the influence of QBO phase on the atmospheric response to projected
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Arctic sea-ice loss is examined using an atmospheric general circulation model with a well-

resolved stratosphere and a QBO prescribed from observations. The role of the QBO is

determined by compositing seasons with easterly phase (QBO-E) separately from seasons

with westerly phase (QBO-W). In response to the sea-ice forcing in early winter, the polar

vortex during QBO-E weakens with strong stratosphere-troposphere wave-1 coupling and a

negative NAM-type response. At the surface, this results in more severe Siberian cold spells.

For QBO-W, the polar vortex strengthens in response to the sea-ice forcing.

4.1 Introduction

The pronounced warming in the Arctic over recent decades may not only affect the local

climate, but also mid-latitude areas through atmospheric teleconnections (e.g., Cohen et al.,

2014). The remote impact of Arctic sea-ice loss is unclear due to disagreement in the atmo-

spheric response among modeling studies and low signal-to-noise ratio (e.g., Overland et al.,

2016; Smith et al., 2019). However, recent coupled global climate model experiments where

sea-ice is forced to substantially decrease by longwave radiative forcing (Tomas et al., 2016),

albedo change (Blackport and Kushner, 2017) or by nudging (Smith et al., 2017), find robust

response to the sea-ice forcing as summarized in Screen et al. (2018a).

Studies have pointed to the importance that the stratospheric circulation may play in shap-

ing the response to sea-ice forcing (e.g., Kim et al., 2014; Peings and Magnusdottir, 2014;

Sun et al., 2015; Zhang et al., 2018a). Anomalies in the polar stratosphere driven by wave

breaking of surface-forced planetary waves affect the tropospheric circulation through the

Northern Annular Mode (NAM; Baldwin and Dunkerton, 2001). Specifically, boundary con-

ditions such as sea surface temperature (SST), sea-ice concentration/thickness (SIC/SIT), or

snow anomalies impact the polar stratosphere when the tropospheric anomalies they gener-
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ate constructively interfere with the climatological stationary waves (Fletcher and Kushner,

2011; Smith et al., 2011; Henderson et al., 2018).

Any teleconnection that involves stratosphere-troposphere coupling may be impacted by the

Quasi-biennial Oscillation (QBO), a ∼28 month oscillation of the equatorial zonal wind in

the stratosphere (Baldwin et al., 2001). As first hypothesized by Holton and Tan (1980), the

QBO may affect the strength of the Northern Hemisphere polar vortex by altering the back-

ground flow and the propagation of extratropical planetary waves in the polar stratosphere.

This mechanism is usually referred to as the Holton-Tan effect and is apparent in obser-

vations as well as model simulations (e.g., Watson and Gray, 2014; Anstey and Shepherd,

2014). Although the QBO is an importance source of predictability for Northern Hemisphere

winter surface climate (Thompson et al., 2002), models generally simulate a weaker extra-

tropical signal than in reanalysis (Scaife et al., 2014; Andrews et al., 2019). Further, the

role of the QBO in modulating teleconnections related to surface forcings has received little

attention. Some studies have explored how the QBO modulates the atmospheric response

to Eurasian snow anomalies (Peings et al., 2017; Tyrrell et al., 2018), but to our knowledge

no studies have evaluated its influence on the atmospheric response to Arctic sea-ice change.

Here we address the role of the QBO in teleconnections involving surface forcing due to

sea-ice melt. We build primarily on two of the experiments considered in Labe et al. (2018b)

using a high-top atmospheric global climate model (AGCM) for forcing of SIC and SIT. In

this work, we have extended the number of ensemble members for each experiment in Labe

et al. (2018b) from 100 to 200 and focus on the response in relation to QBO phase.
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4.2 Methods, model, and experiments

The AGCM used in this study is the specified chemistry version of WACCM (SC-WACCM4;

Smith et al., 2014). It includes CAM4 physics, 66 vertical levels (up to 5.1×10−6 hPa, ∼140

km), and a parameterization of nonorographic gravity waves that contributes to the realistic

frequency of stratospheric sudden warming events (Richter et al., 2010). The QBO is pre-

scribed in the model by relaxing equatorial (between 22◦S and 22◦N) zonal winds from 86 to

4 hPa to the observed ∼28-month cycle from radiosonde observations (Hansen et al., 2013).

The horizontal resolution is 1.9◦ latitude by 2.5◦ longitude. Two ensembles of simulations

are branched from a 200-year control as described in Peings et al. (2017).

Our model setup is the same as in Labe et al. (2018b), but extended to 200 ensemble mem-

bers per experiment to increase the number of seasons composited per QBO phase. Each

simulation is prescribed with annually repeating cycles of SST, SIT, and SIC, which are

taken from the mean of forty ensemble members from the fully coupled Community Earth

System Model Large Ensemble (LENS; Kay et al., 2015). LENS uses historical forcing and

then continues to the end of the 21st century under Representative Concentration Pathway

8.5. Earlier studies (e.g., Jahn et al., 2016; Labe et al., 2018a) have demonstrated that

LENS captures spatial patterns of sea-ice variability quite well when compared with current

satellite observations. Our two experiments represent sea-ice conditions in the 1976-2005 ob-

servational period (hereafter, historical) and projected sea-ice conditions during 2051-2080

(hereafter, future). Following convention, SST are set to historical values in all grid cells,

except where SIC has changed by more than 10% in the future experiment. In these SIC

loss areas, SST are set to the 2051-2080 LENS mean. A thorough description of these ex-

periments can also be found in Labe et al. (2018b)’s Table S1 (HIT for historical, FICT for

future). Figure A.14a-f shows the difference in SIC and SIT between the future and historical

experiments for October, November and December. Widespread loss of SIC (∼ 75-100%)
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is found in October and November with almost ice-free conditions across the Arctic Ocean

(Figure A.14a-b). The reduction in sea-ice cover leads to an upward (positive) surface heat

flux response in areas of thinner ice and newly open water, up to 100 W m−2, primarily due

to turbulent heat flux (Figure A.14g-i).

The QBO index is defined as the average October to November 30-hPa zonal wind from

5◦S to 5◦N. We composite winters into easterly (QBO-E) or westerly (QBO-W) phases by

the lower and upper terciles of the QBO index (i.e., approximately 67 winters per phase).

As shown in Hansen et al. (2013) and Peings et al. (2017), SC-WACCM represents the

Holton-Tan effect, with weaker (stronger) westerlies circling the polar vortex under QBO-E

(QBO-W).

The atmospheric response to Arctic sea-ice loss is obtained by subtracting the historical

ensemble mean from the future ensemble mean after compositing by QBO phase. Statistical

significance of the atmospheric response is determined using the two-sided Student’s t test at

the 95% confidence level, unless otherwise stated. Here we focus on the atmospheric response

in early boreal winter (November to December) when the QBO influence is greatest in our

model. This period is consistent with earlier studies showing a larger Holton-Tan effect in

both observations and models in early winter (Anstey and Shepherd, 2014).
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4.3 Large-scale atmospheric response

4.3.1 Free troposphere/stratosphere response

Figure 4.1 shows the December atmospheric response to the sea-ice forcing (future minus his-

torical) composited by QBO phase. The right-hand column shows the difference in response

depending on QBO phase (QBO-E minus QBO-W) and only areas that are statistically

significant at the 90% confidence level are shaded. The overall tropospheric response corre-

sponds to a negative NAM signature, with higher 500 hPa geopotential height (Z500) over

the pole, and lower Z500 in mid-latitudes (Figures 1a-b). This NAM response is stronger

over the Atlantic for QBO-W (Figure 4.1a) and over the Pacific for QBO-E (Figure 4.1b) and

is associated with equatorward shifts of the mid-latitude jet streams (Figure 4.1d-e). While

at first glance the two responses are similar, they project differently on the climatological

stationary wave pattern. Under QBO-E, the tropospheric response reinforces wave number

1 (Figure 4.1h), while this is not the case in QBO-W (Figure 4.1g). Therefore, QBO-E

promotes constructive interference (Smith et al., 2011) and anomalous Rossby wave propa-

gation into the stratosphere in December. Consistently, a warming of the polar stratosphere

is found under QBO-E (Figure 4.1k-l), while QBO-W rather exhibits a cooling and a shift of

the polar vortex towards the North Atlantic sector (Figure 4.1j). The statistical significance

of the results in Figures j-k is also robust when using a 10,000 bootstrap resampling method

instead of the two-sided Student’s t test (black stippling).

The stratospheric response under QBO-E is consistent with constructive intereference be-

tween the forced wave number 1 and the climatological stationary wave 1 (Figure 4.1h). A

more complete visual of linear interference between the forced and climatological stationary

wave is provided in Figure A.15. For QBO-E, there is large coherence between the clima-

tological and forced wave number 1 (R = 0.87), while for wave number 2 the two fields
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are uncorrelated. This is consistent with other studies finding that the Holton-Tan effect

is primarily driven by modulations of wave number 1 in early winter (Hu and Tung, 2002;

Ruzmaikin et al., 2005). For QBO-W (top), the correlation is considerably less for the total

(left) and wave number 1 (center) forced and climatological fields indicating there is less

wave number 1 propagation into the stratosphere. For wave number 2 the spatial correlation

is higher, but that is entirely due to values within the troposphere (right).
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Figure 4.1: (a) December response to sea-ice loss of the 500-hPa geopotential height (Z500)
under QBO-W (Future-QBO-W minus Historical-QBO-W); (b) Same as (a), but for QBO-E;
(c) Difference in the response under QBO-E minus QBO-W. Color shading indicates areas
with at least 90% statistical significance; (d-f) Same as (a-c) but for the 300-hPa zonal
wind (U300); (g-i) same as (a-c) but for the zonal wave number 1 component of the 300-
hPa geopotential height (Wave 1). The 300-hPa climatological wave number 1 from the
historical simulation is superimposed (50 m interval, black contours); (j-l) Same as (a-c) but
for the 30-hPa geopotential height (Z30). The climatological Z30 heights from the historical
simulation are superimposed (250 m interval, black contours). Black stippling is shown for
statistically significant anomalies at the 95% confidence level in the first two columns.

69



The daily evolution of the geopotential response to sea-ice forcing, integrated over the polar

cap (north of 65◦N), is shown as a function of height in Figures 4.2a-b for October-March.

For QBO-W, the statistically significant response is confined to the troposphere, with the

positive polar geopotential response corresponding to the negative NAM observed in the

mid-troposphere in Figure 4.2a. In the stratosphere, the polar vortex strengthens through

early winter, with little statistical significance in the anomalies. However, under QBO-E,

there is a robust stratospheric response to the forcing in late November and December. This

diagnostic clearly indicates that for QBO-E the stratospheric pathway has a role in the large-

scale circulation response to the sea-ice. While our focus is on early winter due to greater

statistical significance, there is also a difference in the stratospheric response between QBO

phases through the end of winter.

Figures 4.2c-d show the response of the November-December (ND) vertical component of

the Eliassen-Palm flux (Plumb, 1985), equivalent to the meridional eddy heat flux, in a

latitude-pressure cross section. The zonal-mean, zonal wind response in both QBO phases

is also superimposed on the normalized flux anomalies. Both phases exhibit responses in

the troposphere, with an equatorward shift of the westerlies, in line with previous studies

that investigated the response to future Arctic sea-ice loss (Screen et al., 2018a; Labe et al.,

2018b). However, under QBO-E, the weakening of the westerlies extends to the stratosphere

and is associated with increased vertical wave activity flux (WAFz) throughout the vertical

column centered at 50◦N (Figure 4.2d). In contrast, under QBO-W, the zonal-mean WAFz

anomalies are confined in the tropophere (Figure 4.2c). The question is: under QBO-E

conditions, where does this flux originate from? To answer that question, in Figure A.16

we examine WAFz for the ND response to sea-ice forcing under QBO-W (left) and QBO-E

(right). At 850 hPa under QBO-E, WAFz is positive largely in areas corresponding to the

sea-ice forcing. By contrast at 150 hPa, which is in the lower stratosphere, the area where

the flux is strongly positive and statistically significant is in the area of the Siberian High.
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This flux is weaker and insignificant under QBO-W. We will look closer at this region and

its importance for the response in the next section.

Figure 4.2: (a-b) Geopotential height response to sea-ice decline as a function of height
(pressure) over the polar cap (>65◦N) for QBO-W (a) and QBO-E (b). Anomalies are
shown from October 1 through March 31. (c-d) Zonally-averaged response (latitude-pressure
vertical profile) of the normalized vertical wave activity flux (WAFz) averaged for November
and December. The gray contours show the zonal-mean, zonal wind anomalies (0.25 m/s
contour interval, dashed contours indicate negative values). Black hatch marks indicate
statistical significance at the 95% confidence level.

4.3.2 Surface temperature response

The concurrence of Arctic sea-ice anomalies with recent cold extremes has led to the hy-

pothesis that they may be causally related, i.e., that Arctic sea-ice loss may lead to winter
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cold extremes. However, linking sea-ice loss to cold extremes and to the “warm Arctic, cold

continent” spatial temperature pattern is not robust, neither in reanalysis nor in climate

models (Overland et al., 2011; Barnes and Screen, 2015; Mori et al., 2014; Screen et al.,

2015; Sun et al., 2016; Mori et al., 2019). Here we examine whether there is also a different

signal at the surface depending on QBO phase.

Following the methods of Peings et al. (2018), we assess the change in cold temperature

extremes by defining a cold-days index (CDI; degree day). At each grid point, a December

CDI is computed by summing each daily deviation of the 1000-hPa temperature from its

corresponding daily 10th percentile, based on the historical distribution. Therefore, this

index captures both changes in frequency and intensity of cold extremes. Figure 4.3a shows

a spatial map of the change in CDI due to sea-ice loss and filtered by QBO phase. For both

QBO-W and QBO-E there is a substantial reduction in CDI intensity (positive anomalies)

over high-latitude North America and much of northern Eurasia during December. This is

in response to warm air advection induced by sea ice loss. However, under QBO-E, there is

a significant increase in CDI intensity (negative anomalies) over central and eastern Asia.

Figure 4.3b shows the probability density function (PDF) for the daily December 1000-hPa

temperature anomalies within the area of the cold patch in Figure 4.3a (35-60◦N, 70-140◦E).

The Kolmogorov-Smirnov two-sample test is used to compare the shape of the distributions

of the responses to sea-ice loss under QBO-E and QBO-W. They are statistically different

(p < 0.001), and for QBO-E the PDF is shifted to cooler temperatures with an increased

variance. Although this area of cooling is similar to the 2-m temperature response in Labe

et al. (2018b), it is further amplified under QBO-E. These results suggest that the surface

response to sea-ice loss is modulated by the QBO and leads to an intensification of the cold
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temperature extremes under QBO-E.

Figure 4.3: (a) Change in December cold day intensity (CDI) for each QBO phase in response
to sea-ice decline. Statistical significance at the 95% confidence level is indicated by the
black stippling. (b) The normalized probability density functions of the daily December
temperature at 1000-hPa (T1000) response to sea-ice loss for Eurasia (35-60◦N and 70-
140◦E). The T1000 responses are composed by the easterly (QBO-E; blue) and westerly
(QBO-W; red) phases of the QBO. (c) Violin plots of the distributions of average daily sea
level pressure over the Siberian High region (40-65◦N and 80-120◦E) in the historical and
future experiments. Black lines show the median in each distribution. The dashed grey
vertical line is displayed to highlight the median of the future QBO-E simulation. White
hatch marks and the two black dots indicate a statistically significant difference in the means
and between QBO-E and QBO-W composites in each experiment, respectively.
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The advection-induced cooling over central and eastern Asia is thought to arise from the

intensification of the Siberian High (Mori et al., 2014). We show violin plots (Figure 4.3c)

of the daily Siberian High Index (SHI) using sea level pressure averaged over 40-65◦N and

80-120◦E, which corresponds to the area of the Siberian High (Panagiotopoulos et al., 2005).

The violin plots show the median SHI (center black lines) in addition to its kernel proba-

bility density symmetric around the 5th-95th percentile range (horizontal lines). We find a

slightly stronger Siberian High response under QBO-E compared to QBO-W (p < 0.001).

Note that under both QBO phases the Siberian High strengthens due to sea-ice loss. This

helps explain the similar location of the CDI minima for both QBO phases, although for

QBO-E the amplitude is substantially larger.

An outstanding question is whether the stronger Siberian High response under QBO-E is

driven by the polar vortex weakening. To investigate this question, Figure 4.4 shows daily

time series of the responses in meridional eddy heat flux at 100 hPa (v′T ′; MHF100), SHI,

1000-hPa temperature over Eurasia (T1000), and 30-hPa geopotential (Z30) averaged over

the polar cap. During QBO-E in early December, positive MHF100 anomalies coincide

with a strengthening of the SHI and decrease in mean temperature. This is followed by a

stratospheric warming in mid-December, and persistent Siberian High and cold temperature

anomalies in December (bottom). Over the entire season, the SHI is highly anticorrelated to

T1000 (R = -0.86). Based on these results, we propose the following interpretation to explain

how the QBO modulates the response to sea-ice in our experiments: (1) the QBO modulates

the wave number 1 pattern response to sea-ice anomalies (Figures 1g-h); (2) the enhancement

of the Siberian High induces upward wave activity anomalies that lead to a warming of the

polar stratosphere; (3) the stratospheric anomaly propagates downward (Figure 4.2b) and

reinforces the Siberian High/cold eastern Asia anomalies (Figure 4.3a). Thus, the Eurasian

cooling is primarily driven by tropospheric processes, but the stratosphere reinforces the

tropospheric response, leading to greater persistence in the Siberian High anomaly. Under
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QBO-W, episodes of strong SHI and T1000 are found, but they are less persistent, consistent

with the absence of any stratospheric warming.

Figure 4.4: Daily time series of the zonal-average of the meridional eddy heat flux at 100
hPa (MHF100; blue line; 40-80◦N), the Siberian High sea level pressure index (SHI; purple
line; 40-65◦N and 80-120◦E), 1000-hPa temperatures in Eurasia (T1000; red line; 35-60◦N
and 70-140◦E), and the geopotential at 30 hPa averaged over the polar cap (Z30; orange line;
>65◦N) for QBO-W (top) and QBO-E (bottom) phases in response to sea-ice loss. The fields
have each been smoothed using a 10-day running average and normalized by their standard
deviation. Statistical significance at the 90% confidence level is indicated by the bold line
segments.
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4.4 Conclusions

This illustrates for the first time how the QBO can modulate the atmospheric response to pro-

jected sea-ice loss using perturbation experiments with a high-top AGCM (SC-WACCM4).

A robust weakening of the polar vortex is found under QBO-E in response to sea-ice decline.

In contrast, there is a strengthening of the polar vortex under QBO-W. The total ensemble

mean response shows a marginal strengthening of the stratospheric polar vortex as in Labe

et al. (2018b), due to the fact that neutral QBO years exhibit a strengthening of the polar

vortex (not shown). However, a modulation of the response in the mid-troposphere is not

clear from this analysis.

Figure 4.5: As in Figure 4.1, but for the December responses of the 10-hPa zonal wind in a
sea-ice thickness-loss only experiment (∆SIT; a-c) and the total sea-ice change (concentration
and thickness) experiment (∆NET; d-f).
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The stratospheric response under QBO-E is driven by waves propagating into the strato-

sphere that coincide with the reinforcement of a wave number 1 pattern and a stronger

Siberian High response than under QBO-W. As a consequence, the warm Arctic–cold Siberia

pattern is only statistically significant under QBO-E. These results illustrate how sensitive

the large-scale response to Arctic sea ice is, even when using a strong forcing as in this study.

Depending on the phase of the QBO, the conclusions significantly differ, which may be prob-

lematic in modeling studies that do not include a realistic QBO or are run under permanent

QBO conditions. We also find that additional experiments forced by sea-ice thickness only

simulate a similar stratospheric response, despite much reduced heat flux anomalies at the

surface (Labe et al., 2018b, Figure 4.1d). Figure 4.5 shows the 10-hPa zonal wind response

to a future SIT-only loss experiment (∆SIT) compared with the SIC-SIT-loss experiment

used in this study (∆NET). Despite the much smaller forcing in ∆SIT, there is also a robust

weakening of the polar vortex under QBO-E (Figure 4.5b). Further, the evolution of the

daily time series fields for ∆SIT (not shown) are remarkably similar to those in Figure 4.4.

Therefore, the response to Arctic sea-ice loss is highly non-linear, and the modulating role by

the QBO may also intervene with smaller sea ice loss, although with weaker forcing internal

variability cannot be ruled out. Note that the mechanisms leading to the influence of the

QBO on the climatological stationary wave pattern are still under investigation.

Such strong dependence to seemingly minor changes in the experiment protocol suggests the

importance of the model mean state regarding its sensitivity to sea-ice anomalies. Along

with other parameters that influence the model mean state, e.g., background SST (Osborne

et al., 2017; Smith et al., 2017), inconsistent representation of the QBO may lead to discrep-

ancies among modeling studies (Overland et al., 2016; Screen et al., 2018a). In that context,

it is well established that accompanying a change in phase of the QBO are changes in the

mean circulation such as strength of the stratospheric polar vortex and even the character of

the tropospheric jets (Kidston et al., 2015). The sensitivity that we find in the sea-ice loss
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experiments is associated with QBO-phase since the sea-ice forcing is strong enough, and the

number of ensemble members is great enough that we can rule out internal variability. Most

models still struggle to produce a realistic internally-generated QBO (Schenzinger et al.,

2017), and our results suggest this may affect how they respond to Arctic sea ice or other

boundary conditions. At this stage, we do not know whether other GCMs exhibit similar

sensitivity to the QBO.
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Chapter 5

Warm Arctic, cold Siberia pattern:

role of full Arctic amplification versus

sea-ice loss alone

This work is in review at Geophysical Research Letters.

Labe, Z.M., Y. Peings, and G. Magnusdottir (2020), Warm Arctic, cold Siberia pattern:

role of full Arctic amplification versus sea-ice loss alone, under review at Geophysical Research

Letters.

Abstract

The effect of future Arctic amplification (AA) on the extratropical atmospheric circulation

remains unclear in numerous modeling studies. Using a collection of coordinated atmospheric

and coupled global climate model perturbation experiments, we find an emergent relation-

ship between the high-latitude 1000-500 hPa thickness response and an enhancement of the
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Siberian High in winter. This wave number 1-like sea level pressure anomaly pattern is

linked to an equatorward shift of the eddy-driven jet and a dynamical cooling response in

eastern Asia. Additional simulations, where AA is imposed directly into the model domain

by nudging, demonstrate how the sea-ice forcing is insufficient by itself to capture the vertical

extent of the warming and by extension the amplitude of the response in the Siberian high.

This study demonstrates the importance of the vertical extent of the tropospheric warming

over the polar cap in revealing the “warm Arctic, cold Siberia” anomaly pattern in future

projections.

5.1 Introduction

Attributing robust response in the wintertime extratropical circulation to Arctic climate

change remains unresolved in both historical observations (Cohen et al., 2019) and future cli-

mate model projections (Smith et al., 2019). It is widely understood that the surface-albedo

feedback, through loss of sea ice and snow cover, is only one of the important contributions to

Arctic amplification (AA; Stuecker et al., 2018; Dai et al., 2019). Due to the nonlinear nature

of polar feedbacks, it remains challenging to separate the relative importance of local and

remote processes that result in AA (Goosse et al., 2018). While the largest AA has occurred

near the surface in the zonal-mean average, there is evidence of substantial warming ex-

tending vertically into the upper troposphere in reanalysis and satellite-derived observations

(Graversen et al., 2008; Screen and Simmonds, 2011; Alexeev et al., 2012; Cohen et al., 2019).

Recent warming of the lower-to-middle Arctic troposphere has been suggested to lead to a

weakening of the midlatitude westerlies and increase in the amplitude of planetary waves

through thermal wind arguments (e.g., Francis and Vavrus, 2015). Further, deep tropo-

spheric warming may be important in resolving the “warm Arctic, cold Siberia” temperature
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anomaly pattern (Xu et al., 2019), and there is also evidence that the Arctic-midlatitude

teleconnection is sensitive to the depth of vertical warming in idealized models (Sellevold

et al., 2016). While it is currently not possible to attribute forced causes to the continental

cold extremes and atmospheric waviness due to the short historical record and substantial

internal variability (Barnes and Screen, 2015; McCusker et al., 2016; Ogawa et al., 2018;

Peings, 2019; Blackport et al., 2019; Blackport and Screen, 2020), a better understanding

on the effects of AA is still needed (Cohen et al., 2019). To address future climate linkages

between the Arctic and midlatitudes, many studies have performed atmospheric general cir-

culation model (AGCM) experiments by prescribing changes in 21st century Arctic sea ice

boundary conditions (e.g., Deser et al., 2010; Peings and Magnusdottir, 2014; Nakamura

et al., 2016b; Sun et al., 2015; Labe et al., 2018b). However, most of these AGCM experi-

ments have shown that warming is vertically trapped near the surface in response to sea ice

forcing. This may be due to a lack of ocean coupling (e.g., Deser et al., 2015; Blackport and

Kushner, 2018), not allowing sea-ice thickness (SIT) to change (Labe et al., 2018b), but also

to the fact that AA is also largely driven by remote sea surface temperature (SST) changes

(e.g., Screen et al., 2012; Perlwitz et al., 2015) and other climate feedbacks (Goosse et al.,

2018; Park et al., 2018).

It remains an open question how important the vertical extent of the tropospheric warming is

in assessing Arctic-midlatitude teleconnections from future projections of Arctic change (Xu

et al., 2019). This also has implications for improving our understanding of the intermodel

spread of the eddy-driven jet response in the latest Coupled Model Intercomparison Project

(CMIP) projections due to the competing “tug-of-war” effects between upper troposphere

tropical warming and AA (Barnes and Polvani, 2015; Zappa et al., 2018; Vavrus, 2018; Peings

et al., 2018, 2019). To answer this question, we make use of a collection of large ensemble

experiments that are prescribed with different levels of sea ice-forcing and AA within the

framework of a single GCM. Here we focus our attention on understanding the tropospheric
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pathway by which sea-ice anomalies modulate the Northern Annular Mode (NAM; Thomp-

son and Wallace, 1998) through eddy-mean flow interactions and the excitation of Rossby

waves, which can reinforce anticyclonic anomalies over Eurasia (Honda et al., 2009; Naka-

mura et al., 2016b). By doing so, we find an emergent relationship between anomalies of

the geopotential thickness of 1000-500 hPa thickness layer over the Arctic and the response

of the Siberian High. We also examine the degree of linearity in the responses to different

levels of AA forcing in the GCM by nudging the temperature directly in the Arctic and

maintaining the thermal anomaly throughout the simulation. The results have implications

for disentangling the sensitivity of the large-scale atmospheric response to varying amounts

of projected Arctic sea-ice decline from AA.

5.2 Climate model experiments and analysis

The high-top AGCM numerical experiments are implemented using the National Center for

Atmospheric Research (NCAR) Whole Atmosphere Community Climate Model, version 4

(WACCM4; Marsh et al., 2013) and the Department of Energy (DOE) Energy Exascale

Earth System Model, version 1 (E3SM; Golaz et al., 2019). WACCM4 includes 66 vertical

levels (5.1 × 10−6 hPa, ∼140 km) and uses CAM4 physics. We use the specified chemistry

version of WACCM4 (SC-WACCM4 Smith et al., 2014), which is cheaper in computational

cost, but simulates dynamical coupling and stratospheric variability that is comparable to

the interactive chemistry model version. The SC-WACCM4 experiments are run with a

horizontal resolution of 1.9◦ latitude by 2.5◦ longitude and include present-day (year 2000)

radiative forcings. A repeating 28-month cycle of the Quasi-biennial Oscillation (QBO) is

included in the SC-WACCM4 experiments by using a nudging technique to relax the equa-
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torial stratospheric winds to observed radiosonde data.

The E3SMv1 atmospheric component was developed from CAM5.3 and includes additional

turbulence parameterizations and improvements to cloud and aerosol physics (Rasch et al.,

2019). E3SM includes 72 vertical layers (compared to 30 in CAM5) with a model top at

∼0.1 hPa (∼60 km). We use the lower-resolution version of E3SM with a horizontal resolu-

tion of 100 km and present-day (year 2000) radiative forcings. While the model includes an

internally generated QBO-like oscillation of the equatorial stratospheric wind, the period is

too short, and the westerly winds are too strong (Richter et al., 2019).

5.2.1 Atmosphere-only simulations

5.2.1.1 Role of future Arctic sea ice

The first set of AGCM experiments are conducted following the Polar Amplification Model

Intercomparison Project (PAMIP; Smith et al., 2019) tier 1 protocol. They consist of 100

members of 14-month (April through May of the following year) simulations with prescribed

SST and sea-ice concentration (SIC) representative of future conditions, which are compared

to two different sets of simulations corresponding to pre-industrial (Pi) and present-day (Pd)

boundary forcing. SIT is held constant throughout the Arctic at 2 m. The Pd simulation

is conducted using average SST and SIC from a 1979-2008 annual cycle climatology in

HadISST1 (Rayner et al., 2003). Future sea ice fields are constructed from an ensemble of

31 CMIP5 models (Representative Concentration Pathway 8.5) representing 2◦C of global

warming above pre-industrial level. Similarly, Pi SIC is derived from Pi control runs of these

31 CMIP5 models (see details on the PAMIP forcing fields in Smith et al. (2019)). SST

are held to Pd values, except in grid cells where SIC differs by more than 10% in Pi/future
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experiments (Screen et al., 2013; Peings and Magnusdottir, 2014). To isolate the effect of

SIC in each model, we take the difference of the future experiment minus Pd (denoted as

∆WACCM-SIC-Pd or ∆E3SM-SIC-Pd) and Pi (denoted as ∆WACCM-SIC-Pi or ∆E3SM-

SIC-Pi).

An additional set of experiments using SC-WACCM4 are conducted to include the effects of

SIT decline between future and Pd conditions (denoted at ∆WACCM-SIT-Pd). For fields

of SIT, Pd conditions are taken from the Pan-Arctic Ice Ocean Modeling and Assimilation

System, version 2.1 (PIOMAS; Schweiger et al., 2011), and future conditions are taken from

the ensemble of the 31 CMIP5 models. SST and SIC fields follow the same protocol as

previously described for ∆WACCM-SIC-Pd.

Finally, we compare the PAMIP experiments, which consider future warming conditions of

2◦C, to an experiment with a stronger sea ice forcing (denoted as ∆NET). This SC-WACCM4

experiment isolates the role of sea-ice loss in the late 21st century (2051-2080 minus 1976-

2005) using forcing fields from the mean of 40 ensemble members in the Community Earth

System Model Large Ensemble (LENS; Kay et al., 2015). More details about this experiment

can be found in Labe et al. (2018b, 2019).

5.2.1.2 Role of AA

To quantify the effect of sea ice-only forcing in AA, we use three experiments of SC-WACCM4

where AA is directly imposed in the model domain by nudging - corresponding to the pro-

jected state of the Arctic in 2030, 2060 and 2090 (Peings et al., 2019). A 51-year control

simulation is conducted using a repeating cycle of SST and SIC taken from the 1979-2008

84



climatology in HadISST1. To assess the influence of AA, three perturbation experiments are

conducting using a regional nudging within the Arctic (> 70◦N) in the lower troposphere (up

to to 600 hPa) to temperature fields representing conditions in the early (2020-2039), middle

(2050-2069), and late (2080-2099) 21st century within the mean of 40 ensemble members

from LENS. To isolate the effect of AA, we take the difference between the perturbation

experiments and the control (denoted as ∆AA-2030, ∆AA-2060, ∆AA-2090). Details and

validation of the nudging protocol can be found in Peings et al. (2019).

5.2.2 Atmosphere-only transient simulations

To compare our SC-WACCM4 simulations with observations, we utilize two transient AGCM

experiments with 10 ensemble members each. The first simulation follows the standard

Atmospheric Model Intercomparison Project II protocol (AMIP; Taylor et al., 2000) with

monthly SST and SIC variability over the 1979 to 2016 period. SIT is prescribed to 2 m. This

experiment is denoted as ∆AMIP. In a second transient simulation (denoted as ∆AMIP-HL),

we follow the same set-up as ∆AMIP, but instead apply a nudging scheme (as in Section 2.1.2)

to the Arctic Circle (> 65◦N) lower troposphere (up to 300 hPa). In that domain, tempera-

ture, horizontal winds, and surface pressure are nudged observed 3-hour anomalies, superim-

posed on the model 3-hour climatology. This way we prescribed the observed variability of

the atmosphere in high-latitudes while retaining the model mean state. The 3-hour observed

anomalies are from the NASA’s Modern-Era Retrospective Analysis for Research and Ap-

plications, version 2 (MERRA2; Gelaro et al., 2017). We compare ∆AMIP and ∆AMIP-HL

to monthly observations from the National Centers for Environmental Prediction/National

Center for Atmospheric Research reanalysis project (NCEP/NCAR R1; Kalnay et al., 1996)

and the European Centre for Medium-Range Weather Forecasts (ECMWF) next-generation
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reanalysis ERA5 (Hersbach and Dick, 2016).

5.2.3 Coupled atmosphere-ocean simulations

We consider a set of coupled experiments to compare the short-term (S) effects of ocean

coupling on the atmospheric response to Arctic sea-ice loss. In this experiment (denoted

as ∆S-Coupled-Pi or ∆S-Coupled-Pd), each SC-WACCM4 ensemble member is run for 14

consecutive months (April through May of the following year) with an interactive ocean and

follows the same PAMIP forcing for Pi, Pd, and future sea-ice conditions. To have similar

sea-ice fields as in the AGCM simulations (see section 2.1.1), SIT is nudged to its prescribed

value in the AGCM runs, i.e., 2 m.

5.2.4 Statistical testing

A summary of the experiments used in our study can be found in Table A.2. Here we focus

our analysis on the boreal winter (DJF; December-January-February) when the ensemble

mean atmospheric response to Arctic sea-ice decline is found to be the largest (e.g., Deser

et al., 2010; Blackport and Screen, 2019). We use a two-sided Student’s t test and control for

field significance using the false discovery rate (FDR; Wilks, 2016). A response is considered

statistically significant if the FDR-adjusted p-value is less than 0.05, unless otherwise stated.
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5.3 Results

Figure 5.1 shows the DJF near-surface (2-m) air temperature response in the AA (top row)

and Pd sea ice-forcing PAMIP experiments (bottom row). There is a nearly-uniform warm-

ing over the Arctic Ocean in response to the AA forcing (Figure 5.1a-c). The ∆AA-2090

warm anomalies range from more than 10◦C over the central Arctic to only 1-3◦C over parts

of North America, as far south as around 45◦N latitude (Figure 5.1c). Thus, even under the

late 21st century AA-forcing, the thermodynamic warming remains mostly confined to the

polar cap. However, a small cooling response (down to ∼ −2◦C) is revealed in eastern Asia

in ∆AA-2060. This cooling is amplified in ∆AA-2090 with negative temperature anomalies

(down to ∼ −4◦C) expanding westward across Siberia.

Similar to ∆AA-2060, the warming response to sea-ice loss in the short-coupled experiment

(∆S-Coupled-Pd) is uniform across the Arctic Ocean (Figure 5.1e). Without ocean cou-

pling, the near-surface temperature response is greatest in the outer marginal seas (e.g.,

Barents-Kara Seas) in direct association with the sea ice forcing (Figure 5.1d,f). This sug-

gests that even on short time-scales, ocean feedbacks may contribute to further high latitude

warming in the Arctic (e.g., north of 75◦N latitude). However, this is not the case with the

land temperature response, which is meridionally confined to the Arctic within the PAMIP

experiments (Figure 5.1d-f). Again, we find a small patch of cooling over eastern Asia in

the ∆S-Coupled-Pd and ∆SIT-Pd experiments. This “warm-Arctic, cold Siberia” pattern

is in agreement with earlier studies (e.g., Mori et al., 2014, 2019; Peings and Magnusdottir,

2014; Nakamura et al., 2015; Labe et al., 2018b) and can be linked to a strengthening of the

Siberian High (Sun et al., 2015; Screen et al., 2015; Labe et al., 2019). The dynamically-

induced cooling results from cold air advection in association with a strengthening of the

Siberian High. This is consistent with northerly meridional wind anomalies found near the

surface over Eurasia in our experiments (not shown). Overall, despite differences in magni-
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Figure 5.1: (a) Boreal winter (December-February) 2-m air temperature anomalies (interval
of 0.5◦C) for ∆AA-2030. (b) Same as (a) but for ∆AA-2060. (c) Same as (a) but for ∆AA-
2090. (d) Same as (a) but for ∆SIC-Pd. (e) Same as (a) but for ∆S-Coupled-Pd. (f) Same
as (a) but for ∆SIT-Pd. Statistically significant anomalies are overlaid with black stippling
at the 95% confidence level after adjusting for FDR. The number of ensemble members for
each experiment is listed in the upper right-hand corner in gray.

tude, we find strikingly similar patterns of temperature response in SC-WACCM4 in the sea

ice-forcing (coupled/uncoupled) and AA experiments.

As with the 2-m air temperature response, the sea level pressure (SLP) response in the

∆AA-2030 experiment is weaker and statistically insignificant (Figure 5.2a). However, a dif-

ferent picture emerges with stronger AA forcing. The response in ∆AA-2060 (Figure 5.2b)

is robust and characterized by higher SLP anomalies stretching from Greenland to Eurasia

and lower SLP anomalies over the central Arctic Ocean and in the vicinity of the Aleutian
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Low. This dipole pattern of SLP anomalies resembles a zonal wave number 1-like pattern

and is further amplified in ∆AA-2090 (Figure 5.2c). The circulation response exhibits an

equivalent barotropic structure over the North Pacific and North Atlantic. However, the

response is baroclinic over the Arctic Ocean with positive anomalies of geopotential heights

at 500 hPa (Z500) resembling a negative phase of the NAM (not shown). The pattern of

SLP anomalies in ∆AA-2060 and ∆AA-2090 is also quite similar to that of ∆NET (Figure

5.2c in Labe et al. (2018b)). The response to increasing levels of AA forcing reinforces the

wave-1 SLP pattern and suggests that the large-scale circulation response may be linear.

In contrast, we find a much weaker SLP response to the Pd sea-ice forcing in the three

PAMIP experiments (Figure 5.2d-f). Decreases in SLP are found in the vicinity of the SIC

anomalies (compare with Figure 5f in Smith et al. (2019)) and over the Hudson Bay. We

also find an increase in SLP over Eurasia, albeit weaker than ∆AA-2060. The greatest SLP

response is in the combined SIC and SIT-forcing experiment (∆SIT-Pd). The robustness

of this stronger response was tested by adding additional ensemble members for a total en-

semble size of 300 (compared to the recommended 100 in PAMIP protocol). This result is

in agreement with Labe et al. (2018b) indicating that loss of SIT reinforces the large-scale

atmospheric response to SIC anomalies (Figure 5.2d). Although there are substantial dif-

ferences in magnitude, the pattern of the wintertime SLP response in the coupled (Figure

5.2e) and uncoupled sea ice-forcing experiments (Figure 5.2d,f) still resembles the wave-1

response found in ∆AA-2060 and ∆AA-2090.

We now turn to vertical cross-sections of the zonal-mean temperature response to better

understand the differences in magnitude of the surface response. Figure 5.3 shows the zonal-

mean temperature response as a function of height (pressure) for each of the experiments.

Statistically significant warming extends up to 500 hPa in ∆AA-2060 (Figure 5.3b) and up
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Figure 5.2: Same as Figure 5.1, but for the mean sea level pressure response (interval of 0.25
hPa) in each experiment.
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Figure 5.3: (a) Average December-February zonal-mean air temperature anomalies (interval
of 0.25◦C) as a function of height (pressure) for ∆AA-2030. (b) Same as (a) but for ∆AA-
2060. (c) Same as (a) but for ∆AA-2090. (d) Same as (a) but for ∆SIC-Pd. (e) Same as
(a) but for ∆S-Coupled-Pd. (f) Same as (a) but for ∆SIT-Pd. Shading is only shown for
statistically significant responses after controlling for FDR at the 95% confidence level.

to 300 hPa in ∆AA-2090 (Figure 5.3c) within the Arctic. Recall that the nudging only

extends to 600 hPa. In contrast, vertical warming is much smaller and confined to the lower

troposphere within the sea ice-forcing experiments (Figure 5.3d-f). Warming reaches up to

500 hPa due to both SIT and SIC loss (∆SIT-Pd), but only up to about 700 hPa in the

SIC-only forced experiment (∆SIC-Pd).

To contrast this simulated vertical warming with recent observations, we compare cross-

sections of the zonal-mean temperature difference in the most recent decade (2010-2019)

minus the first decade of the satellite-era record (1988-1979) in Figure A.17. The last decade
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(2010-2019) overlaps with an observed period of substantial AA (Cohen et al., 2019). There

is close agreement in the structure of vertical warming between ERA5 and NCEP/NCAR

R1 datasets with statistically significant warming extending up to 300 hPa above portions

of the Arctic. The largest warming is found in the lower troposphere (up to 850 hPa) and

poleward of 75◦N latitude. While we cannot rule out internal variability, this suggests that

the sea ice-only forcing experiments do not capture key processes that are important for AA

in the middle-to-upper troposphere (Perlwitz et al., 2015; Francis, 2017).

Figure A.18 compares the response of the 1000-500 hPa thickness layer between the AA

and PAMIP experiments. As expected, the largest tropospheric thickness increases (>40

m) are found in simulations with the highest vertical extent of warming in Figure 5.3. This

reveals a uniform increase in thickness over the Arctic Ocean in ∆AA-2060 (Figure A.18b)

and ∆AA-2090 (Figure A.18c) due to AA forcing. We also find a decrease in thickness ex-

tending from the North Pacific to Siberia in association with troughing and surface cooling

downstream of the Siberian High. The spatial pattern of tropospheric thickness anomalies

is consistent in the sea ice-forcing experiments, although the change is smaller in magnitude

(Figure A.18d-f). The largest increases in thickness are found over the Hudson Bay and the

Barents-Kara Seas. Moreover, the only statistically significant decrease in thickness is found

in ∆SIT-Pd over Siberia (Figure A.18f).

To evaluate the dynamical effect of a reduction in the meridional tropospheric thickness

gradient, we plot the monthly mean response of the eddy-driven jet in Figure A.19. In all

experiments, we find a weakening on the poleward flank of the eddy-driven jet from October

through March. However, this weakening of the 700-hPa zonal wind (U700) is only statisti-

cally significant in the ∆AA-2060 (Figure A.19b), ∆AA-2090 (Figure A.19c), and ∆SIT-Pd

(Figure A.19f) experiments and is largest over eastern Siberia (not shown). In addition to
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the weakening, there is an equatorward shift of the eddy-driven jet with positive anomalies

of U700 around 40◦N latitude, especially in ∆AA-2060 and ∆AA-2090. The positive anoma-

lies of U700 are mostly insignificant in the ∆SIT-Pd experiment. In general, the magnitude

of the U700 response to 2◦C of sea ice-forcing is small relative to climatology and internal

variability (Figure A.19d-f). Note that there are again similarities in the pattern of U700

anomalies between experiments despite the differences in forcing, number of ensemble mem-

bers, and model set-up.

Some studies have pointed to the role of the stratosphere in linking the Siberian cooling

pattern to Arctic sea-ice anomalies (e.g., Cohen et al., 2019; Kim et al., 2014; Peings and

Magnusdottir, 2014; Sun et al., 2015; Zhang et al., 2018a; Labe et al., 2019). However, we

do not find that to be the case for the PAMIP experiments in response to the relatively

small sea ice-forcing at 2◦C of future climate warming. Figure A.20 shows the geopotential

height response at 50 hPa (Z50) for the AA and sea ice-forcing experiments. We do not find

any robust Z50 response in the stratosphere for the sea ice experiments (Figure A.20d-f) or

for ∆AA-2030 (Figure A.20a). However, in response to greater AA, we do find an increase

in Z50 heights over the polar cap in association with a warming of the stratospheric polar

vortex. This weakening of the polar vortex may be linked to the greater equatorward shift

of the eddy-driven jet found in Figure A.19b-c (Peings et al., 2019).

We refine our understanding of the wintertime relationship between the vertical warming of

the mid-troposphere to the response of the Siberian High by using an emergent constraints-

like approach (e.g., Hall et al., 2019) in Figure 5.4. In this assessment, we consider additional

coupled and uncoupled SC-WACCM4 experiments along with AGCM simulations using

E3SM. Further, we use two transient atmosphere-only experiments (∆AMIP and ∆AMIP-

HL) by considering the difference in their first and last 10-year epochs (2016-2007 minus
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Figure 5.4: Dependence of the Siberian High Index on the 1000-500 hPa layer thickness
response averaged over the polar cap (>65◦N) for the boreal winter (December-February).
Responses for the coupled and uncoupled experiments in SC-WACCM4 are shown with
circular points. The responses in the AMIP-style (SC-WACCM4) simulations are shown
with downward triangles. The responses in E3SM are indicated by X marks. Gray shading
indicates the range in 1000-500 hPa layer thickness anomalies (vertical bar; 2019-2010 minus
1988-1979) and for the Siberian High Index (horizontal bar; 2019-2010 minus 1988-1979)
between ERA5 and NCEP/NCAR R1. The black line shows the linear (least squares) fit
after taking into consideration all of the climate model experiments.
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1988-1979). We find a highly positive linear correlation (R2 = 0.92; p < 0.001) between the

response of the 1000-500 hPa thickness layer over the polar cap (weighted average north of

65◦N latitude) and the Siberian High Index (weighted average over 40-65◦N and 80-120◦E;

Panagiotopoulos et al. (2005)) after considering all of the experiments irrespective of forc-

ing, model, or model-setup (black line). Lastly, we compare this modeled linear relationship

with 10-year epoch differences (2010-2019 minus 1988-1979) in reanalysis data using gray

shading to represent the range between ERA5 and NCEP/NCAR R1 (Figure 5.4). While

these 10-year epochs are too short to make attribution statements on a forced response, due

to decadal and multidecadal internal variability, they add confidence to the interpretation of

this Siberian High relationship with increases in tropospheric thickness over the polar cap.

Unsurprisingly, with a larger sea ice-forcing (Pi compared to Pd), we find more warming and

a stronger response of the Siberian High (∆WACCM-SIC-Pi and ∆E3SM-SIC-Pi).

Since ∆NET is forced with late 21st century SIC and SIT boundary conditions from LENS

using SC-WACCM4 (Labe et al., 2018b, 2019), we can compare this experiment with the

nudging experiments that reflect the total large-scale atmospheric response to AA. We find

that both the mid-tropospheric warming and Siberian High responses are much smaller in

∆NET (see also Table A.2). This further illustrates the importance of the other feedbacks

contributing to vertical warming in the Arctic, rather than only surface forcing from sea ice

boundary conditions.

We note that ∆AMIP is an outlier relative to the other experiments. However, we can com-

pare ∆AMIP to ∆AMIP-HL, which nudges the high latitudes to observed tropospheric air

temperatures (up to 300 hPa). ∆AMIP-HL is warmer in the lower-to-middle troposphere

and is in closer agreement to the reanalysis data sets (grey shading) and modeled linear

relationship (black line) in Figure 5.4. This supports earlier studies (e.g., Perlwitz et al.,
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2015) that the ensemble mean response in AMIP-style experiments, with observed SST and

SIC variability, does not capture the total AA-effect found in recent reanalysis, especially in

the mid-troposphere.

5.4 Conclusions

In summary, we use an extensive number of large ensemble perturbation experiments with

different combinations of sea ice forcing and AA to understand the relationship between

Arctic warming and Siberian cooling in boreal winter. We find that the vertical extent of

warming into the middle-troposphere over the Arctic is important for revealing this surface

temperature anomaly pattern. Using an integrated approach, we find that an increase in

the 1000-500 hPa thickness layer over the polar cap is associated with a strengthening of

the Siberian High. The emergence of a zonal wave number 1 SLP anomaly pattern and

weakening on the poleward flank of the eddy-driven jet are also closely linked to the mag-

nitude of warming in the middle-troposphere. Using a novel set of nudging experiments, we

also show that this SLP pattern is reinforced with increasing levels of future AA. Moreover,

the cooling response over Eurasia is also enhanced with greater AA (not considering other

greenhouse gas forcing) and occurs downstream of the Siberian High anomaly due to cold air

advection. Warming is vertically trapped near the surface in experiments prescribed with

changes in Arctic sea ice, and increasing sea-ice loss is not enough to get the full flavor of the

influence of AA in the midlatitudes. Therefore, sea ice perturbation experiments can miss

important effects of AA on the large-scale extratropical circulation. Overall, the dynamical

response to the PAMIP sea ice forcing at 2◦C is small and non-robust relative to internal

variability when compared with present-day conditions. This low signal-to-noise ratio will
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be the subject of future work.

Our results are consistent with Xu et al. (2019), which found that the vertical extent warming

over the Barents-Kara Seas can help resolve differences in the strength of Arctic-midlatitude

linkages in historical simulations. While we primarily make use of one model (SC-WACCM4),

we find that atmospheric thickness is also closely coupled to the Siberian High response in

E3SM (Figure 5.4). Our results, in conjunction with Xu et al. (2019), contribute further evi-

dence to the importance of understanding how CMIP6 models simulate the vertical structure

of tropospheric warming when assessing future Arctic-midlatitude linkages in wintertime.
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Chapter 6

Conclusions

Coinciding with a rapid warming of Arctic surface air temperature, mid-latitude regions

have experienced extreme cold outbreaks during recent winters. Guided by this seeming

paradox, a large body of research has hypothesized that the simultaneous warming of the

Arctic and cooling across parts of the mid-latitudes are connected. However, despite recent

advances in state-of-the-art climate models, statistical methods, and growing observational

data networks in the Arctic, there is still no consensus on how Arctic climate change may

influence mid-latitude weather and climate. Since the high-quality satellite record is only

about forty years-long and affected by decadal and multi-decadal natural variability, tar-

geted global climate model experiments are needed for disentangling causal pathways of

Arctic teleconnections.

The motivation behind the dissertation was to investigate the physical mechanisms associ-

ated with the large-scale atmospheric response to projected Arctic sea-ice decline. While

perturbation experiments are idealized scenarios, they provide insight to mechanisms found

within fully-coupled global climate model experiments. Here, I primarily focus on the impor-
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tance of the boundary condition forcing and the background mean-state. I have shown that

realistic spatial variability of Arctic sea-ice thickness (SIT), simulation of the Quasi-biennial

Oscillation (QBO), and the structure of warming in the high-latitude lower-to-middle tro-

posphere are critical features for revealing Arctic-mid-latitude linkages in climate models.

These advances will help to inform society on the impacts from internal climate variability,

extreme events, and future Arctic climate change.

6.1 Summary of results

In Chapter 2, I investigate the spatial and temporal variability of Arctic SIT in historical

and future projections through the 21st century. I use a coupled ice-ocean model assimila-

tion system (PIOMAS) as a reanalysis data set to compare with LENS. PIOMAS is shown

to realistically reproduce the variability and long-term trends of Arctic SIT and SIV when

compared to satellite-derived products (ICESat and CryoSat-2) and submarine ULS data.

However, as found in other studies (e.g., Schweiger et al., 2011), PIOMAS tends to under-

estimate thicker sea ice and overestimate thinner sea ice. This bias is most clearly evident

in the Fram Strait. Although there is substantial interannual variability, declining trends in

SIT are statistically significant in all months of the year. While LENS has a tendency toward

thicker sea ice in the western Arctic (up to 1 m difference) compared to PIOMAS, it repro-

duces similar mean trends and variability in their overlapping historical period (1979-2015).

The first leading EOF mode shows two opposite-sign centers of action and closely resembles

the east-west Arctic anomaly pattern. This dipole represents the Transpolar Drift Stream

with sea ice motion from near the New Siberian Islands moving toward the Fram Strait. The

pattern is accelerated during the positive phase of the AO. Overall, there is a reduction in

September SIT variability over the 21st century in LENS. All marginal seas of the Arctic

observe average September SIT falling below 0.5 m before 2080 in LENS. However, this is
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last to occur along the northern coast of Greenland where a perennially thick area of sea ice

remains. Internal variability contributes to an uncertainty of 10 to 20 years in LENS for the

timing of regional mean SIT to fall below 0.5 m.

After evaluating the internal variability of SIT in LENS, in Chapter 3, I conduct a series

of perturbation experiments to quantify the relative contributions of SIT and SIC to the

large-scale atmospheric response to Arctic sea-ice decline. To assess Arctic-mid-latitude

linkages, previous studies (e.g., Peings and Magnusdottir, 2014; Sun et al., 2015) have gen-

erally prescribed SIT as a constant (≈ 2 m) across the entire Arctic Ocean. By forcing

SC-WACCM4 with sea ice and SST boundary conditions from LENS, this study provides

the first comprehensive assessment on the responses to late-21st century declines of SIT and

SIC, respectively. The combined SIT and SIC forcing simulates a negative NAM-like re-

sponse in boreal winter with an equatorward shift of the eddy-driven jet. In agreement with

Lang et al. (2017), the 2-m temperature response from SIT loss contributes up to one third of

that from SIC decline. While the dynamical contributions are much smaller from SIT, they

reinforce the SIC response in the lower-to-middle troposphere (e.g., Z500). Although there

is little to no role of the stratosphere in the combined SIT and SIC forcing experiment, we

do find that additional regionally-forced sea ice experiments (Atlantic versus Pacific sectors)

contribute a nonlinear response to the stratospheric polar vortex. This study shows that

it is important to consider SIT variability when addressing the effects of sea-ice decline in

climate model experiments.

In Chapter 4, I analyze the role of the QBO in modulating the wintertime atmospheric

response to late-21st century Arctic sea ice. A repeating 28-month cycle of the QBO is

prescribed in SC-WACCM4 by nudging the stratospheric equatorial winds to observed ra-

diosonde data. The effect of the QBO is assessed by compositing the atmospheric responses
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to sea-ice loss according to their phase of the QBO (easterly or westerly). Under QBO-E,

there is a robust weakening of the stratospheric polar vortex in response to sea-ice loss. On

the contrary, during QBO-W, there is a marginal strengthening of the polar vortex due to

sea-ice loss. The weakening under QBO-E is driven by a reinforcement of the zonal wave num-

ber 1 pattern and anomalous vertical wave activity in the vicinity of the Ural and Siberian

Highs. The weaker polar vortex reinforces the Siberian High anomaly through stratospheric-

troposphere coupling, which corresponds to increases in cold extremes over eastern Asia

through cold air advection. Under QBO-W, the vertical wave activity is trapped in the

lower troposphere (under 300 hPa) and only results in a negative NAM-like response at the

surface. The role of the QBO is also demonstrated in an additional experiment with a much

smaller sea-ice forcing. This study is the first to demonstrate the statistically significant

effect of the QBO background state on the atmospheric response to sea-ice anomalies.

Finally, in Chapter 5, I consider a series of coordinated coupled and uncoupled experiments

from PAMIP to assess the role of sea-ice forcing relative to AA. To isolate the effect of AA,

three SC-WACCM4 experiments are conducted by nudging the high-latitude troposphere to

the projected state of the Arctic in 2030, 2060 and 2090 using LENS. Therefore, it is possible

to assess the degree of linearity in atmospheric responses to different levels of AA forcing.

In response to the sea ice-only forcing in PAMIP, the warming is vertically confined to the

surface and lower troposphere (up to ≈ 700 hPa). In contrast, warming extends upwards

to ≈ 300 hPa in the AA experiments. This structure of vertical warming is shown to be

important for revealing a zonal wave number 1 SLP response and a robust strengthening of

the Siberian High. By considering additional simulations, an emergent relationship is found

between the response of the 1000-500 hPa thickness layer and the strength of the Siberian

High anomaly. The stronger Siberian High response is linked to a patch of cold temperature

anomalies in eastern Asia through advection. In summary, this study finds that the warming
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response to sea-ice anomalies is vertically confined and may not capture the full influence of

AA on mid-latitude weather and climate.

6.2 Ongoing and future work

6.2.1 Detection of signal in the large-scale circulation response to

Arctic sea-ice decline

Motived by understanding the small dynamical response to 2◦C of future Arctic sea-ice loss

found in the PAMIP experiments from Chapter 5, this preliminary work explores the vari-

ability in large ensemble experiments. Here, I use SC-WACCM4 (Smith et al., 2014) at

a horizontal resolution of 1.9◦ latitude by 2.5◦ longitude with year 2000 radiative forcings.

The recommended protocol for ensemble size in PAMIP tier 1 experiments is approximately

100 ensemble members for 14-month (April through May of the following year) simulations

(Smith et al., 2019). To explore the effect of ensemble size on the mean atmospheric re-

sponse, several experiments are extended to 300 members. These include the response to

future SIC loss compared to present-day (Pd) and pre-industrial (Pi) SIC boundary condi-

tions (∆WACCM-SIC-Pd and ∆WACCM-SIC-Pi, respectively). In addition, 300 ensemble

members are run to explore the robustness of SIT loss from future minus Pd conditions

(∆WACCM-SIT-Pd). Future and Pi sea ice fields are taken from the multi-model mean of

31 CMIP5 models. Pd fields of SST and SIC are selected using a repeating annual cycle

from the 1979-2008 mean in HadISST1, and Pd fields of SIT are taken from PIOMAS. More

details about the experiment protocol can be found in Smith et al. (2019) and in Chapter 5

of this dissertation.
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Figure 6.1: November to April anomalies of the 700-hPa zonal wind (U700) shown in shading
(interval of 0.05 m/s) for the Eurasia (left column; 120◦W–0◦W), Pacific (middle column;
0◦E–120◦E), and Atlantic sectors (right column; 120◦E–120◦W). U700 anomalies are calcu-
lated from the ∆WACCM-SIC-Pi experiment when considering all 300 ensemble members
(first row), the first 100 ensemble members (second row), the second 100 ensemble members
(third row), and the third 100 ensemble members (fourth row). The gray contour lines illus-
trate the climatological zonal wind (3 m/s interval from 3 m/s) in each sector. Statistically
significant anomalies are overlaid with black hatch marks after controlling for the FDR at
the 95% confidence level.
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Figure 6.1 shows the response of the eddy-driven jet seasonal cycle in ∆WACCM-SIC-Pi after

compositing the 700-hPa zonal wind (U700) anomalies according to region and ensemble size.

The total ensemble mean, using 300 ensemble members, is shown in the first row (“Mean”)

and then three unique 100-member subsets are compared in the “A,” “B,” and “C” rows.

Overall, there is substantial variability between region and ensemble size. For example, by

comparing the response in the Pacific using 100 ensembles in “B,” it can be interpreted that

there is an equator shift in the jet due to Arctic sea-ice loss. However, when looking at 100

members in “A,” there are no robust responses of U700 from November to April. In this

example, it is clear that the position and strength of the eddy-driven jet response can be

interpreted differently depending on the ensemble member size of ∆WACCM-SIC-Pi.

Earlier studies (e.g., Screen et al., 2014) have suggested a minimum ensemble size of at least

50 members for detecting a signal from noise in dynamical fields. Following the methods in

Screen et al. (2014), the minimum number of ensembles (Nmin) needed to detect a statistically

significant response in ∆WACCM-SIC-Pi is computed by:

Nmin = 2t2c ×
(

Sp

x̄− ȳ

)2

(6.1)

where, tc is the Student’s t-distribution for a two-tailed test at the 95% confidence interval,

Sp is the pooled standard deviation, x̄ is the ensemble mean from the future experiment,

and ȳ is the ensemble mean from the Pi experiment. Compared with Screen et al. (2014, see

their Table 1), Figure 6.2 indicates that larger ensemble sizes are needed to detect signal in

tropospheric (Nmin > 120) and stratospheric (Nmin > 150) dynamical fields on monthly time

scales. It is also possible this could be due to using a different model, temporal interval, and

boundary condition forcing. Unsurprisingly, much smaller ensemble sizes are needed to de-

tect robust thermodynamic fields (e.g., 2-m temperature with Nmin > 60). This is in closer

agreement to the recent findings in Liang et al. (2020), which show that larger ensemble
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Figure 6.2: Minimum number of ensembles (Nmin) for each month from November to April
for responses of total precipitation (P), 1000-500 hPa thickness (THICK), 2-m air tempera-
ture (T2M), 30-hPa geopotential height (Z30), 200-hPa geopotential height (Z200), 500-hPa
geopotential height (Z500), sea level pressure (SLP), 700-hPa zonal wind (U700), 300-hPa
zonal wind (U300), 50-hPa zonal wind (U50), 30-hPa zonal wind (U30), and 10-hPa zonal
wind (U10). Note that Nmin is calculated over all grid cells with a statistically significant
response at the 95% confidence interval (averaged north of 30◦N) in the ∆WACCM-SIC-Pi
experiment.
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sizes may be needed to detect robust atmospheric responses to Arctic sea-ice loss over the

1979-2014 historical period.

To explore whether the relatively non-robust response exists using a coupled GCM, the ∆S-

Coupled-Pd experiment, using SC-WACCM4, is extended to 300 ensemble members. This

simulation uses the same sea-ice forcing as ∆WACCM-SIC-Pd, but with an interactive ocean.

Figure 6.3 shows the geopotential height response at 500 hPa (Z500) for ∆S-Coupled-Pd by

compositing over three separate 100-ensemble member periods (a, b, c). While the spatial

pattern of anomaly is similar, featuring a negative NAM-like response with increases in Z500

over the Arctic Ocean, there are differences in the statistical significance of the response.

Thus, the interpretation of the atmospheric response can be misleading due to substantial

internal variability when only considering 100 ensemble members. Overall, this preliminary

work shows that substantially larger ensemble sizes (> 150 members) may be needed to truly

separate the signal from the noise in the large-scale atmospheric response to Arctic sea-ice

loss under smaller forcing.

6.2.2 Potential predictability of surface forcings in historical AMIP

experiments

The majority of this dissertation work has explored teleconnections in future Arctic climate

change projections, especially by forcing models with large perturbations. However, there

are still substantial uncertainties on the roles of Arctic sea ice and Eurasian snow cover for

mid-latitude teleconnections over the historical period (Henderson et al., 2018; Cohen et al.,

2019). Further, previous studies (e.g., Eade et al., 2014; Scaife and Smith, 2018) have shown

the emergence of a signal-to-noise paradox in seasonal-to-decadal prediction. This is often

106



Figure 6.3: (a) Boreal winter (December-February) 500-hPa geopotential height anomalies
(interval of 2 m) for the first 100 ensemble members in ∆S-Coupled-Pd. (b) Same as (a)
but for the second 100 ensemble members. (c) Same as (a) but for the third 100 ensemble
members. Statistically significant anomalies are overlaid with black stippling at the 95%
confidence level after adjusting for FDR.
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found in climate models that correlate with observed atmospheric variability better than

would be expected from their low low signal-to-noise ratio, such as for teleconnections like

the (N)AO (Stockdale et al., 2015; Dunstone et al., 2016; O’Reilly et al., 2019). Thus, a

comprehensive analysis on the potential predictability of high-latitude surface forcing(s) is

still needed using large ensemble simulations.

In the early stages of this work, I have conducted eight AMIP-like (Taylor et al., 2000) simu-

lations using SC-WACCM4 (Smith et al., 2014). The horizontal resolution is 1.9◦ latitude by

2.5◦ longitude. The experiments have been carefully designed to address the role of different

surface forcings (SST, SIC, snow cover) on Northern Hemisphere teleconnections and also to

consider other possible climate influences (e.g., QBO, AA). First, a control run is launched

from 1955 to 1978 with observed SST and SIC variability. The control is also prescribed

with historical ozone, greenhouse gas, and aerosol concentrations. Starting in 1978, 10 en-

semble members are branched from the control run using a small initial condition roundoff

difference (e.g., Kay et al., 2015). Each ensemble member is run with historical greenhouse

gas, aerosol, and ozone forcing to 2005 and then follow RCP4.5 from 2005 to 2016. The first

year (1978) is discarded as spin-up, leaving us with transient atmosphere-only experiments

over the 1979 to 2016 period. The simulations are compared to NCEP-NCAR R1 (Kalnay

et al., 1996), ERA-Interim (Dee et al., 2011), and ERA5 (Hersbach et al., 2020) reanalyses.

The individual eight experiments are as follows: (1) constant SST and SIC variability

(CSST), (2) constant SIC and SST variability (CSIC), (3) SST variability and SIC vari-

ability (AMIP), (4) SST variability and SIC variability, prescribed QBO (AMQ), (5) SST

and SIC variability, prescribed October-November Eurasian snow (AMS), (6), SST and SIC

variability, prescribed QBO and prescribed October-November Eurasian snow (AMQS), (7)

SST variability and SIC variability with temperature nudging applied to the high-Arctic
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(north of 70◦N) troposphere (up to 600 hPa) (AMIP-AA), and (8) SST variability and SIC

variability with temperature nudging applied to the entire Arctic Circle (north of 65◦N)

troposphere (up to 300 hPa) (AMIP-HL).

In AMQ and AMQS, the QBO is prescribed with a repeating ≈28-month cycle by relaxing

equatorial (between 22◦S and 22◦N) stratospheric zonal winds from 86 to 4 hPa following ra-

diosonde observations (see Hansen et al. (2013)). In AMS and AMQS, Eurasian (35◦N–60◦N,

40◦E–180◦E) snow cover is prescribed following the methods in Peings et al. (2017) with

snow water equivalent observations taken from ERA-Interim/Land (Balsamo et al., 2015).

In AMIP-AA and AMIP-HL, nudging is applied to 3-hourly fields of temperature, horizon-

tal winds, and surface pressure from MERRA2 within each experiment’s respective domain.

Observations and mean climatologies of SIC and SST are taken from HadISST1. SIT is kept

fixed to 2-m in each experiment.

Figure 6.4 shows the DJF trends of 2-m temperature over the historical period between

six of the AMIP experiments compared to ERA-Interim. Warming trends are largest (>

2◦C/decade) in areas of sea-ice loss, especially in the Barents-Kara Seas region. However,

in agreement with earlier historical simulation studies (e.g., Perlwitz et al., 2015; Sun et al.,

2016; Ogawa et al., 2018; Collow et al., 2019; Screen and Blackport, 2019b; Koenigk et al.,

2019; Warner et al., 2020), there is no statistically significant forced response (e.g., “warm

Arctic, cold continent” pattern) due to Arctic sea-ice variability in the AMIP-style exper-

iments. While individual ensemble members are able to reproduce the same temperature

trends as ERA-Interim, the ensemble mean response does not correlate to observed atmo-

spheric variability over the mid-latitudes. This suggests the importance of internal variability

and model mean-state in resolving the recent cooling trends over Eurasia (Sun et al., 2016).

In general, simulated middle-to-upper tropospheric warming is smaller than ERA-Interim
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within the Arctic. However, comparing CSIC and CSST to AMIP shows that sea-ice loss is

primarily contributing to surface-based AA, while remote SST variability is found to increase

warming at higher levels in the troposphere. In particular, we can see the role of sea ice in

Figure 6.4 by comparing CSIC (climatological SIC) compared to the other experiments (SIC

variability). Note that these results are in agreement with the findings in Chapter 5.

To further explore the forced response, signal-to-noise ratios as computed as follows:

SNR =
|µ|
σ

(6.2)

where, µ is defined as the ensemble mean trend (signal) and σ is the standard deviation of

trends across the 10 ensemble members (noise). While there are high values of SNR (> 1)

in the thermodynamic responses (e.g., 2-m temperature), there is no forced dynamical sig-

nal in the extratropical troposphere (e.g., SLP, U700, U200) or polar stratosphere (e.g., U10).

Preliminary results also suggest an improvement in the early winter pattern correlations of

SLP and Z500 over the North Atlantic after including realistic snow anomalies in Siberia

(as in AMS). Further, in agreement with Chapter 5, there is evidence of an improvement

in the wintertime SLP and Z500 correlations over Siberia after nudging the high-latitude

troposphere to observed temperatures (as in AMIP-AA and AMIP-HL). Given the unique

number of combinations in this experiment protocol, these are just a few of the areas that

deserve further investigation. It would also be interesting to explore case studies, such as the

extreme European cold in the 2013-2014 winter (Peings and Magnusdottir, 2015) and the

role of the tropospheric polar vortex split in early 2016 (Overland and Wang, 2016). This

could be done by conducting additional ensemble members to target selected case study

periods within each AMIP-style experiment.
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Figure 6.4: Boreal winter (December-February) linear (least squares) trends of 2-m tem-
perature (◦C/decade) over the 1979 to 2014 period for ERA-Interim (ERA-I) and six of
the AMIP-like experiments (CSST, CSIC, AMIP, AMQ, AMS, AMQS). Statistically sig-
nificant trends are overlaid with black stippling at the 95% confidence level following the
Mann-Kendall (MK) test (Mann, 1945; Bevan and Kendall, 1971).
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6.2.3 Multi-model assessment of stratospheric and tropospheric

pathways of Arctic amplification teleconnections

While I have outlined new insights on teleconnections from Arctic climate change using

SC-WACCM4 and LENS, which provide a realistic simulation of extratropical atmospheric

dynamics (Marsh et al., 2013; Smith et al., 2014; Kay et al., 2015), a multi-model assessment

is still needed in order to further explore the findings outlined in this dissertation. To date,

only a few studies have compared the large-scale atmospheric responses to future Arctic

sea-ice loss in coordinated multi-model assessments (e.g., Zappa et al., 2018; Screen and

Blackport, 2019a). As GCM experiments continue to get submitted to CMIP6, the related

Polar Amplification Model Intercomparison Project (PAMIP; Smith et al., 2019) provides

an excellent opportunity to explore the effects of sea-ice loss and AA under 2◦C of global

warming (Rogelj et al., 2016). Moreover, there has been little work to compare the effects of

AA in different large initial-condition ensembles. This can now be addressed using the new

multi-model large ensemble archive and data repository, organized by US Climate Variability

and Predictability (CLIVAR) (Deser et al., 2020).

Lastly, as a result of new improvements to the length of the SIT reanalysis record (Schweiger

et al., 2019) and an increasing availability of satellite-derived observations (Sallila et al., 2019;

Petty et al., 2020), a comparison with CMIP6 models will also be beneficial in expanding the

results of Chapters 2 and 3 for the role of SIT variability on Arctic-midlatitude teleconnec-

tions. In addition, a total of 15 models now simulate a QBO in CMIP6 (compared to only 5

GCMs in CMIP5) (Richter et al., 2020). This provides the opportunity to comprehensively

compare the effect of QBO phase in modulating the atmospheric response to Arctic sea-ice

loss (as found in Chapter 4 in SC-WACCM4). There is already preliminary evidence that

the influence of the QBO may exist in other models (e.g., using the HadGEM3 Met Office

Model; Eade et al., 2019). Overall, this future work will bring a better understanding on the
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(non)linear tropospheric and stratospheric pathways involved in winter Arctic-midlatitude

linkages (Overland et al., 2016; Screen et al., 2018a; Cohen et al., 2019).
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Appendix A

Appendix

A.1 Chapter 2: Future projections of sea-ice volume

Predicting the timing of the first ice-free summer is of significant interest for scientists and

numerous stakeholders. The most common definition of “ice-free” is a threshold of sea-ice

extent (SIE) falling below 1.0 million km2 (e.g., Wang and Overland, 2012; Overland and

Wang, 2013; Jahn et al., 2016). Here we define an arbitrary threshold for the timing of the

first September sea-ice volume (SIV) dropping below 1000 km3 to determine the spread in

the RCP8.5 LENS simulations (strong emission scenario; 2006-2080). Between all future

ensemble members we find a spread larger than one decade, which suggests the timing is

subject to large uncertainties from internal variability (Figure A.4). Averaging out all of

the ensemble members (and hence the noise), the ensemble mean suggests the SIV threshold

is first crossed in the mid-2040s. This timing is fairly consistent with a recent study using

LENS by Jahn et al. (2016), which estimated the SIE “ice-free” predictability and found a

spread of approximately two decades in a single emission scenario. However, it should also

be noted that there is little to no predictability for using SIV with the timing of the first
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SIE “ice-free” summer (<1 million km2) (Jahn et al., 2016).
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Table A.1: Description of WACCM4 simulations. All simulations are run for 100 ensemble
members branched from a 200-year control (assessed from October to March).

Name Sea Ice Thickness Forcing Sea Ice Concentration Forcing
HIC 2-m Historical: 1976-2005 LENS mean
HIT Historical: 1976-2005 LENS mean Historical: 1976-2005 LENS mean
FIT Future: 2051-2080 LENS mean∗ Historical: 1976-2005 LENS mean

FIC 2-m Future: 2051-2080 LENS mean
FICT Future: 2051-2080 LENS mean Future: 2051-2080 LENS mean

FPOL Future: >66.6◦N; 2-m elsewhere Future: >66.6◦N; Historical elsewhere
FSUB Future: <66.6◦N; 2-m elsewhere Future: <66.6◦N; Historical elsewhere
∗To preserve historical SIC, future SIT is prescribed to 0.15 m where
grid cells are ice-free. Therefore, there is no change in total SIE.

Table A.2: List of climate model experiments used in this study. The overbar indicates a time
mean for the forcing level. The ensemble mean December-January-February (DJF) 1000-500
hPa air temperature response (∆T 1000−500;

◦C) can be found in the fourth column for each
experiment. The ∆T 1000−500 anomalies are area/pressure-weighted averages calculated over
the polar cap (north of 65◦N latitude). The experiments are sorted in ascending order by
their ∆T 1000−500 response.

Experiment Forcing Forcing Level ∆T1000−500

∆AMIP SIC/SST variability Transient; 1979-2016 + 0.72
∆E3SM-SIC-Pd SIC boundary conditions AGCM; Present-day + 0.76
∆SIC-Pd SIC boundary conditions AGCM; Present-day + 0.80
∆AA-2030 AA nudging AGCM; 2020− 2039 + 0.86
∆S-Coupled-Pd SIC boundary conditions Coupled; Present-day + 0.93
∆SIT-Pd SIC/SIT boundary conditions AGCM; Present-day + 0.99
∆AMIP-HL SIC/SST variability and AA Transient; 1979-2016 + 1.10
∆E3SM-SIC-Pi SIC boundary conditions AGCM; Pre-Industrial + 1.22
∆SIC-Pi SIC boundary conditions AGCM; Pre-Industrial + 1.40
∆S-Coupled-Pi SIC boundary conditions Coupled; Pre-Industrial + 1.59
∆NET SIC/SIT boundary conditions AGCM; 2051− 2080 + 1.86
∆AA-2060 AA nudging AGCM; 2050− 2069 + 2.94
∆AA-2090 AA nudging AGCM; 2080− 2099 + 4.84
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Figure A.1: Masks for regional sea ice analysis are as follows: Central Arctic Basin (CAB),
northern Canadian Arctic Archipelago and Greenland coast (GD), Beaufort and Chukchi
Seas (B-C), East Siberian Sea (ESS), Laptev Sea (LV), Barents and Kara Seas (B-K)
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Figure A.2: September sea-ice thickness differences between the LENS mean and PIOMAS
over the 1979 to 2015 period. Individual ensembles are shown by each gray line. Regions
are an area weighted average for mean grid cell thicknesses of at least 0.15 m.

140



Figure A.3: Difference between the maximum and minimum mean sea-ice thickness from
LENS during September (red line) and March (blue line). Sea-ice thickness is an area
weighted average north of 65◦N. The dashed vertical line separates the historical simulation
from the future LENS projection.
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Figure A.4: Frequency (histogram) of the timing for the first September with sea-ice volume
less than 1000 km3 as evaluated per each LENS ensemble member.
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Figure A.5: Winter (DJF) sea ice thickness (SIT) and sea ice concentration (SIC) fields
prescribed in the historical (H; left column) and future (F; middle column) experiments.
Sea ice fields are taken from the mean of 40 ensemble members in LENS averaged over the
1976-2005 (H) and 2051-2080 (F) periods. The percentage differences (F–H) of SIT and SIC
are shown in the right-hand column. The dashed red circle (66.6◦N) marks the boundary
between the regional sea ice anomaly experiments (FPOL and FSUB).
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Figure A.6: The difference from future (F; 2051-2080) minus historical (H; 1976-2006) peri-
ods of sea ice thickness (SIT) and sea ice concentration (SIC) prescribed in the WACCM4
experiments. Sea ice fields are originally taken from the mean of 40 ensemble members in
LENS. The dashed red circle (66.6◦N) marks the boundary between the regional sea ice
anomaly experiments (FPOL and FSUB).
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Figure A.7: Seasonal cycles of sea ice thickness (SIT; top) and sea ice concentration (SIC;
bottom) over the historical (1976-2005; blue lines) and future (2051-2080; red lines) periods.
Monthly sea ice values are an area-weighted average over the Arctic Ocean (north of 65◦N)
for grid cells with SIT greater than 0.15 m and SIC greater than 15%.
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Figure A.8: DJF zonal-mean air temperature (T; ◦C) responses from future sea ice thickness
loss (∆SIT; FIT minus HIT), future sea ice concentration loss (∆SIC; FIC minus HIC), and
the net future sea ice effect (∆NET; FICT minus HIT). Statistically significant responses at
the 95% confidence level are shown by the black hatching.

146



Figure A.9: Mean winter (DJF) air temperature responses (◦C) are shown at 2-m (a,b;
T2M), 925-hPa (c,d; T925) and 850-hPa (e,f; T850) from future sea ice thickness (∆SIT)
and future sea ice concentration (∆SIC). Statistical significance at the 95% confidence level
is identified by the black stippling. Note the difference in color scaling between positive and
negative values.
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Figure A.10: Daily polar cap (>65◦N) geopotential height responses as a function of height
(pressure) from future sea ice thickness loss (∆SIT; FIT minus HIT), future sea ice concen-
tration loss (∆SIC; FIC minus HIC), and the net future sea ice effect (∆NET; FICT minus
HIT). Anomalies are shown from October 1 through March 31. Statistically significant
responses at the 95% confidence level are shown by the black hatching.
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Figure A.11: DJF zonal-mean zonal wind (U; m s−1) responses comparing the effect of polar
(>66.6◦N) sea ice anomalies (∆Polar; FPOL minus HIC; colored shading) and the effect
of subpolar (<66.6◦N) sea ice anomalies (∆Subpolar; FSUB minus HIC; colored shading).
Climatological zonal-mean zonal wind from HIC is overlaid by the grey contours (interval
of 5 m s−1). Statistically significant responses at the 95% confidence level are shown by the
black hatching.
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Figure A.12: DJF zonal-mean zonal wind (U; m s−1) responses are shown for the net future
sea ice effect (∆NET; FICT minus HIT; left), sum of the regional responses (∆

∑
Regions;

∆Polar plus ∆Subpolar; middle), and ∆NET minus the sum of the regional responses
(∆NET minus ∆

∑
Regions; right). Climatological zonal-mean zonal wind from HIC is

overlaid by the grey contours (interval of 5 m s−1). Statistically significant responses at the
95% confidence level are shown by the black hatching for ∆NET.
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Figure A.13: Monthly pattern (Pearson’s r) correlations compare the response of ∆SIT with
∆SIC (averaged north of 40◦N, for areas of at least 95% significance level only).
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Figure A.14: Monthly sea-ice concentration (SIC; a-c) and sea-ice thickness (SIT; d-f) anoma-
lies prescribed in the future simulation during early winter. The anomalies (a-f) are calcu-
lated from the difference of the 2051-2080 (future) minus 1976-2005 (historical) sea-ice con-
ditions using the mean of 40 ensembles from LENS. The response of the net surface energy
flux (RNET; turbulent plus net longwave) is also shown in October (g), November (h) and
December (i). Upward fluxes are defined positive (W m−2).
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Figure A.15: Vertical profiles (longitude-pressure) of the climatological (contours) and forced
(shading) stationary waves at 50◦N in November to December and then composited by QBO
phase (Top; Future-QBO-W minus Historical-QBO-W, and Bottom; Future-QBO-E minus
Historical-QBO-E). The stationary waves are decomposed into the total wave (left), zonal
wave number 1 (middle), zonal wave number 2 (right) components. The response (shading)
is displayed at an interval of 2 m. The climatological waves (contours) are calculated from
the historical experiment and shown at intervals of 25 m for the total wave and zonal wave
number 1 and intervals of 5 m for zonal wave number 2. The pressure-weighted spatial
correlations (R) between the climatological and forced waves are displayed in the upper
right-hand corner of each subplot.
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Figure A.16: Average November to December WAFz anomalies for QBO-W (left) and QBO-
E (right) at 850 hPa (a-b) and 150 hPa (c-d). Black stippling indicates statistically significant
responses at the 95% confidence level.
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Figure A.17: Vertical cross section of the difference in average December-February zonal-
mean air temperature (T) as a function of height (pressure) in (a) ERA5 and (b)
NCEP/NCAR RI. Differences are calculated from 2019-2010 minus 1988-1979 (contour in-
terval of 0.25◦C). Black hatch marks indicate statistical significance at the 95% confidence
level after controlling for the FDR.
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Figure A.18: (a) Average December-February 1000-500 hPa thickness layer response
(THICK; interval of 5 m) for ∆AA-2030. (b) Same as (a) but for ∆AA-2060. (c) Same
as (a) but for ∆AA-2090. (d) Same as (a) but for ∆SIC-Pd. (e) Same as (a) but for ∆S-
Coupled-Pd. (f) Same as (a) but for ∆SIT-Pd. Areas of statistically significant anomalies
are shown by black stippling after considering the FDR at the 95% confidence level. The
number of ensemble members for each experiment is listed in the upper right-hand corner in
gray.
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Figure A.19: (a) October to March anomalies of the 700-hPa zonal wind (U700) shown in
shading (interval of 0.1 m/s) for ∆AA-2030. The gray contour lines illustrate the climato-
logical zonal wind (3 m/s interval from 3 m/s). (b) Same as (a) but for ∆AA-2060. (c)
Same as (a) but for ∆AA-2090. (d) Same as (a) but for ∆SIC-Pd. (e) Same as (a) but for
∆S-Coupled-Pd. (f) Same as (a) but for ∆SIT-Pd. Statistically significant anomalies are
indicated with black hatch marks based on a FDR at the 95% confidence level. The number
of ensemble members for each experiment is listed in the bottom left-hand corner.
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Figure A.20: Same as Figure A18, but for the geopotential height response at 50-hPa (Z50;
interval of 5 m) in each experiment.
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