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ABSTRACT OF THE DISSERTATION

Accurately Calculating the Stability of Molecular Crystal Polymorphs With Improved
Intra- and Intermolecular Energies

by

Chandler Scott Greenwell

Doctor of Philosophy, Graduate Program in Chemistry
University of California, Riverside, December 2020

Dr. Gregory J. O. Beran, Chairperson

Since the inception of computational chemistry, its practitioners have imagined the

ability to predict the three-dimensional form of matter starting from only a two-dimensional

representation of a molecule. The science of crystal structure prediction (CSP) starts by

predicting rational 3-D arrangements of atoms or molecules. Then, the energy of those

arrangements is calculated to determine thermodynamic stability. Complicating the energy

determination step is the phenomena of polymorphism whereby a single molecule can adopt

multiple solid-state arrangements. The differing physical and chemical properties of poly-

morphs present an opportunity and a great challenge to chemists and material scientists,

and calculating the energy between polymorphs demands modeling intra- and intermolecu-

lar interactions with high accuracy.

Two dispersion-corrected variants of Second-Order Møller-Plesset Perturbation

Theory (MP2) will be introduced. Compared to high-level benchmark calculations, both

methods accurately model both intra- and intermolecular interactions of organic molecules

at reasonable computational cost. The methods presented here offer a highly accurate

vi



wavefunction alternative to density functional theory (DFT) for modeling chemical reac-

tions, interaction energies, conformational energies, charge transfer reactions, and nuanced

potential energy surfaces.

Plane-wave DFT with a dispersion correction is the current state-of-the-art method

for ranking molecular conformational polymorphs; however, there are many systems for

which this method does not agree with experimentally determined results. Combining

dispersion-corrected MP2 with periodic Hartree-Fock provides high-accuracy polymorph

rankings for several systems for which DFT is found to diverge from experiment. Further-

more, the exceptional conformational energies provided by dispersion-corrected MP2 are

shown to improve DFT energy rankings simply by replacing the DFT conformational en-

ergy. This monomer correction method is applicable to the conformational polymorphs of

large, flexible pharmaceuticals like axitinib and galunisertib as well as the organic semicon-

ductors rubrene and perfluororubrene.
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Chapter 1

Introduction

Molecular crystal polymorphism refers to the tendency of some molecules to exhibit

multiple crystal forms.10,11 The chemical space that encompasses the packing variability of

molecular crystals is vast and expressed in two different ways: (1) differing conformations

of the molecules and (2) different three-dimensional packing arrangements of the molecules.

Both are determined by the balance of intramolecular interactions in single molecules and

intermolecular interactions between neighboring molecules. Often, highly polymorphic sys-

tems will exhibit instances of both types of polymorphism. Interest in polymorphism has

proliferated because polymorphs can and often do exhibit different physical properties, and

they are ideal test systems for determining structure-property relationships.12

Key to accurate modeling of molecular crystals is capturing intramolecular in-

teractions of individual molecules and the intermolecular interactions of dimers and larger

clusters of molecules. The large size of molecular crystals prohibits the direct use of the most

accurate electronic structure methods, and thus a worthy goal of computational chemistry
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is to develop new methods that mimic the accuracy of higher level methods at a fraction of

the cost.

This dissertation will describe new techniques for improving the calculation of

intra- and intermolecular interactions, and how these techniques can be applied to greatly

improve the ranking of molecular crystal polymorphs. The first chapter will define the

problem of crystal structure prediction, and summarize some state-of-the-art techniques

currently available to computational chemists for studying these systems. Chapter 2 and

3 describe the development and application of two dispersion corrected variants of Second-

Order Møller-Plesset Perturbation Theory (MP2). In chapter 4, dispersion corrected MP2

within the Hybrid Many-Body Interaction (HMBI) method is used to rectify with experi-

mental results three examples of molecular crystal polymorphism that have eluded accurate

description until now. Chapter 5 details a simple intramolecular correction that can rival

HMBI in accuracy at significantly reduced computational cost when inadequately described

intramolecular energies are to blame for faulty energy ranking. This advancement allows for

highly accurate calculations on systems of pharmaceutical relevance. Finally, the monomer

correction is applied to crystals of the organic semiconductor rubrene and rubrene deriva-

tives.

1.1 Polymorphism in Molecular Crystals

The issue of polymorphism is relevant to the pharmaceutical,13–15 organic semi-

conductor,16,17 energetic materials,18 food science,19 and pesticide20 industries, as well as

the field of high pressure chemistry.21 The most notorious instance of polymorphism was
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the sudden appearance of a second, unanticipated and more thermodynamically stable form

of the HIV drug Ritonavir. Form II of Ritonavir has the unique properties of being more

thermodynamically stable, but it is also much harder to crystallize than form I.14 Form

II is much less soluble than form I, which forced a reformulation effort that temporarily

removed this lifesaving drug from the market22 and cost its creator, Abbot (now AbbVie)

upwards of 250 million dollars.23

The misfortune surrounding Ritonavir greatly increased the effort pharmaceutical

companies expend to thoroughly characterize polymorph landscapes during the develop-

ment phase. However, despite increased scrutiny, a similar setback befell Rotigotine, a

drug used for the treatment of Parkinson’s and restless leg syndrome. Once again, a more

thermodynamically stable form of the drug appeared after formulation during the manu-

facturing scale-up. The new form was more stable and less soluble than the original, which

forced the FDA to order removal of Rotigotine patches from the market from 2008-2012.15

Furthermore, the intricacies of patent law as pertains to pharmaceutical poly-

morphs have caused no shortage of legal battles.24 Polymorphs play a significant role in

patents that allow pharmaceutical companies to extend their market exclusivity rights

against generic competitors an average of 6.3 years.25,26 Indeed, Celgene (now Bristol Myers

Squibb) settled for an undisclosed amount with a number of generic drug manufacturers

when a joint lawsuit involving polymorphs threatened to prematurely end Celgene’s exclu-

sivity of the $9-Billion+/year blockbuster drug Revlimid.27

Molecules that exhibit polymorphism are not limited to two forms. In fact, the

polymorphic landscapes of some molecules can be exceedingly complicated. Some examples
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of prolific polymorph formers include flufenamic acid (9 neat forms),28 aripiprazole (9 neat

forms),29 nicotinamide (9 neat forms),30 galunisertib (10 neat forms),13 and 5-methyl-2-[(2-

nitrophenyl)- amino]thiophene-3-carbonitrile, mercifully deemed ROY after its red, orange,

and yellow crystals(12 neat forms).31 The term neat form refers to polymorphs of the base

molecule and does not include the often extensive list of hydrates, solvates, and salts that

many molecules can form. However, no matter how many polymorphs a molecule exhibits,

one of them must be the most stable form thermodynamically at a given temperature, and

a hierarchy of stability will proceed from there. Therefore, it is desirable to understand

the polymorphic landscape of a molecule with great detail long before decisions are made

about formulation or manufacturing. One way to accomplish this is extensive screening,

crystallization, and structure determination efforts. Experimental polymorph screening is

hindered by the cost of laboratory experiments, by complicated thermodynamic relation-

ships between polymorphs, differing crystallization conditions, and limited quantities of the

material available during development. An alternative to experiment, and the focus of this

dissertation, is the study of predicting the polymorph landscape of a given molecule us-

ing computational chemistry. The key challenge addressed will be accurately predicting the

energy differences between polymorphs; a task of immense challenge in computational chem-

istry due to the large system sizes of molecular crystals, and the high accuracy requirements

necessary for accurate ranking.

1.1.1 Crystal structure prediction: searching for structures

The first component of crystal structure prediction (CSP) is a search problem

that seeks the most stable arrangement(s) of atoms within a crystal starting from the
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2-dimensional representation of a molecule.21 Although the particulars of each algorithm

differ considerably, many determine the energetically favorable conformations of the target

molecule, and consider how those conformations can be accommodated by a variety of

crystallographic unit cells.

In terms of computational complexity, crystal searching is classified as an NP-

hard problem, or non-deterministic polynomial-time hardness problem. According to a

mathematical analysis by Oganov, et al., the intrinsic dimensionality for a given molecule

is d∗ = 3N + 3− κ where κ is the number of correlated dimensions.21 The intrinsic dimen-

sionality is less than the standard dimensionality for a crystal unit cell (d = 3N + 3), and is

obtained by enforcing constraints regarding bond distances, and performing local optimiza-

tions of target molecules before the full crystal structure search. The estimated number

of local minima on a potential energy landscape for the target molecule is C∗ ∼ exp(βd∗).

Here, β is a constant that is specific to the target system. In other words, even after intel-

ligently reducing the dimensionality, the number of local minima on the potential energy

surface that represents possible crystal structures for a target molecule increases exponen-

tially with respect to the number of atoms and torsional angles. Simply put, for flexible

molecules of even modest size, the number of plausible crystal packing structures can easily

exceed a million.

Despite the daunting computational challenge posed by structure searching, the

last decade has seen tremendous progress generating 3-D packing arrangements of molecules

starting from only 2-D representations.32–34 Searches are capable of identifying experimen-

tally discoverable structures of large and flexible pharmaceutical molecules.13,35–37 Search
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algorithms employ several different strategies such as global searches,38,39 evolutionary al-

gorithms,21,40 ab-initio random structure search,41 and data-driven search algorithms.42,43

1.1.2 Crystal structure prediction: ranking structure energies

Once the possible structures have been predicted by the search algorithm, the

thermodynamic stability of the structures must be determined. The second component of

CSP seeks to rank the energies of candidate structures. This phase typically neglects the

effects of temperature and nucleation kinetics.44 Within this approximation, the structure

or structures with the lowest energies are considered to be good candidates for the actual

solid-state forms of the target molecule at 0 K. Accurate ranking provides the structures

most likely to be crystallized, and the thermodynamic relationships that exist between forms

at 0 K. Inaccurate ranking fails to decrease uncertainty regarding what forms should be

selected for development and how they can be expected to behave, and in the worse case

scenario would actually mislead decision makers.

A structure search can generate hundreds of thousands of potential crystal struc-

tures. The energy of each structure must be calculated accurately in order to determine

which structures are most likely to exist. Ideally, one would use quantum mechanics, but

the computational demands of quantum mechanical calculations make it infeasible to per-

form these calculations on more than ∼100 prime targets. For this reason, the ranking of

structures is often divided into two steps:45 (1) classical force fields are employed to remove

energetically uncompetitive structures, then (2) the most promising structures can be re-

fined and reranked using a higher level quantum mechanical calculation. Often the first

step is tied directly to the search algorithm. Calculations for the second step must be sig-
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nificantly more accurate in order to discern between the small kJ/mol differences between

polymorphs or between real and unobserved CSP structures. By far the most common

and successful method is plane-wave dispersion corrected density functional theory,34 but

other useful models include those that are built from the theory of intermolecular forces,46

force fields fitted to relevant computational or experimental data then modified with ab ini-

tio conformational energies,47 and potentials fitted from symmetry adapted perturbation

theory (SAPT).48

More recently, machine learning algorithms have been introduced to the ranking

of crystals, and promise to help improve accuracy and reduce computational cost.44,49,50

There also exists the longstanding observation that CSP predicts many more energetically

reasonable structures than are ever realized experimentally. This is so common it has

prompted the question “why don’t we find more polymorphs?”51 Even with a perfect energy

ranking method, it is likely that this problem will persist due to effects of nucleation and

kinetics in crystallization. To this end, recent works have sought to establish a connection

between structures and ease of crystallization.52

A survey of polymorphic systems from the Cambridge Structural Database (CSD)

revealed that more than 50% of polymorphs differ in energy by less than 2 kJ/mol.53

Traditionally, an electronic structure calculation is considered to achieve chemical accuracy

if the result is within 1 kcal/mol of reference calculations or experimental data. The kJ/mol

accuracy necessary for accurately calculating the energy differences between polymorphs is

very stringent. Furthermore, crystals are often large periodic systems, and molecules of

interest to the pharmaceutical industry are often large flexible molecules. Many electronic
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structure methods are capable of achieving chemical accuracy; however, they are often very

expensive in terms of computation time, and are not applicable to large systems. Often

times a computational chemist can choose to have high accuracy results or study large

systems, but the energy ranking problem requires both.

The aforementioned dispersion-corrected plane-wave DFT methods have proven

to be both computationally tractable and capable of kJ/mol accuracy in many instances

of polymorphism. However, the generalized gradient approximation (GGA) density func-

tionals often employed in these methods are susceptible to the delocalization error, and

yield errors well in excess of kcal/mol accuracy in some cases. Delocalization error, or self-

interaction error, refers to the spurious tendency of electrons to interact with themselves

within the framework of DFT.35,37,54–56 Delocalization error can even result in incorrect

structures during geometry optimizations due to spurious proton transfer57 and predicting

monoatomic forms of dihalogens like Br2 and Cl2.58 One potential solution is to use hy-

brid functionals with a plane-wave basis. However, these models require considerably more

computational effort, and are still susceptible to delocalization error.59 Wavefunction meth-

ods provide an alternative to DFT without susceptibility to delocalization error. However,

correlated wavefunction methods are often too expensive to apply directly to molecular

crystals. There are periodic implementations of MP2, but their accuracy is limited due

to the computational necessity of using small basis sets.38 The energies from wavefunction

methods are well known to converge slowly with respect to basis set size. An alternative

to periodic methods is the use of fragment-based energy methods. These techniques par-

tition large systems, like molecular crystals, into different regions or by interaction. Two
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fragment-based techniques for studying molecular crystal polymoprhs with wavefunction

methods will be described in chapter 4 and 5 of this dissertation. Both methods are highly

accurate with respect to experimental results, and the latter is highly transferable to systems

of pharmaceutical relevance. Critically, the proposed fragment-based methods succeed at

reproducing experimentally determined stability orderings for several polymorphic systems

for which plane-wave DFT diverges from experiment.

Figure 1.1 demonstrates a typical potential energy landscape for a theoretical crys-

tal structure prediction search, and highlights commonly encountered problems associated

with these landscapes. Two common challenges are highlighted. In panel (a) some predicted

but unobserved structures are found to be more stable than one of the experimentally ver-

ified structures. Causes include neglect of temperature and kinetics, errors inherent to the

energy ranking method, or the structures could be real polymorphs that have yet to be

observed. In panel (b) the energy ranking method predicts form II to be more stable than

the experimentally determined most stable structure, form I. This error could indicate that

the relationship between I and II is temperature dependent, or highlight limitations in the

energy ranking method itself.
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Figure 1.1: (a) Artificial CSP landscape and (b) energy ranking. (a) Theoretically predicted

structures are shown in purple, and experimentally verified structures are in teal. Some

theoretical structures are found to be lower in energy than form III, which is a commonly

observed phenomenon in CSP. This has many causes including neglect of thermodynamic

effects and kinetics, the accuracy of the energy ranking method, or they could be undiscov-

ered polymorphs. (b) Here, the experimentally most stable structure, I, is predicted to be

less stable than form II. This common error can be an expression of the limitations of the

energy ranking method, or due to temperature dependent effects that are neglected when

only energy is considered.
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1.2 Electronic Structure Methods

Ranking polymorphic energies accurately requires: (1) calculations capable of

kJ/mol accuracy, and (2) affordable scaling due to the large system size of many molecular

crystals. The list of methods capable of achieving kJ/mol accuracy has grown considerably

in recent years; however, the intricacies of these calculations often require computational

efforts that grow from O(N3)−O(N7) with system size. The following is a brief summary of

the methods available to computational chemists for the study of intra- and intermoleculer

interactions.

The fundamental equation of quantum mechanics is the Schrödinger equation.

ĤΨ = EΨ (1.1)

Here, Ĥ is the Hamiltonian operator for a system of N electrons and the corresponding

atomic nucei, Ψ is the wavefunction, and E is the Energy corresponding to a given Ψ.

In computational chemistry we are often most concerned with the behavior of electrons.

This allows us to impose the Born-Oppenheimer approximation, which assumes that nuclei

are massive and slow relative to electrons; therefore, they may be treated as stationary

potentials within the Hamiltonian operator.

1.2.1 Hartree-Fock Theory

The simplest wavefunction method is the Hartree-Fock (HF) or self-consistent-field

(SCF) method. When considering an electron, the explicit positions of the other N-1
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electrons are not considered. Rather their charges are averaged over all positions creating

a “mean field.” The Hamiltonian operator for an N electron system is:

Ĥelec =
N∑
i

−1

2
∆2
i −

N∑
i

M∑
A

ZA
riA

+
N∑
i

N∑
j=i+1

1

rij
(1.2)

The first two terms in the electronic Hamiltonian represent the kinetic energy of the elec-

trons, and the potential energy of electron i with respect to nucleus A respectively. The

final term, the Coulomb term, considers the potential energy between each electron i and

another electron j. Every electron in the system is subject to the movements of every other

electron. This creates a “many-body” problem, and prevents us from obtaining exact so-

lutions to the Schrödinger equation for systems with more than 1 electron. It is this final

term that necessitates the “mean field” approximation used in Hartree-Fock. In the HF

approximation the third term in the Hamiltonian is replaced with a mean field operator for

the cumulative effect of the electrons. The Hamiltonian can then be written as:

Ĥelec =
∑
i

[h(i) + vHF (i)] (1.3)

This approximation means that Hartree-Fock theory will neglect what is known as

Fermi-correlation. For this reason, Hartree-Fock is inadequate for the description of nonco-

valent interactions dominated by long-range electron-electron correlation commonly referred

to as dispersion. Correlation refers to the correlated movements of electrons about an atom

or molecule caused as electrons simultaneously avoid other electrons and are attracted to

atomic nuclei. In the case of dispersion, the electronic fluctuations are from instantaneous

excitations, and create a net attraction. Without dispersion, HF cannot predict the

12



stabilizing π − π stacking attractions in DNA doubles helices, or explain why gecko’s can

climb vertical surfaces.60

1.2.2 Correlated Wavefunction Methods

The simplest correlated wavefunction method is Second-Order Møller-Plesset Per-

turbation Theory (MP2). MP2 improves upon HF by describing the effect of two-electron

excitations. These two-electron excitations represent the simplest description of the elec-

tron correlation responsible for van der Waals dispersion. Amongst correlated wavefunc-

tion methods, MP2 distinguishes itself as the least computationally expensive wavefunction

method that includes dispersion. Although dispersion extends beyond two-electron excita-

tions, to three-electron, four-electron, and higher, there is a steep increase in computational

cost for each type of electronic excitation that is considered.

Perturbation theory partitions a Hamiltonian into a Hamiltonian for which a so-

lution already exits plus a perturbation to that Hamiltonian for which we need to adapt a

solution. Ĥ = Ĥ0 + v. In Second-Order Møller-Plesset Perturbation Theory, the Hamilto-

nian we already know how to solve is the HF method, and the perturbation involves the

1/rij term that was approximated in HF. The perturbation can be written as the difference

between the mean-field electron-electron repulsion and the true 1/r repulsion:

v =
∑
i<j

1

rij
−
∑
i

vHF (i) (1.4)
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According to the perturbation theory expansion, the second-order energy, or MP2

correlation energy is given as61:

E2
0 =

∑
a < b
r < s

|〈ψ0|
∑

i<j
1
rij
|ψrsab〉|2

εa + εb − εr − εs
(1.5)

The summation is over all ground state orbitals a and b, and all virtual orbitals r and

s. The ε terms in the denominator are the Hartree-Fock energies for each orbital. ψ0

is the ground state wavefunction, and ψrsab is the doubly excited wavefunction. In this

way, the MP2 energy is simply the Hartree-Fock energy plus the MP2 correlation energy

EMP2 = EHF + Ecorrelation.

Furthermore, since the MP2 correlation energy is attributed to two-electron excita-

tions, we can divide the correlation energy into contributions from same-spin and opposite-

spin electronic excitations: EMP2 = EHF + Ess,correlation + Eos,correlation. Grimme real-

ized that the same-spin and opposite-spin energies can be empirically scaled.62 This spin-

component-scaled (SCS-MP2) method was found to provide significantly improved accuracy

for thermochemical reactions at no additional computational cost. However, Grimme’s spin-

component-coefficients transfer poorly to interaction energies. By optimizing the coefficients

against interaction energy data, DiStasio and Head-Gordon obtained coefficients that lead

to excellent performance on interaction energies (SCS-MI-MP2).63 Spin-component scaling

provides an easy way to substantially improve MP2 calculations without increasing the

computational cost; however, coefficients that are ideal for one family of chemical problems

rarely transfer well to different problems. This issue of spin-component transferability will

be covered in detail in chapter 3.
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Theoretically it is possible to obtain exact solutions to the Schrödinger equation

with the full configuration interaction (CI) or full coupled cluster (CC) method. However,

these calculations are only tractable for very small systems. The gold standard of quantum

chemistry, in terms of accuracy and it’s applicability to small organic molecules, is the Cou-

pled Cluster Singles, Doubles, and Perturbative Triples method (CCSD(T)).64,65 CCSD(T)

has earned this moniker due to it’s high accuracy when compared to experimental data, or

higher level benchmark energies.66,67 The parent method of CCSD(T), CCSDT, where the

triples are treated exactly scales as O(N8), CCSD(T) scales as O(N7), and CCSD scales as

O(N6). Simply doubling the size of a molecule treated with CCSD, CCSD(T), or CCSDT

would increase the computation time by 64x, 128x, and 256x respectively. The unfortu-

nate scaling of CCSD(T) cannot be overcome simply by increasing the available disk and

memory resources either. The computational demands exceed the physical limitations of

modern computer hardware, and even hardware that could exist 12 years from now assum-

ing that Moore’s Law continues to hold true.68 However, a linear-scaling implementation

of CC theory that uses a series of mathematical approximations called domain-based local

pair-natural orbital theory (DLPNO) agrees with canonical CCSD and CCSD(T) to within

0.5 kcal/mol accuracy for a test set of medium-sized organic molecules.69 The DLPNO-CC

methods scale linearly with system size, thereby allowing approximate CC calculations on

large chemical systems. However, DLPNO calculations require an SCF calculation and

MP2 correlation calculation, so they are still much more computationally intensive than

HF or MP2. Figure 1.2 demonstrates how different wavefunction methods calculate the

interaction energy for a π−π stacked benzene dimer as the distance between the molecules
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Figure 1.2: (a) A one-dimensional scan about the distance between two benzene molecules

as they are separated. CCSD(T) is the reference and taken to be the “true” interaction

energies. HF fails to model dispersion, and does not predict an attractive interaction.

MP2 overbinds the dimer compared to CCSD(T). A dispersion corrected MP2 method,

SCS-MP2D, that will be introduced in chapter 3 is in excellent agreement with CCSD(T)

at greatly reduced computational cost. (b) HF is omitted to emphasize the overbinding

tendency of uncorrected MP2.

is incrementally increased. Dispersion due to electron-electron correlation is known to be

the dominant attractive interaction for this system.

1.2.3 Basis Sets

Basis sets are the set of mathematical functions used to construct the molecular

orbitals that are optimized self-consistently during an electronic structure calculation. The

basis set size used for the calculation is of the utmost importance for benchmark level cal-

culations, and a complete basis set is required. Basis set size refers to the number of atomic

orbitals that are used to construct the molecular wavefunctions during an electronic struc-
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ture calculation. Technically, a complete basis set would be infinitely large, but in practice,

for an organic molecule with < 50 atoms, a basis set with several thousand functions is often

sufficient for convergence. Unfortunately, as basis set size increases, so does the computa-

tion time, which for CCSD(T) is O(N7). However, it is possible to reach near CCSD(T)

accuracy in a complete basis set by correcting MP2 energies with CCSD(T) correlation en-

ergies computed in a smaller basis set.64 Furthermore, it is possible to extrapolate smaller

basis sets to the basis set limit.70

ECCSD(T ) = EHFlarge basis + EMP2,correlation
large basis + δE

CCSD(T ),correlation
small basis (1.6)

The δE
CCSD(T ),correlation
small basis term is obtained by performing a CCSD(T) and MP2

calculation in a smaller basis set. Although neither method is converged with respect to the

basis set, the difference in energy between the two methods converges much faster than the

base methods themselves; therefore, the energy difference is nearly converged even when

computed in the smaller basis set.

δE
CCSD(T ),correlation
small basis = E

CCSD(T )
small basis − E

MP2
small basis (1.7)

1.2.4 Dispersion Corrected Density Functional Theory

Rather than solve the Schrödinger equation by considering multi-dimensional wave-

functions, it is also possible to consider the electron density, ρ, which is a 3-dimensional

property. Here, the ground state energy of the system is a functional of the electronic

density, ρ.71
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EDFT [ρ] = TS [ρ] + Ene[ρ] + J [ρ] + Exc[ρ] (1.8)

Here, TS is the kinetic energy for non-interacting electrons, Ene is the energy for attractions

between electrons and nuclei, J is a Coulomb repulsion term, and Exc is the exchange-

correlation functional which contains the remaining kinetic energy terms and the exchange

energy terms. The exchange-correlation term is the focus of much of the research into DFT

functionals, and the different approximations for treating it lead to many different types of

density functionals. In practice, Kohn-Sham density functional theory is often used, which

requires calculating the electron density from orbitals.

ρapprox =

Nelec∑
i=1

|φi|2 (1.9)

This approach makes Kohn-Sham density functional theory similar to Hartree-

Fock in terms of the kinetic and potential energy terms that must be considered, but density

dependent functionals can allow significantly improved accuracy at nearly identical compu-

tational cost. For this reason, DFT is probably the most used quantum mechanical method

in computational chemistry. However, like HF, typical Kohn-Sham density functionals ne-

glect long-range electron correlation, and in addition, they neglect the exact treatment of

electron exchange that is obtained even with the simple Hartree-Fock method. One also

sacrifices the systematic improvement of accuracy that is a natural feature of wavefunction

methods.

To rectify these shortcomings, much effort has been expended to improve the

DFT description of dispersion and exact exchange. Including dispersion corrections in
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DFT takes 3 main forms: (1) semi-empirical post-hoc dispersion corrections (D corrections

and TS),72–75 (2) post-hoc dispersion corrections that are computed ab-initio (XDM and

MBD),76,77 and density functionals that include dispersion (vdW-DF and VV10).78,79 Al-

though DFT is not systematically improvable like wavefunction methods, there does exist a

hierarchy or “Jacob’s Ladder” that trends toward increased accuracy. The final term of the

DFT energy functional contains a term for exact exchange and correlation of electrons. The

exchange-correlation term contains all the complicated many-body terms for the system.

Each rung of Jacob’s Ladder includes additional terms to better describe exact exchange.

The rungs of the ladder are: (1) local density approximations, (2) generalized gradient ap-

proximations, (3) meta-generalized gradient approximations, (4) hybrid density functionals,

and (5) double hybrid functionals. Roughly, each rung of the ladder can be distinguished

from previous rungs as follows.

• local density approximation (LDA): treats the electron density as homogenous

• generalized gradient approximation (GGA): introduces the gradient, or first derivative

of the density, which accounts for heterogeneity of the electron density.

• meta-generalized gradient approximation (meta-GGA): includes the second derivative

of the electron density or Laplacian.

• hybrid functionals: incorporate Hartree-Fock terms for describing exact exchange.

These methods are hybrids of DFT and HF.

• double hybrid density functionals: Incorporate Hartree-Fock terms, and MP2 corre-

lation terms to correct the description of dispersion.
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Each rung of the ladder can provide increased computational accuracy, but also

increases the computational cost. Rung 4 functionals are as expensive as HF, and rung

5 functionals are similar in computation time to MP2. The details of the D3 dispersion

correction will be discussed in Chapter 2. D3 is a versatile dispersion correction scheme

because it can be adapted to functionals on any rung of Jacob’s Ladder. Basic details and

popular top performing rung 4 and rung 5 functionals are discussed in the next two sections.

Rung 4 hybrid functionals

One of the first useful hybrid functionals, and certainly the most pervasive is

B3LYP.80 In fact, the original paper to describe this functional is one of the most cited of

all time. That it was introduced in 1992 and still finds widespread application attests to its

usefulness. The modern implementation is often paired with a D3-like dispersion correction

for geometry optimizations and energy calculations. However, B3LYP can exhibit signifi-

cant errors for systems with complicated electron correlation, charge transfer reactions, and

reaction thermochemistry. Modern hybrid functionals seek to address these weaknesses by

incorporating additional physical insight into the functionals. One of the most successful,

ωB97X-V, improves upon the treatment of exact exchange via range separation of the XC

terms, and incorporates the VV10 method for treatment of nonlocal correlation.81 This

prescription leads to excellent performance on the GMTKN55 dataset that includes non-

covalent interactions, thermochemistry reactions, and molecular conformations.67 Further

improvements in chemical accuracy are obtained by incorporating nonlocal correlation and

range-separation of the exchange-correlation terms within a meta-GGA functional, ωB97M-

V.82
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Rung 5 double hybrid functionals

Double hybrid density functionals incorporate Hartree-Fock for the treatment of

exact exchange, and MP2 correlation energy for the treatment of electron-electron corre-

lation. By including correlation at the MP2 level of theory, these functionals surrender

the computational advantage offered by DFT; however, they do so to obtain a significant

increase in accuracy. These methods have proven capable of achieving near CCSD(T) accu-

racy at significantly decreased O(N5) computational cost. The hybridization of DFT and

MP2 creates an opportunity to take advantage of techniques that have been used to improve

the accuracy of both methods. The highly accurate DSD functionals incorporate D3 and D4

dispersion corrections for improved treatment of electron correlation, and spin-component

scaling of the MP2 correlation energy.62,63 The resulting revDSD-PBEP86-D4 and revDSD-

BLYP-D4 functionals represent two of the most accurate functionals ever developed based

upon their performance on the GMTKN55 benchmark dataset.83,84 In terms of chemical

accuracy, ωB97M(2)85 is currently the state-of-the-art density functional. It is the double

hybrid analogue of the ωB97X-V and ωB97M-V functionals.

1.3 Hybrid Many-Body Interaction

The Hybrid Many-Body Interaction (HMBI) is a mathematical framework that

decomposes the interactions of molecular crystals into their constituent interactions.86,87

HMBI works by partitioning the energy of a cluster or periodic system based on a many-

body expansion of the interacting terms. In this way HMBI distinguishes itself from
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previous fragment QM/MM models that partitioned systems based on regions rather than

by interaction type.

Etotal =
∑
i

Ei +
∑
ij

∆2Ei +
∑
ijk

∆3Eijk + ... (1.10)

Here, Ei is the energy of monomer i, ∆2Eij is the interaction energy between

monomers i and j, and ∆3Eijk is the 3-body interaction energy between monomers i, j, and

k. In this way, the energy can be expanded to explicitly include any interactions deemed

necessary. However, in practice, only the monomers and dimers are treated explicitly, and

the higher order terms are calculated with a less expensive periodic method.

EHMBI
total = EQM1−body + EQM2−body,SR + EMM

2−body,LR + EMM
many−body (1.11)

Here, QM stands for quantum mechanics. Any sufficiently accurate correlated

wavefunction method, or density functional can be used for the high level quantum me-

chanical calculations. MM stands for molecular mechanics, and in the past a classical or

polarizable force-field was used for the MM terms, but in this work the MM term is re-

placed with periodic Hartree-Fock. Formally, this substitution makes HMBI equivalent to

the method of increments.88–90 The formulation of HMBI found to be sufficient for modeling

molecular crystal polymorphs uses dispersion corrected MP2 (MP2D or SCS-MP2D) for the

quantum mechanical calculations of monomers and short-range dimers. These methods will

be described in chapter 2 and 3. Periodic Hartree-Fock (pHF) is used for the long-range

dimer and many-body interactions.
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EHMBI = EpHFmany−body +
∑
i

(EMP2D
i − EHFi ) +

∑
ij

fdampij (∆2EMP2D
ij −∆2EHFij )+

1

2

∑
i

images∑
k

fdampik (∆2EMP2D
ik −∆2EpHFik )

(1.12)

In the expression, i and j are indices of molecules in the central unit cell. The

index k runs over the periodic image molecules according to a cutoff distance defined with

respect to monomer i. Ei is the energy of monomer i, ∆2Eij is the interaction energy

between monomer i and monomer j, and ∆2Eik is the interaction energy between monomer

i and monomer k. Emany−body is the total periodic energy for the entire system. Finally,

thefdampij term is a damping function that ensures smooth transitions between the high level

quantum mechanical region and lower level QM or MM region.91

fdampij (R) =
1

1 + e2 |r1−r0|
(r1−R) −

|r1−r0|
(R−r0)

(1.13)

R is the shortest intermolecular distance between monomer i and monomer j. A

dimer is treated with dispersion corrected MP2 if the shortest intermolecular distance is

less than r1. A dimer is treated with Hartree-Fock if the shortest intermolecular distance is

greater than r0. The dimer interaction energy is calculated as a linear combination of the

pHF and QM energies if the shortest intermolecular distance falls within r1 and r0.

The ability to control the level of theory with which certain interactions are mod-

eled allows for highly accurate calculations on large, periodic systems. Furthermore, as

electronic structure methods and force-fields improve, state of the art methods can eas-

ily be incorporated within the HMBI framework. HMBI has been used to predict the

thermodynamic stability of the 5 polymorphs of Oxalyl dihydrazide.56,92 In this case, the
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energy decomposition proved to be highly accurate and amended itself to revealing the

extent to which DFT methods may benefit from fortuitous error cancellation. HMBI pro-

vides the requisite accuracy to distinguish between the two nearly degenerate polymorphs

of aspirin.93 Finally, HMBI provides accurate polymorph energy rankings for systems like

ortho-acetamidobenzamide and ROY that prove difficult for DFT methods due to the de-

localization error.56

Beyond energies, the partitioning of interactions in HMBI finds practical applica-

tions in many aspects of theoretical solid-state chemistry. It is possible to obtain optimized

crystal geometries.94 Spectroscopic properties of crystals, like Raman and nuclear magnetic

resonance can be simulated by taking derivatives of the HMBI energy terms.95–99 Thermo-

dynamic (enthalpy and entropy), and physical properties (bulk modulus) can be predicted

both at finite temperature and by simulating the effects of temperature.100–102 By including

the effects of temperature and pressue, it is even possible to predict phase diagram behavior

of small molecules like methane, carbon dioxide, and molecular nitrogen.99,103–105

1.4 Outline of the Dissertation

MP2 theory is the least expensive wavefunction method that treats electron-

electron correlation. However, MP2 is well known to overstabilize systems where dispersion

is the key noncovalent interaction. This error is exemplified by a dimer interaction energy

that is nearly double that of the CCSD(T) benchmark for a π − π stacked benzene dimer.

This error manifests itself in many systems of biological interest and condensed phase sys-

tems. In chapter 2, a dispersion-corrected variant of MP2 is proposed. The MP2D method
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is an amalgam of a previously proposed but computationally more expensive dispersion

corrected MP2 method (MP2C), and Grimme’s D3 dispersion correction. Significantly, the

MP2D method achieves higher accuracy than MP2 with no additional computational cost.

Historically, spin-component scaling has provided a computationally “free” method

for improving the accuracy of MP2. However, the empirical nature of this method means

that spin-component scaling constants only work well for specific chemical problems. In

an ideal world, a single set of spin coefficients would be widely transferable, but until now

this has not been the case. In Chapter 3 a spin-component scaled version of MP2D (SCS-

MP2D) is presented that offers improved accuracy over the original MP2D method, and

is competitive with some of the very best hybrid and double hybrid functionals in terms

of accuracy and computational cost. Most importantly, SCS-MP2D does not increase the

computational cost of MP2, and the spin coefficients prove highly transferable to thermo-

chemistry reactions, interaction energies, and conformational changes. SCS-MP2D provides

excellent agreement with CCSD(T) for difficult potential energy surfaces like those for the

dissociation of an anthracene photodimer to a π−π-stack dimer, and a 1-D scan about the

key dihedral angle in ROY.

The state-of-the-art method for ranking polymorphs is plane-wave DFT with a

dispersion correction. These methods are applicable to large periodic systems, and have

demonstrated themselves to be highly accurate in many important instances. However,

there exist many systems for which DFT does not provide polymorph energy rankings

that are in good agreement with established experimental results. Wavefunction methods

provide many benefits that compensate for the deficiencies seen in DFT methods, but are
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far too expensive to be applied directly to periodic systems of interest to pharmaceutical

companies or other industries. The hybrid many-body interaction method provides an

alternative to plane-wave DFT for calculations on large periodic systems. In chapter 4,

dispersion corrected MP2 is used within the HMBI model in order to calculate the energy

of several polymorphic systems for which DFT does not agree with experimental results.

The MP2D/HMBI method is found to yield excellent agreement compared to experiment

for all three systems. Furthermore, each monomer and dimer can be run individually and

in parallel.

Although MP2D/HMBI has proved to be a highly accurate energy ranking method

for deviant polymorph energy ranking problems, the high level quantum mechanical cal-

culations that must be performed on 50-100 dimer interactions are cost prohibitive for

organic molecules of even modest size. For example, 21,000 CPU hours/polymorph were

consumed for the 54-atom dimers of ROY. Modest pharmaceutical molecules can easily

exceed 50 atoms. Not only would the 100-atom dimers require an enormous computational

effort, recent work has shown that the perturbation expressions in MP2 may diverge for

systems with > 100 atoms.106 Aside from providing high accuracy energies for periodic

systems, HMBI is also useful for analyzing the contributions of each energy term within the

fragment energy decomposition. Solving polymorph ranking problems with MP2D/HMBI

revealed that many of the inaccurate rankings at the DFT level can be attributed to poor

monomer conformational energies. This insight revealed that an HMBI-like approach that

only replaces DFT monomer energies, rather than dimer and monomer energies, can pro-

vide highly accurate polymorph energy rankings at drastically reduced computational cost.
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Chapter 5 describes this monomer correction technique for molecular polymorph energy

ranking. The monomer correction is used to provide high accuracy energy rankings for 5

difficult examples of molecular polymorphism, and proves to be computationally tractable

for systems of pharmaceutical relevance.

The pharmaceutical industry is not the only industry that can benefit or suffer

from polymorphism. Despite 66 years of intense study, five new polymorphs of the B-

vitamin nicotinamide were reported in November of 2020.30 Polymorphism is also prevalent

in the semiconductor industry; Rubrene has three known polymorphs,107 pentacene has

four,17 and perfluorinated rubrene has three polymorphs.108,109 The potential exists for

CSP to assist in the search for new organic semiconductors or reveal undiscovered poly-

morphic forms of known organic semiconducting molecules. CSP provides the three-D

structural information that is useful for determining the type of physical properties that a

potential material might exhibit. Chapter 6 reveals how polymorph energy rankings at the

DFT level are also susceptible to delocalization error for the perfluorinated derivatives of

Rubrene. Monomer correction flips the DFT stability ordering. Furthermore, delocalization

error consistently overstabilizes the twisted conformations of rubrene derivatives by about 3

kJ/mol with respect to DLPNO-CCSD(T) benchmarks. MP2D and SCS-MP2D are found

to be in excellent agreement with the benchmark calculations.
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Chapter 2

Accurate noncovalent interactions

via dispersion-corrected

second-order Møller-Plesset

perturbation theory

2.1 Introduction

Non-covalent interactions govern protein folding, chemistry in solution, molecu-

lar crystal polymorphism, and many other important phenomena. Simulating such sys-

tems requires theoretical models capable of accurately reproducing the often delicate bal-

ances among the different types of non-covalent interactions both within molecules and

between them. Large-basis coupled cluster methods can achieve this accuracy for small
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systems,64 but they are computationally prohibitive for larger ones. Dispersion-corrected

density functional theory (DFT) models provide a much more affordable option,110 though

DFT cannot always provide the requisite accuracy due to self-interaction error and other

inherent limitations in the functionals.111 Here, we report a new, computationally practical

dispersion-corrected second-order Møller-Plesset perturbation theory (MP2) model which

provides high-quality energetics and structures in systems where non-covalent interactions

are important, filling an important gap between DFT and higher-level techniques.

With formal computational cost scaling with the fifth power with system size

(though this scaling can be reduced via Laplace transform, local correlation models, etc112),

MP2 provides a valuable and computationally affordable alternative to DFT for organic sys-

tems, but it has well-known problems describing van der Waals dispersion interactions. It

overestimates the interaction energy in the π-stacked benzene dimer by a factor of two, for

example.113 From the perspective of intermolecular perturbation theory, this deficiency in

MP2 stems from its uncoupled Hartree-Fock (UCHF) treatment of intermolecular disper-

sion114,115 which approximates the excited states and excitation energies that contribute to

the dispersion energy using unrelaxed ground-state Hartree-Fock orbitals.

Various models empirically scale the same-spin and opposite-spin correlation com-

ponents in MP2 to improve its performance,63,116–120 though the optimal parameters often

vary with the nature of the chemistry being modeled. The very successful non-empirical

MP2C method115,121 replaces the problematic UCHF dispersion with an improved coupled

Kohn-Sham (CKS) treatment of dispersion,

EMP2C = EMP2 − EUCHFdisp + ECKSdisp (2.1)
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effectively using time-dependent density functional theory to obtain an improved description

of the excited states. The excellent performance of MP2C for intermolecular interactions

earned it “the bronze-standard of quantum chemistry” moniker.122 Unfortunately, MP2C

has two major limitations. First, the dispersion correction is derived from intermolecular

perturbation theory and is not defined for intramolecular interactions. Intramolecular dis-

persion can be crucial in larger molecules. Second, MP2C is not currently used for structure

optimization due to the complexity of its analytical nuclear gradients.

Here, we combine the ideas of MP2C with Grimme’s DFT-D3 dispersion correc-

tion123 to develop a new dispersion-corrected MP2D model. Recasting MP2C in terms

of atom-centered two-body dispersion coefficients offers clear advantages. Atomic disper-

sion coefficients can be applied to both intra- and intermolecular atom-atom interactions.

Furthermore, both the energy and analytical gradients of the dispersion correction can be

computed with trivial computational cost. On the other hand, it introduces some em-

piricism to the model in the form of five global parameters. MP2D is also similar to the

MP2+∆vdW model,124 but it improves upon that model in several important ways. It in-

cludes both the C6 and C8 terms, instead of only C6 like MP2+∆vdW. More significantly,

MP2D solves the problem of how to determine the atomic C6 dispersion coefficients for

different chemical environments by adopting the D3 dispersion correction approach.123

The following sections present the MP2D model, including how the dispersion co-

efficients were obtained, modifications to the short-range damping necessary to treat both

covalent- and non-covalent chemistry, several minor changes to the D3 procedure, and the

strategy used to ensure physically appropriate parameters were obtained. We then demon-
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strate that MP2D performs very well across thousands of benchmark energies, including

intermolecular interactions, conformation energies, and thermochemistry. We examine in

detail the performance of MP2D on the challenging anthracene photodimerization, in which

inter- and intramolecular interactions compete strongly. Finally, we study several examples

of geometry optimization where dispersion effects play a major role. Throughout these

tests, MP2D significantly improves MP2 in cases where van der Waals dispersion is impor-

tant, and it does so with negligible additional computational cost. At the same time, the

MP2D dispersion correction has little impact on MP2 in cases where dispersion does not

contribute significantly.

2.2 Theory

2.2.1 MP2D overview

MP2D corrects MP2 by subtracting out the pairwise interatomic UCHF dispersion

energy and replacing it with the equivalent contribution calculated at the CKS level of

theory,

EMP2D = EMP2 − ẼUCHFdisp + ẼCKSdisp (2.2)

where

Ẽdisp = s6

∑
a,b

f6(RAB)
C6,ab

R6
AB

+ s8

∑
a,b

f8(RAB)
C8,ab

R8
AB

(2.3)

In these expressions, C6 and C8 are the interatomic two-body dispersion coefficients calcu-

lated at either the UCHF or CKS levels of theory, RAB is the distance between atoms A

and B, fn are short-range damping functions, and sn are empirical scaling factors. One

might further augment MP2D with a 3-body dispersion term,125 since those contributions
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are missing in MP2126 and can become significant in large systems,127,128 but that is not

done here.

MP2D adopts Grimme’s D3 model123 to compute the UCHF and CKS disper-

sion contributions. In fact, MP2D uses Grimme’s existing D3 C6 coefficients for the CKS

dispersion energy. New UCHF dispersion coefficients are computed here. Several other

minor modifications are made to the D3 approach with regard to the damping at short non-

covalent and covalent distances and the evaluation of the continuous coordination approach,

as described below.

2.2.2 Review of the D3 approach

It is worthwhile to review Grimme’s D3 approach briefly before discussing the

MP2D-specific changes. D3 computes frequency-dependent dipole-dipole polarizabilities

α(iω) for a series of different hydrides with different coordination numbers (CNs). For car-

bon, for instance, it computes them for C (CN = 0), CH (CN ≈ 1), C2H2 (CN ≈ 2), C2H4

(CN ≈ 3), and C2H6 (CN ≈ 4). The C6 dispersion coefficients for all possible pairwise com-

binations of atoms and coordination numbers are calculated via Casimir-Polder integration

with these polarizabilities after subtracting out the approximate hydrogen contribution,

C6,ab(CN
a
i , CN

b
j ) =

3

π

∫ ∞
0

dω
1

m

[
αAmHn(iω)− n

2
αH2(iω)

] 1

k

[
αBkHl(iω)− l

2
αH2(iω)

]
(2.4)

In this expression, αAmHn(iω) and αBkHl(iω) are the frequency dependent polarizabilities

for the reference hydrides, and αH2(iω) is the corresponding value for H2.
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Key to the success of the D3 model is how it interpolates the pre-tabulated C6 coef-

ficients to adapt them to the current chemical environment via these coordination numbers.

It computes continuous coordination numbers for each atom a in a given system as,

CNa =

N∑
b6=a

1

1 + e
−16

(
4
3

Rcov
ab

Rab
−1

) (2.5)

where Rcovab are sums of pre-tabulated, modified covalent radii for each element pair. Refer

to the original D3 paper for details on the set of the radii used.123 The C6 dispersion

coefficients for atom a interacting with atom b in their current coordination environments

is then computed via a weighted average of the C6 values from the tabulated coordination

environments,

C6,ab =

∑
i

∑
j C

ref
6,ab(CN

a
i , CN

b
j )Lij∑

i

∑
j Lij

where Lij = e−4[(CNa−CNa
i )2+(CNb−CNb

i )2] (2.6)

Indices i and j sum over the all reference hydrides for the given element. Once the C6

coefficients are obtained for an atom-pair, the C8 coefficients are estimated according to,

C8,ab = 3C6,ab

√
QaQb (2.7)

and

Qa =
1

2

√
Za
〈r4〉a
〈r2〉a

(2.8)

where Za is the nuclear charge, and 〈r4〉a and 〈r2〉a are pretabulated multipole expectation

values for the element. See Grimme’s original work for more details.123

In MP2D, Grimme’s reference hydride C6 coefficients (as implemented in Cuby4129)

are used for the CKS portion of the model. Other D3 parameters, such as the multipole ex-

pectation values 〈rn〉a, covalent radii Rcovab , and cutoff radii R0,ab are also employed in MP2D

33



without modification. However, several modifications and new ingredients were added in

the development of MP2D, as described in the following sections.

2.2.3 UCHF dispersion coefficients

Before adding the CKS dispersion to MP2, one must subtract out the UCHF dis-

persion that is already present. This requires computing UCHF dispersion coefficients that

are analogous to the existing D3 CKS ones. The general expression for the frequency de-

pendent dipole-dipole polarizability tensor αλσ(iω) from intermolecular perturbation theory

is,

αλσ(iω) =
∑
M 6=0

ωM [〈0|µ̂λ|M〉〈M |µ̂σ|0〉+ 〈0|µ̂σ|M〉〈M |µ̂λ|0〉]
h̄(ω2

M + ω2)
(2.9)

where 0 and M refer to ground and excited states, ωM is the excitation energy, and λ and σ

refer to different Cartesian components of the dipole operator µ̂. The resulting polarizability

tensor αλσ(iω) is a symmetric 3×3 matrix with unique xx, xy, xz, yy, yz, and zz elements.

At the UCHF level of theory, the excited state wavefunctions involve vertical exci-

tation of an electron from occupied orbital i to virtual orbital a with no orbital relaxation. In

that case, the matrix elements simplify to matrix elements of the dipole operator involving

occupied orbital i and virtual orbital a, and the excitation energy ωM reduces to the energy

difference between orbitals i and a, ωM = εi − εa = εia. Employing these simplifications

and recognizing that the molecular orbitals are real, Eq 2.9 becomes,

αλσ(iω) = 2
∑
ia

εia〈i|µ̂λ|a〉〈a|µ̂σ|i〉
h̄(ε2ia + ω2)

(2.10)
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where the sums run over all spin orbitals i and a. Spin integration yields the following

spin-unrestricted expression,

αλσ(iω) = 2

α spin∑
ia

εia〈i|µ̂λ|a〉〈a|µ̂σ|i〉
h̄(ε2ia + ω2)

+ 2

β spin∑
ı̄ā

εı̄ā〈̄ı|µ̂λ|ā〉〈ā|µ̂σ |̄ı〉
h̄(ε2ı̄ā + ω2)

(2.11)

where i and a refer to α spin orbitals and ı̄ and ā refer to β spin orbitals. In the spin

restricted case, the expression for the frequency-dependent polarizability further simplifies

to,

αλσ(iω) = 4
∑
ia

εia〈i|µ̂λ|a〉〈a|µ̂σ|i〉
h̄(ε2ia + ω2)

(2.12)

Finally, the isotropic frequency-dependent polarizabilities used as inputs for the D3 model

are computed as the trace of the frequency dependent polarizability tensors αλσ(iω).

From these isotropic UCHF polarizabilities, the C6 coefficients were computed

by subtracting out the approximate hydrogen contribution and performing Casimir-Polder

integration over imaginary frequency according to Eq 2.4. The integration was performed

via quadrature at ten frequencies given by,

iωj =
i

tan
[
π

4N (2j − 1)
] (2.13)

for j = 1, 2, · · · , 10 and with integration weights gj :

gj =
π

2N sin2
[
π

4N (2j − 1)
] (2.14)

Empirical testing indicates that ten quadrature points is sufficient to obtain well-converged

dispersion coefficients.

The frequency-dependent polarizabilities α(iω) were evaluated using a modified

version of Molpro 2012.130 While most of the hydrides used in the D3 model involve closed-

shell species (spin restricted wavefunctions), there are some open-shell species for which the
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unrestricted spin formalism is necessary. Open-shell species include many bare elements

(e.g. H, C, N, O) and low-coordination number hydrides (e.g. CH, OH). The spin-restricted

expressions were already available in Molpro as part of the MP2C implementation, and the

spin-unrestricted variant was implemented in a local version of Molpro.

At present, UCHF frequency-dependent polarizabilities have been computed for

all necessary hydrides of H, B, C, N, O, F, Ne, P, S, Cl, Ar, and Br. These represent some of

the most common elements occurring in organic chemistry. Extending the list of elements

further would be straightforward, though not all elements would be well-described with an

MP2-based model (e.g. transition metals). The hydride geometries and basis sets used to

obtain these frequency-dependent polarizabilities are identical to those used in the original

D3 work.123

Table 2.1 presents several sample C6 coefficients for C-C interactions. Broadly

speaking, as the level of hydrogen saturation decreases, the atomic polarizability and there-

fore magnitude of the contribution to the dispersion energy should increase. Accordingly,

the dispersion coefficients increase in magnitude from ethane to ethene and ethyne. The

dispersion energy for such systems is typically overestimated at the UCHF level. This man-

ifests in the UCHF coefficients listed in Table 2.1, which are 30–40% larger than the CKS

ones.

It is notable that the local coordination number scheme used to interpolate the

C6 coefficients for the given chemical environment barely differentiates between the aro-

matic bonds in a species like benzene and the double-bond environment of ethene. The

resulting dispersion coefficients are nearly identical for both cases. In reality, the disper-
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Table 2.1: Sample UCHF and CKS C6 coefficients for carbon-carbon interactions between

two identical carbons for different species/coordination environments as computed according

to the D3 scheme.

UCHF C6 CKS C6

Ethane 24.1 18.3

Ethene 34.9 25.7

Ethyne 41.2 29.5

Benzene 34.8 25.6

sion coefficients should be somewhat larger for the aromatic species. This translates to

MP2D underestimating the magnitude of the dispersion correction in the benzene π dimer

at the S66x8 equilibrium separation, for example. MP2D reduces the MP2 binding energy

from 4.9 kcal/mol to 3.3 kcal/mol, versus 2.8 kcal/mol for MP2C and 2.7 kcal/mol for the

CCSD(T) benchmark. The dispersion correction here also would not capture the sorts of

system-size-dependent changes in the C6 coefficients observed for large carbon nanotubes

or graphene,131 for example. Nevertheless, the results in Section 3.3 will demonstrate that

MP2D performs well overall across a broad range of chemical systems.

2.2.4 Short-range damping

The MP2D dispersion correction must be damped at short-ranges to avoid un-

physical behavior. Here, Tang-Toennies damping,132 is used to attenuate the dispersion

correction at short interatomic separations instead of the Becke-Johnson or zero-damping
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used in D3133 The physically-motivated Tang-Toennies damping function is well-suited for

reproducing the dispersion energy in correlated methods.134 The Tang-Toennies damping

expression is given by,

fN (Rab) = 1− exp(sRRab)

N∑
k=0

(sRRab)
k

k!
(2.15)

where N is the order of the dispersion term, i.e. 6 and 8, and sR is a distance scaling factor

calculated from the cutoff radius R0,ab (taken from the D3 dispersion correction) using two

empirical parameters:

sR = a1R0,ab + a2. (2.16)

Fitting the damping functions to UCHF and CKS dispersion energies separately,

we found that optimal damping parameters a1 and a2 for the UCHF dispersion energies

differ from those for the CKS ones. This would give rise to four parameters, aUCHF1 ,

aUCHF2 , aCKS1 and aCKS2 . However, the number of parameters can be reduced as described

in Section A.1.1 below.

Although the Tang-Toennies damping provides a physically sound treatment in the

non-covalent regime, it damps insufficiently at covalent distances. This leads to deteriorated

MP2D description of reaction energies, for example. We thus introduce a secondary short-

ranged damping that ensures that dispersion correction becomes constant at covalent
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distances. This damping is achieved by modifying the value of the interatomic distance Rab

that enters Eq 2.3 as

R′ab =



rcutR0,ab if Rab ≤ R0,ab(rcut − w/2)

Rab if Rab ≥ R0,ab(rcut + w/2)

rcutR0,ab + f(Rab, R0,abrcut, R0,abw) otherwise;

(2.17)

f(Rab, r
′
cut, w

′) = (−2.5x8 + 10x7 − 14x6 + 7x5) ∗ w′; (2.18)

x =
Rab − (r′cut − w′/2)

w′
(2.19)

where two more parameters are introduced, rcut and w, which are defined as dimensionless

factors scaling the radius R0,ab taken from the D3 correction. Eq 3.12 leaves Rab untouched

for distances greater than R0,ab(rcut +w/2), and it fixes Rab at a constant fraction of R0,ab

for distances that are shorter than R0,ab(rcut − w/2). The third portion of the function

in Eq 3.12 smooths the transition between these two regimes. The high-order polynomial

ensures smooth first, second and third derivatives at the end points of the switching interval.

This damping is applied at very short distances so that it practically does not affect

intermolecular non-covalent interactions. For example, using the final optimized parameters

described in Section A.1.1, this damping smoothly alters the effective interatomic separation

for two carbon atoms from the actual separation to a fixed value near 2 Å and below

(Figure 2.1). The fractional nature of rcut and w means that these distances adapt depending

on the threshold radius R0,ab for the given atom pair. The overall dispersion energy is

therefore doubly damped: first by Tang-Toennies in the non-covalent regime, and second

by this short-range damping in the covalent regime.
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Figure 2.1: Example of how the secondary short-range damping modifies the effective C-

C interatomic separation based on a cutoff radius of R0,ab = 2.9103 Å, rcut = 0.72, and

w = 0.2.

2.2.5 Modified C6 interpolation

In D3, the C6 coefficients are interpolated using a continuous coordination num-

ber CN calculated from distances to all other atoms using a switching function (Eq 2.5).

Although this switching function decays quickly, it yields small but nonzero contributions

even at non-covalent distances. This makes the C6 coefficients in a dimer slightly different

to these in isolated monomers in the same geometry, and this propagates also to the C8 coef-

ficients. This proves problematic at short distances (where the C8 term becomes important)

when a weaker damping function is used.134 In MP2D, we eliminated this issue by replacing

the switching function with one that drops exactly to zero at larger separations. Again, the

polynomial interpolating between the short- and long-range regimes was designed to have

smooth first and second derivatives at the end points of the switching interval. The scaling
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factors in this function were fitted to closely reproduce the original D3 one. The MP2D

coordination number is now calculated as,

CN =

N∑
B 6=A

f(Rcovab , Rab); (2.20)

f(Rcovab , Rab) =



1.0 if Rab ≤ 0.95Rcovab

0.0 if Rab ≥ 1.75Rcovab

f ′(x) otherwise;

(2.21)

f ′(x) = 1.0− (−20x7 + 70x6 − 84x5 + 35x4); (2.22)

x =
Rab − 0.95Rcovab

1.75Rcovab − 0.95Rcovab
. (2.23)

In the geometry optimizations reported here, we used integer coordination numbers to sim-

plify the calculation of the gradient. All the studied systems have well-defined geometries

where the continuous valence numbers differ only negligibly from integer ones, so this as-

sumption does not introduce any appreciable error. One could implement gradients for the

continuous valence coordination numbers if desired.

2.2.6 MP2D Parameterization

The MP2D model described thus far could conceivably employ up to ten potential

global parameters: separate s6 and s8 scaling terms for each of the UCHF and CKS C6

and C8 dispersion energies (four parameters), two parameters for the UCHF Tang-Toennies

damping function (aUCHF1 and aUCHF2 ), two parameters for the CKS Tang-Toennies damp-

ing function (aCKS1 and aCKS2 ), and two parameters for the secondary short-range damping

(rcut and w). To obtain correct dispersion energies at long distances, the s6 parameter is
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set to unity for both UCHF and CKS dispersion. In exploring the parameterization, we

found that the value of the s8 parameter is similar in both the UCHF and CKS cases, so

we use a single global s8 parameter for both. This reduces the number of possible global

fitting parameters from ten to seven. At this point, we tested multiple variants of the pa-

rameterization protocol, and analyzed the results obtained with different parameter sets,

exploring the possibilities to simplify the method further.

First, we tested fitting the CKS and UCHF Tang-Toennies terms separately to

the corresponding CKS and UCHF energies from MP2C calculations performed on the

S66x8 benchmark data set.135 The resulting dispersion coefficient model reproduced the

original CKS and UCHF energies rather well. The optimal parameter values in the CKS

and UCHF Tang-Toennies damping functions differed significantly. Next, to capture some

higher-order contributions not covered by MP2C, the Tang-Toennies fit parameters were

refined against CCSD(T)/CBS interaction energies on the same S66x8 data (i.e. fitting

to the energy difference between MP2 and CCSD(T) instead of the raw MP2C energy

components). When the parameterization was started from the UCHF and CKS parameter

values fitted to the CKS and UCHF dispersion energy components separately, the resulting

Tang-Toennies damping parameters changed only very slightly.

However, further testing found that an equally good fit to the post-MP2 correlation

energy can be obtained when the same values of the parameters are used in both the CKS

and UCHF damping functions. Using common parameters reduces the fidelity with which

MP2D reduces the individual UCHF and CKS dispersion energy components, but it has

no appreciable negative impact on the quality of the net dispersion correction. We decided
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that reduction in the number of adjustable parameters was more useful than reproducing

the individual dispersion energy components. Setting

aUCHF1 = aCKS1 = a1, and (2.24)

aUCHF2 = aCKS2 = a2. (2.25)

reduces the number of global parameters down to five (s8, a1, a2, rcut, and w). Figure A.1

in Appendix A provides a sample comparison for MP2D with and without constraining the

Tang-Toennies parameters to be identical.

During the parameterization procedure thus far, the S66x8 data set proved suf-

ficient for a robust and transferable parameterization of the correction at non-covalent

distances. The three parameters affecting the dispersion energy in this range of distances

(a1, a2 and s8) were thus optimized first on the S66x8 data set with the short-ranged

damping disabled. Subsequently, the initial values of the remaining two parameters in the

short-range damping (rcut = 0.7 and w = 0.2) were manually chosen to yield the best

compromise between short intermolecular interactions (in the S66x10 data set) and confor-

mation energies (using all the conformer data sets considered later in the paper). Overall,

a fairly broad range of values for rcut and w provide comparably good performance. Larger

values of rcut would be obtained if the method was optimized on thermochemistry data, but

the description of non-covalent interactions at short distances would be compromised while

reaction energies would improve only by about 0.5 kcal/mol.

Finally, all the five parameters were fitted again to the S66x8 data set, resulting

in only small change to the values of rcut. The resulting parameters thus represent a

minimum with respect to non-covalent interactions around and above equilibrium distance
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Table 2.2: Optimized values of the five global parameters used in the MP2D method.

s8 1.187 dimensionless

a1 0.944 dimensionless

a2 0.480 Ångstrom

rcut 0.72 dimensionless

w 0.20 dimensionless

(represented by the S66x8 data set) which can be expected to be the main application

targets for the method. At the same time, the formulation of the model and the choice

of the initial values of the parameters used additional information from conformational

energies needed to provide a seamless connection between the covalent and non-covalent

regime.

Table 3.1 lists the final values of the parameters. Figure 2.2 plots the MP2D

dispersion correction energy (C6 contributions only for simplicity) for two carbon atoms as

a function of distance with no damping, just Tang-Toennies damping, and finally the actual

doubly-damped model that also includes the covalent regime short-range damping.

The MP2D dispersion correction has been fitted to reproduce the counterpoise-

corrected ∆CCSD(T) energy correction. The remaining question is how to treat the basis

set superposition error (BSSE) in the MP2 part of the calculation. When the MP2 energy

is calculated in a large basis set or extrapolated to the CBS limit, the MP2D method should
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Figure 2.2: Behavior of the MP2D dispersion correction (C6 only here) without damping,

with Tang-Toennies damping, and the double Tang-Toennies/shorter-range damping for

two sp2-hybridized carbon atoms.

45



be universally applicable to both inter- and intramolecular energies because the BSSE would

be smaller than the error of the dispersion correction.

This can be demonstrated on the calculations of the interaction energies in the S66

data set performed with and without counterpoise (CP) correction. At the CBS limit, using

MP2D without CP correction yields smaller RMSE (0.19 kcal/mol) than when CP correction

is applied (0.26 kcal/mol). The good performance without CP correction results from error

cancellation, but it shows that the energy changes associated with the CP correction are

several times smaller than the overall error. In the aug-cc-pVQZ basis, the CP-corrected

and uncorrected results are very similar (RMSE 0.35 and 0.37 kcal/mol). In smaller basis

sets, the CP uncorrected interaction energies become significantly worse.

2.3 Computational Methods

The dispersion correction was implemented in the freely available Cuby4 frame-

work,129 which interfaces multiple computational chemistry packages that could provide the

MP2 calculation. The MP2D dispersion correction implementation, including the dispersion

coefficients for the 13 common first- and second-row elements noted above, documentation,

and input examples, are provided at the Cuby website.136

Electronic structure calculations were carried out using a mixture of PSI4137, Mol-

pro 2012.1,130 and TURBOMOLE.138,139 All single-point139 MP2, MP2D, MP2C, MP2.5,

and CCSD(T) results reported here were extrapolated to the complete basis set (CBS)

limit,70 typically from the Dunning aug-cc-pVXZ basis sets.140 For MP2.5 and CCSD(T),

the CBS limit was estimated using the standard focal point technique which combines
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MP2/CBS with post-MP2 correlation estimated in a smaller basis set.112,141 B3LYP-D3(BJ)

results employ the nearly-complete def2-QZVP basis. Geometry optimizations were per-

formed in the def2-TZVP basis with no counterpoise correction. Integer coordination

numbers of the atoms were employed for the dispersion coefficients in MP2D geometry

optimizations. All calculations here employed density fitting with standard auxiliary basis

sets throughout. Counterpoise corrections for basis set superposition error were employed in

the MP2-based methods (excluding the geometry optimizations). Because the DFT-D3(BJ)

damping parameters were fitted without counterpoise correction,142 no counterpoise cor-

rections were applied to the DFT results here.

2.4 Results and Discussion

2.4.1 Energetics

The results here will demonstrate that MP2D performs very competitively with

other techniques across a wide variety of systems, including intermolecular interactions,

conformational energies, and thermochemistry. For comparison purposes, B3LYP-D3(BJ)

was chosen as a representative, widely used density functional that generally performs well

for non-covalent interactions.2,143–145 Comparison against other functionals (particularly

double-hybrid density functionals145) would make for an interesting subject of future work.

Non-covalent interactions at short range. Consider first the sixty-six dimers

at ten intermolecular separations comprising the S66x10 benchmark test set.146 The eight

largest intermolecular separations are identical to the S66x8 set used in the parameter fit-
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Figure 2.3: Performance of MP2 and other methods on the S66x10 benchmark test set used

in fitting the empirical parameters.

ting, while the shortest two distances (0.7R0 and 0.8R0) were not part of the final fit.

Figure 2.3 plots the root-mean-square (rms) errors versus intermolecular distance. At equi-

librium distances 1.0R0, the 0.18 kcal/mol rms error for MP2D is much better than MP2

(1.24 kcal/mol), appreciably smaller than B3LYP-D3(BJ) (0.44 kcal/mol), and almost as

good as MP2C (0.16 kcal/mol).

The MP2D performance improves further relative to the other methods at shorter

separations. As the dimer separation decreases, the fraction of the MP2C UCHF and

CKS dispersion energies captured by MP2D decreases, with the short-range damping effec-

tively mimicking some of the repulsive exchange-dispersion terms which are not corrected in

MP2C. At 0.7R0 for instance, which was not included in the training data, the MP2D error

is only 0.82 kcal/mol, versus 1.03 kcal/mol for MP2C and 2.36 kcal/mol for B3LYP-D3(BJ).

Even the recently proposed B3LYP-D3M(BJ), which seeks to improve the short-range
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behavior of D3, exhibits a significantly larger error of 1.57 kcal/mol at this separation (those

reported results were counterpoise corrected).146

Of course, MP2D is only useful if it also performs well broadly, beyond the systems

the empirical parameters were fitted for. Figure 2.4 reports box plot error distributions for

MP2, MP2D, MP2C, and B3LYP-D3(BJ) across 10 different benchmark sets consisting of

several thousand diverse examples and lists the rms errors.

Interaction energies in more diverse systems. For the 3380 protein side

chain-side chain interactions in SSI,2 the MP2D errors are two-thirds smaller than MP2,

comparable to MP2C, and half those for B3LYP-D3(BJ) (Figure 2.4a). For the halogen-

containing dimers in X40147 (excluding iodine-containing species for which the Molpro

MP2C implementation fails) and the S22 set,148,149 MP2D reduces the MP2 errors 2–4-

fold, though they are larger than the MP2C ones and only moderately better than B3LYP-

D3(BJ). Some of the largest MP2D errors occur for π-stacked cases, for which it corrects

much of the MP2 error, but not as effectively as MP2C. Such π-stacked cases make up

a disproportionately large fraction of the S22 set compared to S66x8 or SSI, which helps

explain the larger difference between MP2C and MP2D for that set.

Conformation energies. Figure 2.4b examines conformational energy bench-

marks for alkanes (ACONF150), amino acids (Amino20x4145), sugars (SCONF145), and

short peptides (from MPCONF196151). MP2D improves upon MP2 in all cases, reducing

the rms errors and generally narrowing the width of the error distributions. The largest

improvements occur for the amino acids and peptides where van der Waals interactions are

relatively large. Dispersion plays the smallest role the sugar conformers (SCONF), and the
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MP2D improvement there is correspondingly small. MP2D outperforms B3LYP-D3(BJ)

appreciably for Amino20x4, SCONF, and the Peptides.

Thermochemistry. While intermolecular interactions and conformational en-

ergies represent traditional applications for methods like MP2D, it is equally important

that MP2D should not interfere with thermochemistry. Figure 2.4c plots errors for small-

molecule isomerizations (ISO34152) and Diels-Alder reactions (DARC153). Dispersion plays

a minimal role in the small-molecule isomerization reactions found in ISO34, and the MP2D

correction only reduces the MP2 error by 8%. Dispersion is much more important in the

Diels-Alder reactions (DARC), and MP2D cuts the MP2 error in half and substantially out-

performs B3LYP-D3(BJ). Also impressive, however, is the MP2D performance for IDISP,145

which consists of four chemical reactions and two conformational changes involving in-

tramolecular dispersion. MP2D reduces the 7.0 kcal/mol rms error for MP2 to only 1.4

kcal/mol, compared to 5.5 kcal/mol for B3LYP-D3(BJ).

While a thorough comparison of density functionals is beyond the scope of this

letter, many of the test sets considered here are part of the GMTKN55 suite,145 for which

results from many density functionals have been reported. Analysis of those results suggests

that MP2D is competitive with or better than the best dispersion-corrected hybrid func-

tionals. The best double hybrid functionals sometimes perform moderately better (with

similar computational cost to MP2D), but those functionals frequently employ empirical

spin-component scaling of the MP2 correlation (e.g. DSD-BLYP-D3(BJ)154), which is not

exploited here.
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Set MP2 MP2C MP2D B3LYP-D3(BJ)

S66x10 1.54 0.39 0.33 0.88

X40 0.72 0.27 0.34 0.35

S22 1.38 0.19 0.35 0.43

SSI 0.36 0.14 0.16 0.32

ACONF 0.11 – 0.06 0.07

Amino20x4 0.26 – 0.17 0.29

SCONF 0.31 – 0.29 0.51

Peptides 0.71 – 0.27 0.56

ISO34 1.68 – 1.55 2.64

DARC 3.97 – 1.90 8.26

IDISP 7.03 – 1.44 5.53

Figure 2.4: Performance of MP2D and other methods for benchmark sets focusing on (a)

intermolecular interaction energies, (b) conformational energies, and (c) thermochemistry.

MP2C is only defined for the intermolecular interactions. Boxes and whiskers contain 50%

and 95% (or 99.9% for part (a)) of the data, respectively. The table lists root-mean-square

errors for all methods and sets.
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Anthracene dimerization. For further insight on how MP2D performs, consider

the anthracene photodimerization reaction, which is the most challenging case in the IDISP

set. This reaction includes both a non-covalent π-stacked dimer with intermolecular sepa-

ration ∼3.6 Å and a covalent photoreacted dimer with intramolecular separation ∼1.6 Å.

It proves problematic for many electronic structure methods.155 Whereas the MP2C dis-

persion correction is defined only for the intermolecular dimer, MP2D can describe both

regimes. A benchmark CCSD(T)/CBS potential energy scan was created for this reaction,

as shown in Figure 2.5 and described in the Appendix A.

Figure 2.5 shows that various methods perform well for the intermolecular dimer

energy basin, with MP2 performing the worst due to its overestimation of the π–π interac-

tions. MP2D and MP2.5156,157 perform very similarly, overbinding the π-dimer by 1.2–1.5

kcal/mol relative to CCSD(T). B3LYP-D3(BJ) does even better, underbinding it by 0.2

kcal/mol. The real challenge, however, occurs in modeling the covalent basin and the com-

petition among the long covalent bonds between the two anthracenes, the anthracene ring

distortion, and the very short-range dispersion interactions between the anthracene rings.

Unsurprisingly, MP2 overbinds by 9.1 kcal/mol. At the other extreme, B3LYP-D3(BJ)

underestimates the stability of the covalent dimer by 13.4 kcal/mol, predicting the pho-

todimerization reaction to be significantly endothermic instead of slightly exothermic. In

contrast, MP2.5 and MP2D reproduce CCSD(T) nicely across most of the potential energy

surface, with 1.2–1.5 kcal/mol errors at the minima. Both methods reproduce the energy

difference between the two minima to within less than 0.1 kcal/mol. Only near ∼2.5 Å

does MP2D perform appreciably worse than CCSD(T) or MP2.5, where the increasingly
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Figure 2.6: Overlay of [7]helicene crystal structure1 with that predicted by MP2 (green),

MP2D (red), and B3LYP-D3(BJ) (purple) in the def2-TZVP basis. Single-point energies

relative to linear heptacene as a function of the distance R.

significant static correlation arising from the stretching of the two inter-anthracene covalent

bonds is ill-described by spin-restricted MP2. The ability to accurately describe both intra-

and intermolecular interactions simultaneously is a key feature of MP2D.

2.4.2 Geometries

Facile geometry optimization represents another advantage of MP2D over MP2C

for systems with significant non-covalent interactions. Consider the challenging example of

[7]helicene—seven fused benzene rings arranged in a helix. Figure 2.6 overlays the structures

optimized with MP2, MP2D, and B3LYP-D3(BJ) in the def2-TZVP basis with the X-

ray crystal structure. MP2 overestimates the van der Waals interactions and artificially

compresses the helical spacing R at 3.72 Å, versus ∼4.4–4.6 Å from the experimental crystal

structures.1,158,159 MP2D significantly corrects this to 4.08 Å, and B3LYP-D3(BJ) predicts

a seemingly even better 4.32 Å.
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However, the potential energy surface for compressing [7]helicene is very flat, and

the experimental crystal structure may differ from the gas-phase electronic energy one due

to solid-state packing forces. To investigate, a one-dimensional B3LYP-D3(BJ)/def2-TZVP

relaxed scan over R was performed (see Appendix A Information for details). Large-basis

single-point energies were computed with B3LYP-D3(BJ), MP2, MP2D, and MP2.5 and

plotted relative to the energy of the isomeric linear heptacene in Figure 2.6. Linear hep-

tacene provides a useful reference structure, since the planar molecule has no significant

non-covalent interactions. Taking MP2.5 as the reference energy, MP2 significantly overes-

timates the interactions and underestimates the optimal R. B3LYP-D3(BJ) underestimates

the interaction energy by a quarter, and it overestimates the distance R, while MP2D re-

produces MP2.5 quite well and drastically lower computational cost. These results imply

that the MP2D optimized structure is actually closer than the B3LYP-D3(BJ) one to the

true gas-phase structure.

The ten stationary points on the benzene dimer potential energy surface4 provide

another interesting case. For nine of the ten structures, B3LYP-D3(BJ) and MP2D re-

produce the reference DFT + CCSD(T) structures well, with root-mean-square RMSD of

2.8 and 3.2 pm respectively (Table 2.3). However, the geometry of the S4 structure varies

strongly with the method, as shown in Figure 2.7. In the reference structure, the benzene

molecules interact at a 53.8◦ angle. MP2 fails completely for this structure, optimizing

to a parallel π-stacked structure, while B3LYP-D3(BJ) underestimates the angle at 45.2◦

(RMSD 12.2 pm). In contrast, MP2D predicts a 51.8◦ angle of the reference structure and

gives an RMSD of only 3.5 pm.
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Figure 2.7: Overlay of benzene dimer S4, showing how MP2D (red) reproduces the correct

angle between the molecules, unlike MP2 (green) and B3LYP-D3(BJ) (purple).

2.5 Conclusions

In summary, MP2D largely corrects the key dispersion-related flaws of MP2 with

trivial computational cost using a dispersion correction based on the Grimme D3 scheme. It

relies on pre-tabulated ab initio dispersion coefficients and five universal empirical param-

eters designed to attenuate the correction at short range and compensate for higher-order

dispersion contributions. Unlike MP2C, MP2D improves the description of intramolecu-

lar dispersion and can be used for geometry optimizations. The results here indicate that

MP2D provides a valuable alternative to DFT in systems where van der Waals interactions

are important, ranging from organics to biomolecules. A software implementation of the

MP2D dispersion correction that can be easily coupled with MP2 calculations in many

computational chemistry programs is freely available.136
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Future work should compare MP2D against a broader suite of density functionals.

It would also be interesting to pursue a spin-component-scaled version of MP2D. One of the

key problems in spin-component-scaled methods has been the difficulty of finding param-

eters that simultaneously improve the treatment of thermochemistry and non-covalent in-

teractions. The MP2D dispersion correction addresses the non-covalent interactions, which

would allow the spin-component scaling to correct the thermochemistry errors. Such an

approach could provide an interesting alternative to some of the best-performing double-

hybrid density functionals which also employ spin-component-scaling and a similar number

of global empirical parameters.
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Table 2.3: Root-mean-square deviations (rmsd) in pm for the optimized geometries for

10 benzene dimer stationary points relative to reference structures obtained with a mixed

DFT/CCSD(T) approach.4 Structure S4 causes significant problems for MP2 and B3LYP-

D3(BJ), so the rmsd is reported with and without S4 included. Counterpoise corrections

were not employed.

Structure MP2 MP2D B3LYP-D3(BJ)

def2-TZVP def2-TZVP def2-TZVP

M1 11.4 3.1 2.7

M2 6.2 2.3 0.7

S1 7.2 4.9 1.2

S2 11.7 3.4 2.9

S3 8.3 3.9 2.7

S4 90.5 3.5 12.2

S5 3.8 1.0 1.0

S6 2.5 1.3 0.9

S7 11.1 3.6 4.7

S8 10.4 2.9 4.6

RMSD (all) 29.8 3.2 4.7

RMSD (excluding S4) 8.7 3.2 2.8
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Chapter 3

Spin-component-scaled and

dispersion-corrected second-order

Møller-Plesset perturbation

theory: A path toward chemical

accuracy

Accurately modeling many chemically-interesting systems with electronic structure

theory requires models capable of describing diverse mixtures of covalent and non-covalent

interactions. Chemical reactions occurring in enzyme active sites demand models that can

treat the thermochemistry associated with changes in the substrate chemical bonding to-

gether with the hydrogen bonding, electrostatic, and dispersion interactions that govern the

59



substrate-protein interaction.160 Furthermore, the stabilities of molecular crystal conforma-

tional polymorphs are governed by the competition between intramolecular conformation

and intermolecular packing.12 In principle, high-accuracy methods like coupled cluster sin-

gles, doubles, and perturbative triples (CCSD(T)) can provide the requisite accuracy for

modeling systems like these, but the steep O(N7) computational cost with system size N

frequently makes it cost-prohibitive in practice.

Instead, Kohn-Sham density functional theory (DFT) has become the standard

tool of choice for modeling such systems. Many successful density functionals have been de-

veloped over the years, some of which can approach CCSD(T) accuracy. Large benchmark

studies145,161 have identified some of the best current functionals. These include, for exam-

ple, the hierarchy of functionals developed by Mardirossian and Head-Gordon: the range-

separated hybrid functional ωB97X-V,162 its hybrid meta-GGA variant ωB97M-V,163 and

the double-hybrid meta-GGA functional ωB97M(2).164 The family of dispersion-corrected,

spin-component-scaled double hybrid (DSD) density functionals developed in the Martin

group are also highly competitive, both in their original165 and recently-revised forms.83

At the same time, there have been many efforts to achieve near-coupled clus-

ter accuracy using wave function methods that are less computationally demanding than

CCSD(T). The domain-based local pair natural orbital variant (DLPNO-CCSD(T))166

achieves most of the accuracy of CCSD(T) at far lower computational cost, for example.

At the other extreme, inexpensive machine learning models that target CCSD(T) accu-

racy continue to improve.120,167 Models based on second-order Møller-Plesset perturbation

theory (MP2), the least-expensive correlated wavfunction method, have also garnered con-
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siderable attention over the years. Although MP2 scales O(N5) with system size, efficient

density-fitting algorithms mean that the computational cost of evaluating the non-iterative

MP2 correlation energy is small compared to that associated with the underlying iterative

Hartree-Fock (HF) self-consistent field energy for many systems. This means that MP2

can be computationally competitive with modern state-of-the-art density functionals for

systems with up to ∼100 atoms. Furthermore, MP2 inherently includes exact exchange

and does not suffer from the issues of self-interaction error/delocalization error that plague

most existing density functionals.111,168

Despite its advantages, MP2 has its own significant deficiencies which manifest in

systems with strong static correlation (e.g. stretched covalent bonds) or in systems where

van der Waals dispersion interactions are important (e.g. benzene dimer). The second-order

correlation energy can be partitioned into contributions arising from same-spin (αα and ββ)

and opposite-spin (αβ and βα) electron pairs. The same-spin contributions are more con-

nected with long-range static correlation, while the opposite-spin ones are more important

for the dynamic correlation that is associated with dispersion. The MP2 perturbation series

is biased toward the same-spin correlation and frequently overestimates its contribution.169

In 2003, Grimme’s spin-component-scaled MP2 (SCS-MP2) model170 demonstrated how

scaling the same-spin and opposite-spin energy components of the MP2 correlation energy

with constant coefficients improves the accuracy of MP2 on systems that would otherwise be

poorly described, without any increase in the computational effort required. The SCS-MP2

prescription greatly improves upon canonical MP2 for predicting reaction thermochemistry.
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However, it soon became apparent that the spin-component scaling coefficients

appropriate for one type of chemical problem do not always transfer well to other chemical

problems. For example, the original SCS-MP2 model scales the same-spin correlation energy

by css = 1/3, while the opposite-spin correlation energy is scaled up by css = 6/5.170 These

values were initially determined from studying reaction energies, though subsequent work

established a theoretical basis for these scaling parameter values.169,171,172 Studying the

S22 benchmark set a few years later, Distasio and Head-Gordon found optimal scaling

coefficients css = 1.29 and cos = 0.40 for molecular interactions (MI), denoting the resulting

model as SCS(MI)-MP2.173 These SCS(MI)-MP2 css and cos scaling coefficients are nearly

reversed compared to those found in the original SCS-MP2.

Given that no single set of spin-scaling coefficients can fully address the MP2

problems, a few strategies for SCS-MP2 models have emerged over the years. One approach

tailors the SCS coefficients for specific chemical systems, such as for nucleic acid base

pair interactions,174 ethylene dimers,175 or ionic liquids176. Such models can potentially

work well, though this parameterization strategy inherently limits transferability of the

model. Another approach adapts the spin-component scaling coefficients to each given

system on the fly. This has been done via spin-ratio scaled spin components (SRS-MP2)177

or by machine learning the optimal scaling parameters as in SNS-MP2.178 Adaptive spin-

scaling approaches can be more universal, though care must be taken to ensure that the

coefficient adaptations retain smooth and continuous potential energy surfaces. Moreover,

adaptive schemes can still have limited applicability: the design of the neural network-based

SNS-MP2 model limits its application to dimer intermolecular interactions, for instance.
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Other SCS models seek to exploit the greater computational efficiency associated with the

opposite-spin correlation,179 to improve the long-range behavior of SCS methods,180 or to

apply these ideas to higher-levels of theory such as MP3,181 coupled cluster models,182,183

and excited state approaches.184–187

The fundamental challenge for existing spin-component-scaled MP2 methods is

that they attempt to use spin component scaling to address multiple, physically distinct

weaknesses inherent in MP2 simultaneously. These limitations can generally be partitioned

into the suitability of MP2 pair correlations for covalent bond chemistry (termed “ther-

mochemistry” here for simplicity) versus the problems associated with describing van der

Waals dispersion in non-covalent interactions. The former typically include more significant

amounts of static correlation energy, while the dispersion interaction arises from dynami-

cal correlation. The differences between the optimal scaling coefficients in SCS-MP2 and

SCS(MI)-MP2 highlight the challenge associated with addressing both problems simultane-

ously with spin-component scaling.

In the language of intermolecular perturbation theory, the dispersion problem

arises from the uncoupled Hartree-Fock (UCHF) description of dispersion that is inherent

in MP2.114 Hesselmann’s corrected MP2 model (MP2C),115,121 addresses this by subtract-

ing out the UCHF dispersion energy and replacing it with a better treatment computed

at the coupled Kohn-Sham (CKS) level of theory. MP2C has proved very successful,122

though its intermolecular perturbation theory formulation limits its application to dimer

intermolecular interactions. We recently developed a new version of MP2C, called MP2D,5

which recasts the MP2C dispersion correction in terms of Grimme’s D3 dispersion correc-
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tion.123 MP2D is similar to the MP2 plus van der Waals approach proposed by Tkatchenko

et al;124 however, use of the D3 model in MP2D makes the dispersion correction more

straightforward to compute.

The MP2D dispersion correction computes the CKS and UCHF dispersion con-

tributions using atom-centered dispersion coefficients which are inexpensively interpolated

from a small set of ab initio dispersion coefficients computed for simple hydrides of the

elements. Because MP2D employs atomic dispersion coefficients, the dispersion correction

is applicable to both intra- and intermolecular interactions. Its performance for intermolec-

ular interactions is similar to that of MP2C, and it has proved very useful in describing

intramolecular interactions that prove difficult for many widely used density functionals,

such as in conformational polymorphs of molecular crystals.188,189

The present study introduces spin-component-scaled MP2D (SCS-MP2D). Be-

cause the MP2D dispersion correction already addresses the MP2 problems for non-covalent

interactions well, the spin-component scaling coefficients can focus solely on correcting the

residual problems that impact MP2 performance for thermochemistry. The proposed SCS-

MP2D model employs seven global empirical parameters, which is a modest number of

parameters compared to many models derived from big data and machine learning ap-

proaches. Furthermore, the solid physical foundations of these parameters leads to a model

that appears highly transferable to new systems, despite those empirical parameters being

fitted to only a modest amount of benchmark data.

The addition of spin component scaling to MP2D makes it similar in many ways

to the family of DSD double-hybrid density functionals.83,165 Those density functionals

64



start from a hybrid functional DFT treatment with a modest fraction of exact exchange,

mix in some amount of spin-component-scaled MP2-like correlation (evaluated in terms of

the Kohn-Sham orbitals), and include long-range Grimme dispersion. SCS-MP2D has its

foundation in HF (instead of DFT), includes spin-component-scaled MP2 correlation from

which the long-range dispersion has been removed, and Grimme D3 dispersion. Starting

from the exact exchange treatment in HF circumvents the problems of delocalization error

that hinder the performance of many density functionals, including double hybrids, for

charge transfer reactions, ionic hydrogen bonds, and certain intramolecular conformational

energies. By subtracting the UCHF dispersion from the MP2 correlation energy before

adding the Grimme dispersion correction, SCS-MP2D avoids any issues of double-counting

dispersion energies that can hinder dispersion-corrected DFT models.

As will be demonstrated below, SCS-MP2D is competitive with some of the very

best density functionals on a large set of benchmark data sets of organic species that span

intermolecular interactions, conformational energies, and reaction energies. SCS-MP2D also

performs well for two particularly challenging potential energy profiles. The cost of SCS-

MP2D is effectively identical to that of MP2, and SCS-MP2D is applicable to systems with

up to ∼100 atoms when density-fitting algorithms are used. Overall, the results presented

below highlight how MP2-based wave function methods offer a viable route toward high-

accuracy quantum chemistry in organic systems.
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3.1 Theory

3.1.1 SCS-MP2D Energy

The canonical MP2 energy can be decomposed into the HF energy plus the same-

spin (ss) and opposite-spin (os) correlation energies,

EMP2 = EHF + cosE
os
corr + cssE

ss
corr (3.1)

In canonical MP2, the spin-scaling coefficients cos and css both equal one. Spin-component-

scaled MP2 methods change those spin-scaling coefficients to improve the performance of

the model. Grimme’s original SCS-MP2 model employed cos = 6/5 and css = 1/3. As

described earlier, however, these coefficients can vary considerably depending on the nature

of the chemical system being studied.

One of the key problems in canonical MP2 lies in its treatment of van der Waals

dispersion, such as its well-known over-estimation of the benzene dimer interaction energy

and many other π-π interactions. The successful MP2C model addresses this for inter-

molecular interactions by subtracting out the UCHF dispersion that is inherent in MP2

and replacing it with a more reliable CKS description,115,121

EMP2C = EMP2 − EUCHFdisp + ECKSdisp (3.2)

However, the reliance on intermolecular perturbation theory for the dispersion correction

limits MP2C to dimer intermolecular interactions, and the analytic nuclear gradients that

would facilitate geometry optimizations are complicated and have not yet been implemented.

Our recently proposed dispersion-corrected MP2D model5 addresses both limita-

tions. MP2D adopts the same basic formalism as MP2C, but it computes the UCHF and
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CKS dispersion contributions according to Grimme’s D3 strategy,123 which estimates the

atom-centered dispersion coefficients via interpolation among pre-tabulated reference values

for each element in different coordination environments. The D3 dispersion correction can

be computed with trivial force-field like cost, is readily differentiated for analytic nuclear

gradients, and is applicable to both intra- and intermolecular interactions.

SCS-MP2D combines spin-scaling of the correlation energy with a CKS dispersion

correction. The SCS-MP2D energy is given by,

ESCS-MP2D = EHF+cosE
os
MP2-corr+cssE

ss
MP2-corr−cosE

disp,os
UCHF−cssE

disp,ss
UCHF+Edisp,totCKS (3.3)

Because the MP2 correlation energies are scaled by the spin-scaling coefficients, the UCHF

dispersion energy being removed from the correlation energy must also be scaled accordingly

to obtain a “dispersion-free” SCS-MP2 energy. One is then free to add an appropriate

dispersion treatment onto it—the D3 CKS dispersion energy in this case, without any

spin-component scaling. Since the CKS dispersion contribution is unchanged compared to

MP2D, the following discussion focuses on the UCHF contribution.

Spin-component scaling of the UCHF dispersion energy begins with partitioning

the molecular frequency-dependent dipole-dipole polarizabilities into their α (↑) and β (↓)

spin contributions,

αλσ(iω) = α↑λσ(iω) + α↓λσ(iω) =
∑
ia

2εia〈i|µ̂λ|a〉〈a|µ̂σ|i〉
h̄(ε2ia + ω2)

+
∑
ia

2εı̄a〈ı|µ̂λ|ā〉〈ā|µ̂σ |̄ı〉
h̄(ε2ıa + ω2)

(3.4)

where i and a are α spin occupied and virtual orbitals, ı̄ and ā are the analogous β spin

orbitals, εia is the HF energy difference between orbitals i and a, µ̂λ is the λ-th component of

the dipole moment operator, and iω is the imaginary frequency at which the polarizability
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is being evaluated. The isotropic frequency-dependent polarizability αiso is computed as

the trace of αλσ divided by 3.

In the D3 approach, the isotropic molecular frequency-dependent polarizabilities

are computed and tabulated for a series of elemental hydrides AmHn (e.g. C2H6, C2H4,

C2H2, CH, and C). The atomic frequency-dependent polarizability for atom A is then

determined by subtracting out the hydrogen contributions and distributing the remaining

polarizability evenly across the heavy atoms. For the spin up contributions, this takes the

form:

αA↑iso(iω) =
1

m
[αAmHn↑
iso (iω)− n

2
αH2↑
iso (iω)] (3.5)

An analogous expression can be written for the β (↓) polarizabilities. The total UCHF

C6 dispersion coefficients for the interaction of atoms A and B can be computed from the

spin-partitioned isotropic atomic frequency-dependent polarizabilities as,

CAB6 =
3

π

∫ ∞
0

dω
(
αA↑iso(iω) + αA↓iso(iω)

)(
αB↑iso(iω) + αB↓iso(iω)

)
(3.6)

By multiplying out integrand and regrouping terms, one can partition the total UCHF C6

coefficient into separate same-spin and opposite spin contributions,

CAB6 =
3

π

∫ ∞
0

dω
(
αA↑iso(iω)αB↑iso(iω) + αA↓iso(iω)αB↓iso(iω)

)
+

3

π

∫ ∞
0

dω
(
αA↑iso(iω)αB↓iso(iω) + αA↓iso(iω)αB↑iso(iω)

)
(3.7)

= CAB,ss6 + CAB,os6 (3.8)

Once the same-spin UCHF, opposite-spin UCHF, and total CKS C6 coefficients

have been obtained for each atom type in each coordination number environment, the

dispersion energies are computed according to the D3 scheme as described previously.5,123
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Specifically, the final C6 coefficients for a given atom in a particular chemical environment

are interpolated using a slightly modified version5 of the original D3 coordination number

scheme, the C8 coefficients are estimated as proscribed by the D3 model, and then the

dispersion energy is obtained as,

Edisp = s6

∑
AB

f6(RAB)
C6,AB

R6
AB

+ s8

∑
AB

f8(RAB)
C8,AB

R8
AB

(3.9)

where s6 and s8 are scaling coefficients and RAB is the distance between atoms A and B.

The Tang-Toennies damping function fN (RAB) is given by,

fN (RAB) = 1− exp(sRRAB)
N∑
k=0

(sRRAB)k

k!
(3.10)

where N is the order of the dispersion term (6 or 8), and sR is a distance scaling factor

calculated from the cutoff radius R0,AB (taken from the D3 dispersion correction123) using

two empirical parameters a1 and a2:

sR = a1R0,AB + a2. (3.11)

Finally, during the development of the original MP2D model, it was found that the Tang-

Toennies damping function decays too slowly at covalent-bond distances.5 To address this,

the interatomic distance RAB was modified via a secondary damping at very short distances

according to,
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R′AB =



rcutR0,AB if RAB <= R0,AB(rcut − w/2)

RAB if RAB >= R0,AB(rcut + w/2)

rcutR0,AB + g(RAB, R0,ABrcut, R0,ABw) otherwise;

(3.12)

g(RAB, r
′
cut, w

′) = (−2.5x8 + 10x7 − 14x6 + 7x5) ∗ w′; (3.13)

x =
RAB − (r′cut − w′/2)

w′
(3.14)

with empirical parameters rcut and w defining the distance and width over which the damp-

ing occurs. This short-range damping leaves RAB in Eq 3.9 unchanged at longer distances,

while fixing it at a constant fraction of R0,AB value for very short distances. The polynomial

g(RAB, r
′
cut, w

′) smoothly interpolates between the two regimes. See ref 5 for more details.

For restricted wave functions, the spin up and spin down frequency-dependent

polarizabilities in Eq 3.4 are identical and each equal to half the total polarizability. As a

result, the same-spin and opposite-spin UCHF C6 coefficients in Eqs 3.7 and 3.8 are each

equal to one half to the total C6 coefficient, and the spin components each contribute half

of the UCHF dispersion energy Edisp (Eq 3.9),

Edisp,ssUCHF = Edisp,osUCHF =
1

2
Edisp,totUCHF (3.15)

In this scenario, the final SCS-MP2D energy (Eq 3.3) can be expressed as,

ESCS-MP2D = EHF +cosE
os
MP2-corr+cssE

ss
MP2-corr−

1

2
(cos + css)E

disp,tot
UCHF +Edisp,totCKS (3.16)
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Because the present study focuses only on closed-shell species with restricted wave functions

for which the open-shell reference hydrides coordination environments contribute negligibly,

Eq 3.16 represents the final equation implemented here.

The SCS-MP2D model contains seven empirical parameters in total: cos, css, s8,

a1, a2, rcut, and w. The s6 parameter scaling the C6 dispersion energy contribution in

Eq 3.9 is set to unity unless otherwise noted. The atom-pairwise dispersion coefficients

CAB6 coefficients from the reference hydrides are identical to those used in ref 5. More

specifically, the CKS coefficients are taken directly from the original D3 model, while the

UCHF ones were computed for H, B, C, N, O, F, Ne, P, S, Cl, Ar, and Br atoms according

to the same Grimme D3 scheme. Accordingly, SCS-MP2D is presently applicable to typical

organic and biological systems.

3.1.2 Empirical Parameter Fitting Procedure

The seven empirical parameters in MP2D were fitted to a total of 559 benchmark

data points taken from the S66x8 set of dimer intermolecular interactions,135 the Diels-

Alder reaction energy (DARC) subset of the GMTKN55 data set,145,190 and the sugar

conformational energy (SCONF) subset of GMTKN55.145 Because each of the three data

sets differ in the number of data points contained and the magnitudes of the benchmark

energy values, an objective function F was constructed from the weighted sum of the relative

root-mean-square error (RMSE) for each data set. Relative RMSE values were obtained by

dividing the RMSE of each set by the mean absolute value of the benchmark energies in

the set, 〈|E|〉,
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F = wS66x8
RMSES66x8

〈|E|〉S66x8

+ wDARC
RMSEDARC
〈|E|〉DARC

+ wSCONF
RMSESCONF
〈|E|〉SCONF

(3.17)

Using relative RMSE values compensates for the fact that the Diels-Alder reaction energies

are many-fold larger than the typical intermolecular or conformational energies. Different

weights wi for the three relative RMSEs in the objective function were tested during the

fitting. By trial and error, it was determined that increasing the weight of the DARC data

set in the objective function led to particularly good, transferable parameters. The final

SCS-MP2D parameters were obtained with weight wDARC = 2.0 and wS66x8 = wSCONF =

1.0. The enhanced weight on the DARC set is consistent with the desire to use spin-

component scaling to improve reaction energies and the importance of including short-range

interactions in fitting the damping function parameters.

Initial exploratory optimizations of the empirical parameters revealed a rugged

landscape containing many local minima. Therefore, a custom evolutionary algorithm was

implemented to seek out (nearly) globally optimal parameters that minimize the objective

function. Initial values of the parameters were generated randomly within a predefined

range of plausibly physical values. Initial spin-component scaling coefficients and most

other parameters were restricted to lie between 0 and 2, though a2 was given the range -1

to 2. Each generation of the search algorithm was populated with 30–40 distinct parameter

sets. Each parameter set was optimized using a quasi-Newton algorithm in Cuby4.129.

This gradient-based optimization converged slowly, but it was observed that the parameters

varied little after the first ten optimization cycles; therefore, 10 cycles were used for each

optimization during the evolutionary search.
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After randomly seeding the initial generation, subsequent generations were created

as a mixture of, for example: the five best-performing parameter sets from the previous gen-

eration, five parameter sets obtained by randomly combining parameters from the top five

performers (inheritance), five sets where new damping function parameters were generated

for the top 5 performers (mutation), 5 populations where the spin-component constants

were replaced by new randomly generated constants (mutation), and 10 entirely new ran-

domly generated parameter sets to add diversity to the population. Optimization runs

which varied the partitioning among inheritance, mutation, and random generation and the

total population size were explored. The genetic algorithm was allowed to run for between

5 and 20 generations. To avoid biasing the search in favor of the top performing parameters

against newly generated parameter sets, each generation passed initial starting parameters

to the next generation rather than the optimized parameters. Once the optimal parame-

ters were found after many searches, they were fully-optimized to ensure a minimum had

been reached in the parameter landscape (though their values changed only minimally).

Convergence of the evolutionary optimization algorithm was tested both by (1) performing

dozens of independent runs of the evolutionary optimizer, and (2) by seeding a Bayesian

search algorithm with good parameter sets from the genetic algorithm (see Appendix B

Section B.1). The final parameter set discussed in Section 3.3.1 was discovered relatively

early and repeatedly in the search process, and subsequent searching did not reveal any

better-performing parameter sets.
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3.2 Computational Methods

The MP2D and SCS-MP2D dispersion corrections were calculated using a de-

velopmental version of the freely available Cuby4 software.129 Energies were computed at

the complete basis set limit by combining HF/aug-cc-pVQZ with correlation energies ex-

trapolated70 from aug-cc-pVTZ and aug-cc-pVQZ results. Counterpoise corrections were

employed for all benchmark sets involving purely intermolecular interactions: S66x8, 3B-69,

SSI, HBC6, NBC10, Charge Transfer, HB375, and IHB100. MP2 data for S66x8, 3B-69,

SSI, and IDISP was taken from the original sources; data for all other sets was computed

here using PSI4 version 1.3.137 For ISOL24, the 24th isomerization reaction was omitted

because MP2D and SCS-MP2D dispersion coefficients have not been computed for silicon.

For consistency, reaction 24 was excluded for all other tested methods as well.

DFT calculations were performed using the DSD-BLYP-D3(BJ), ωB97X-V, and

ωB97M-V functionals in PSI4 and the revDSD-PBEP86-D3(BJ) functional in Orca version

4.2.191 The PSI4 DSD-BLYP-D3(BJ) calculations employ the parameters reported in ref

165, rather than the earlier parameters144,154 which were used in the GMTKN55 bench-

marks.145 Counterpoise corrections were employed for all intermolecular benchmark sets,

except for the revDSD-PBEP86-D3(BJ) functional, for which the counterpoise-corrected re-

sults were substantially worse than the uncorrected ones. In general, DSD-BLYP-D3(BJ),

revDSD-PBEP86-D3(BJ), and ωB97X-V calculations were performed using the def2-QZVP

basis set, while the ωB97M-V ones were performed in aug-cc-pVQZ since the latter basis

set is one of the recommended ones from Ref 163. There are a few exceptions, however:

For the SSI data set, aug-cc-pVTZ results were taken from Burns et al2 for ωB97X-V and
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ωB97M-V. The aug-cc-pVQZ basis set was used with DSD-BLYP-D3(BJ) and revDSD-

PBEP86-D3(BJ) for the SSI set due to the presence of anionic species. The aug-cc-pVQZ

basis set was similarly employed for all functionals on the IHB100 set of ionic species. Fi-

nally, ωB97X-V results for SCONF, ACONF, Amino20x4, MCONF, PCONF21, DARC,

ISOL24, ISO34, and IDISP were taken directly from the GMTKN55 database.145

The genetic optimization algorithm was implemented by the authors. The searches

employing Bayesian optimization with Gaussian processes utilized the python scikit-learn

library skopt.gp minimize.192

3.3 Results and Discussion

3.3.1 Parameter optimization

The seven empirical parameters were optimized using the evolutionary algorithm

discussed in Section 3.1.2, and the final SCS-MP2D model parameters are listed in Ta-

ble 3.1. Figure 3.1 shows the progress over a single run of the evolutionary optimizer. As

the algorithm proceeds through the generations, the population is enriched with low-error

parameter sets. By the ninth generation, quite a few parameter sets have been found that

perform well, and these best-performing models change little over the next five generations.

As shown in the radar plot in Figure 3.1, the five best-performing members of the popu-

lation in this optimization run in blue exhibit parameters that are quite similar to those

in the final SCS-MP2D model in red. The only appreciable variations occur for the a2

Tang-Tonnies damping parameter. The next five best-performing parameter sets in green
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Table 3.1: Comparison of the MP2D parameters from ref 5 and the SCS-MP2D ones de-

termined here. All parameters are dimensionless except for a2.

MP2D SCS-MP2D

cos 1 0.8263

css 1 0.9004

a1 0.9436 1.5359

a2 (Å) 0.4802 -0.7595

s8 1.1873 1.2092

rcut 0.72 0.8254

w 0.20 0.1198

differ a little more from the SCS-MP2D ones, most notably in s8 and a2, but they are

again fairly similar. Moving beyond the ten best parameter sets from this search, one finds

greater parameter diversity, indicating that algorithm is searching widely. Overall, many

independent runs of the optimizer generated parameter sets that are similar to the final

SCS-MP2D ones, and they were always among the very best performing models.

Some searches revealed a few alternative parameter sets that also performed very

well, though they had unphysical parameters such as a negative s8 value. In those models,

the MP2D dispersion correction had the wrong sign, with the CKS term effectively increas-

ing the van der Waals binding energy compared to UCHF for systems such as the π-stacked

benzene dimer. This behavior is contrary to the well-known behaviors from intermolecular

perturbation theory where UCHF over-binds such systems.114,121 Other tests that allowed
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Figure 3.1: Left: Performance of one run of the evolutionary SCS-MP2D parameter opti-

mization, plotting the relative root-mean-square error (the objective function) versus the

generation number. The figure focuses only on the low-error region, and the horizontal lines

indicate the best-performing models in the initial (Gen 0) and final (Gen 14) generations.

Right: Radar plot comparing the final SCS-MP2D parameter values (red) to those of the

five lowest-error parameter sets (blue), the next five lowest-error models (green), and all

other parameter sets (gray) from this particular optimization.

s6 to deviate from unity (increasing the number of parameters from seven to eight) produced

good-performing parameter sets with s6 > 1 and s8 ≈ 2. From intermolecular perturba-

tion theory, s6 and s8 should both equal one, though the D3 model typically allows s8 to

deviate from unity to compensate for the neglect of higher-order dispersion terms. Given

the rapid decay of those higher-order terms with distance, however, it seems unlikely that

those neglected contributions should effectively double the s8 contribution. When tested

for transferability to other data sets not employed in the parameter fitting, the final chosen

parameter set in Table 3.1 performed as well as or better than any of these alternative
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parameter sets. Accordingly, the final chosen parameter set in Table 3.1 was selected on the

basis of its performance on the training set, physically reasonable parameter values, and its

transferability to other benchmark sets (Section 3.3.2).

Table 3.1 compares the final SCS-MP2D parameters against those published pre-

viously for MP2D, which does not scale the spin components of the correlation energy. The

SCS-MP2D dispersion correction parameters are fairly similar to those in MP2D. For ex-

ample, s8 differs by only 2% between the two models. Values of s8 near 1.2 are intermediate

relative to the range of s8 ∼ 0.8–1.7 typically found for D3 with various density function-

als.123 The parameters rcut and w that govern damping at very short (covalent) distances

differ by ∼0.1 between MP2D and SCS-MP2D. However, as discussed in the original MP2D

study,5 a relatively broad range of parameters rcut and w performs well, and the differences

in these parameters between the two models has a small impact on the overall performance.

In contrast, the SCS-MP2D Tang-Toennies dispersion damping parameters differ

noticeably from the earlier MP2D ones. Compared to MP2D, the new parameters enhance

the SCS-MP2D dispersion correction contribution at shorter distances (Appendix B Sec-

tion B.2). This increased contribution from the dispersion correction offsets the diminished

contribution of the MP2 correlation energy that results from having spin-component scal-

ing coefficients less than one. Interestingly, the spin-scaling coefficients css = 0.8263 and

cos = 0.9004 are similar to each other, in contrast to many previous SCS-type MP2 models.

Furthermore, the SCS-MP2D spin-component scaling enhances the same-spin contribution

relative to the opposite-spin one, which is contrary to theoretical arguments that MP2 typi-

cally overestimates the same-spin correlation more than the opposite-spin contributions.169
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On the other hand, such arguments may no longer apply when such a sizable fraction of

the final SCS-MP2D correlation energy originates from the CKS dispersion correction.

The importance of the CKS dispersion can be seen from a few example systems.

Along the eight points of the S66x8 π-stacked benzene dimer potential energy curve, for in-

stance, an average 93% of the SCS-MP2D correlation energy arises from the CKS dispersion

energy. Only ∼7% stems from what remains of the spin-component-scaled MP2 correlation

energy after subtracting out the UCHF contribution. Of course, dispersion is expected to

be very important for the benzene π dimer. However, even in the DARC data set chemical

reaction energies for which non-dispersion components of the correlation energy are more

important, the CKS dispersion still contributes an average 24 kcal/mol, compared to only

10 kcal/mol from the residual spin-component-scaled MP2 correlation energy that remains

after removing the UCHF dispersion component.

That said, a few additional considerations should be noted. First, there are mul-

tiple ways to decompose and group the SCS-MP2D energy components. If one partitions it

into the SCS-MP2 correlation energy plus a dispersion correction (computed as the differ-

ence between the UCHF and CKS dispersion energies), the dispersion correction amounts

to only 0.5 kcal/mol for benzene dimer at its equilibrium geometry and an average of 1

kcal/mol (a few percent) for the reaction energies in the DARC set. In other words, the

individual UCHF and CKS dispersion terms are very large individually, but the difference

between the two contributions is far smaller. Finally, note that the parameters were fitted

to the total interaction, conformational, or reaction energies, rather than to individual com-

ponents of the correlation energy. As discussed for MP2D,5 this choice leads to good overall
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performance with fewer empirical parameters, but the individual UCHF and CKS compo-

nents in SCS-MP2D do not quantitatively reproduce those from intermolecular perturbation

theory and/or MP2C.

3.3.2 Performance on Benchmark Data Sets

As discussed above, SCS-MP2D was trained on three datasets consisting of nonco-

valent interactions (S66x8), reaction energies (DARC), and sugar conformational energies

(SCONF). MP2D was fitted against S66x8.5 To assess overall performance and transferabil-

ity, SCS-MP2D was tested on 14 additional benchmark data sets for intermolecular interac-

tions (3B-69 dimers,193 NBC10,194 HBC6,194 HB375,195 IHB100,195 SSI,2 & charge trans-

fer reactions196), conformational energies (Amino20x4,145 ACONF,197 MCONF,198 and

PCONF21145), and thermochemical reaction energies (ISO34,199 ISOL24,145 IDISP145).

Note that IDISP contains a mixture of interaction types that all involve substantial changes

in intramolecular dispersion energy, but it is grouped with the reaction energy data sets here

because four of the six examples involve chemical reactions and/or isomerizations. Table 3.2

summarizes root-mean-square errors for each data set as computed with several different

quantum chemistry models. Figure 3.2 plots the relative RMSEs, where the RMSE for each

model is divided by the mean absolute value of the target reference energies for that data

set.
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Table 3.2: Root mean square errors calculated relative to the benchmark reference values

(kcal/mol). The asterix (?) indicates data sets that were used to fit SCS-MP2D. Cell color

indicates the relative RMSE: dark blue ≤ 5%, light blue = 5–10%, orange = 10–25%, light

red = 25–50%, and dark red ≥ 50%.

DSD- revDSD-

Data Set MP2 MP2D SCS-MP2D BLYP PBEP86 ωB97X-V ωB97M-V

-D3(BJ) -D3(BJ)

CBS CBS CBS def2-QZVP def2-QZVP def2-QZVP aQZ

Intermolecular Interactions

S66x8 0.67 0.16 0.13? 0.18 0.16 0.21 0.11

3B-69 Dimers 0.33 0.21 0.18 0.19 0.19 0.20 0.17

SSI 0.36 0.16 0.17 0.15a 0.12 0.16b 0.15b

HBC6 0.32 0.26 0.25 0.37 0.17 0.32 0.24

NBC10 1.55 0.29 0.14 0.33 0.07 0.34 0.17

Charge Transfer 2.72 0.56 0.34 0.77 0.62 0.57 0.45

HB375 0.43 0.16 0.13 0.14 0.13 0.17 0.19

IHB100 0.45 0.46 0.34 0.41a 0.26a 0.37a 0.35

Conformational Energies

SCONF 0.31 0.35 0.18? 0.26 0.13 0.21c 0.24

ACONF 0.11 0.07 0.12 0.08 0.24 0.06c 0.08

Amino20x4 0.26 0.17 0.18 0.16 0.17 0.24c 0.24

MCONF 1.02 0.40 0.33 0.55 0.19 0.27c 0.39

PCONF21 1.11 0.42 0.31 0.48 0.23 0.35c 0.69
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DSD- revDSD-

Data Set MP2 MP2D SCS-MP2D BLYP PBEP86 ωB97X-V ωB97M-V

-D3(BJ) -D3(BJ)

CBS CBS CBS def2-QZVP def2-QZVP def2-QZVP aQZ

Reaction Energies

DARC 3.97 1.90 1.41? 1.10 0.64 4.38c 0.98

ISO34 1.68 1.42 0.96 1.06 0.49 1.56c 0.82

ISOL24 3.72 2.81 2.24 2.71 1.73 4.20c 2.41

IDISP 7.03 1.42 1.29 1.60 0.67 3.88c 2.83

Overall Relative RMSE Statistics (%)

Mean 21.3 7.7 5.9 8.1 4.9 9.5 8.2

Median 11.5 5.8 4.4 5.5 4.1 5.3 4.5

a aug-cc-pVQZ basis b Ref 2, aug-cc-pVTZ basis. c Ref 145
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Figure 3.2: Comparison of the relative RMSEs for several models on benchmark data sets

focusing on (a) intermolecular interactions, (b) conformational energies, (c) reaction ener-

gies, and (d) the union of all training and testing sets. The asterix indicates that S66x8,

SCONF, and DARC were involved in fitting the SCS-MP2D parameters.
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Performance of wave function methods

Consider first the performance of MP2 and MP2D for the intermolecular interac-

tion data sets. The MP2D dispersion correction seeks to address systems like the benzene

dimer where dispersion is important and which are often considerably over-bound by MP2.

The dispersion correction has minimal impact on hydrogen-bonded systems like the wa-

ter dimer, for which MP2 already performs fairly well. Overall, MP2D reduces the MP2

RMSE on S66x8 four-fold, from 0.67 to 0.16 kcal/mol. That improvement partly reflects

that MP2D was trained against S66x8 benchmark data, but the MP2D parameters also

prove highly transferable to other benchmark sets. The MP2D dispersion correction pro-

vides several-fold error reductions in the non-bonded potential energy curves of NBC10, the

protein side-chain side-chain interactions of SSI, the large database of hydrogen bonds in

HCNO-containing species (HB375), and a set of charge transfer reactions. Smaller MP2D

improvements occur in 3B-69 and the hydrogen-bonded dimer curves of HBC6, and no ap-

preciable improvement is found for the ionic H-bonds of IHB100. The smaller improvements

seen in those latter sets largely reflects the lesser importance of dispersion interactions in

those dimers rather than any weaknesses in MP2D.

Incorporating spin-component-scaling into MP2D leads to further modest improve-

ments for the intermolecular interaction data sets. In S66x8 (a training set), the RMSE

reduces from 0.16 to 0.13 kcal/mol. Improvements are observed for many of the testing

sets as well. For example, spin-component-scaling reduces the NBC10 RMSE by a factor of

two, from 0.29 kcal/mol for MP2D to 0.14 kcal/mol for SCS-MP2D. More typically, SCS-

MP2D reduces the MP2D errors by around a third or less for many of the intermolecular
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interaction sets. Spin-component scaling tends to improve the MP2D performance on ionic

and hydrogen-bonded systems, even though those generally are reasonable even with MP2

and MP2D already. Surprisingly, however, SCS-MP2D also performs better than MP2D

for systems like the benzene dimer, which explains much of the improvement observed for

NBC10. As discussed previously,5 the D3 correction has the weakness that its highly local

interpolation scheme for the C6 dispersion coefficients distinguishes poorly between benzene

and ethene, for example. So while MP2D performs well for many systems where dispersion

is important, its performance for the benzene dimer is actually somewhat worse than the

fully ab initio treatment in MP2C (though MP2D still improves dramatically upon MP2).

SCS-MP2D suffers from the same limitations of the dispersion coefficients, but apparently

the spin-component-scaling compensates somewhat. For instance, the RMSE for the π-

stacked benzene dimer decreases from from 0.33 kcal/mol with MP2D to 0.13 kcal/mol

with SCS-MP2D. SCS-MP2D performs marginally worse than MP2D on the SSI data set;

this issue will be explored in detail in Section 3.3.2.

One of the key strengths of MP2D and SCS-MP2D over MP2C is that the atom-

pairwise definition of the dispersion correction allows for correcting both intra- and inter-

molecular dispersion. Because it is based on intermolecular perturbation theory, the MP2C

dispersion correction has no effect on intramolecular conformational energies. Intramolecu-

lar dispersion corrections can be essential in systems such as the conformational polymorphs

of organic crystals.188,189

Looking at the six conformational energy data sets (1 training and 5 testing),

the MP2D and SCS-MP2D performance trends are similar to what was observed for the
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intermolecular interaction data sets. The MP2D dispersion correction already improves

upon MP2 nicely. Adding the dispersion correction reduces the MP2 RMS errors from

1.11 to 0.41 kcal/mol in peptide conformers (PCONF21) and from 1.02 to 0.42 kcal/mol

in melatonin conformers (MCONF). Including spin-component-scaling reduces those errors

∼20–25% further. Both MP2D and SCS-MP2D perform about one third better than MP2

for the amino acid conformations in Amino20x4. The alkane conformations in (ACONF)

are the only data set here where SCS-MP2D (RMSE 0.12 kcal/mol) does not improve upon

MP2 (0.11 kcal/mol) and is somewhat worse than MP2D (0.07 kcal/mol). Fortunately,

these errors are small in both absolute and relative terms (e.g. 6.3% for SCS-MP2D).

Finally, we examine the reaction energies associated with Diels-Alder reactions

(DARC, training set), the smaller- and larger-molecule isomerizations (ISO34, ISOL24),

and the IDISP set, which contains several dimerzation and isomerization reactions for which

intramolecular dispersion matters. Non-dispersion contributions to the correlation energy

are expected to be sizable for reaction energies, so spin-component scaling might be expected

to have a significant impact in these data sets. Indeed, while MP2D did improve upon

MP2 for all four data sets, SCS-MP2D performs even better. For example, MP2D (1.42

kcal/mol) only improved upon MP2 (1.68 kcal/mol) by about 15% for the ISO34 small-

molecule isomerizations. The MP2D dispersion correction has a slightly larger impact on

the larger-molecule isomerizations of ISOL24, reducing the MP2 error by ∼ 25% (3.72 to

2.81 kcal/mol). In both cases, however, SCS-MP2D reduces the errors by ∼40% compared

to MP2, with RMSE values of 0.96 and 2.24 kcal/mol, respectively. For DARC, which

was included in the SCS-MP2D fitting, SCS-MP2D reduces the MP2 error by 65%, and it
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reduces the MP2D error by ∼25%. The IDISP set tends to exhibit considerable variability

in the error statistics achieved by different models, due to the diverse chemistry and the

disparate energy scales for the different reactions. Regardless, both MP2D and SCS-MP2D

perform very well for this set, with RMS errors of 1.42 and 1.29 kcal/mol, respectively.

As a whole, these benchmark results demonstrate that the SCS-MP2D model is

highly transferable to a wide variety of organic chemistry, despite being fitted to a modest

amount of training data. In most of the benchmarks performed here, the MP2 dispersion

contributions account for the largest share of the improvement, but the spin-component

scaling almost always improves the quality of the predicted energies further. Given the

error statistics presented here, SCS-MP2D is arguably one of the best-performing O(N5)

correlated wave function methods available today for describing intra- and intermolecular

interactions in organic chemistry. However, a better understanding of its overall perfor-

mance requires comparing it to state-of-the-art density functionals.

Comparisons to selected density functional models

Four top-performing density functionals were chosen for comparison against the

dispersion-corrected MP2 models: the range-separated hybrid functional ωB97X-V, the

meta-GGA variant ωB97M-V, and the double-hybrid spin-component-scaled functionals

DSD-BLYP-D3(BJ) and revDSD-PBEP86-D3(BJ). The ωB97X-V and DSD-BLYP-D3(BJ)

functionals were selected based on their excellent performance on the GMTKN55 test

suite,145 while ωB97M-V was selected because it represents the meta-GGA rung on Jacob’s

ladder of density functionals and generally performs even better than ωB97X-V.161,163
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The recently revised DSD functionals (revDSD) perform even better than the orig-

inal DSD functionals.83 The improvements stem primarily from replacing the D3 dispersion

correction with the newer D4 one200 in some of the functionals and from fitting the empirical

parameters to a much larger set of training data. The revDSD-PBEP86-D3(BJ) functional

was selected as a representative example of these new functionals. Because SCS-MP2D

could plausibly be developed based on the D4 correction instead of the D3 one as well, we

opted to compare against the D3 version of revDSD-PBEP86 for the sake of consistency.

On the GMTKN55 data set, the revDSD-PBEP86-D3(BJ) functional performs about 0.1

kcal/mol worse than the D4 version in the weighted mean absolute deviation.83

The double-hybrid ωB97M(2) functional164 would be another interesting potential

comparison, since it performs noticeably better than the ωB97X-V and ωB97M-V function-

als tested here and even slightly better than the revDSD functionals (e.g. ∼0.1 kcal/mol

better than revDSD-PBEP86-D4 for GMTKN55).161 However ωB97M(2) is not presently

implemented in any of the software packages used here. Overall, the four functionals selected

here are representative of top-performing functionals in their respective categories.

To facilitate comparisons between the MP2-based methods and the DFT function-

als, Table 3.2 employs color-coding based on the relative RMS errors (i.e. RMSE divided

by the average magnitude of the benchmark energy in each set). Dark blue corresponds to

relative RMSEs of 5% or less, light blue to relative RMSEs in the range 5–10%, orange to

those in the range 10–25%, light red for the range 25–50%, and dark red for larger relative

RMSEs. Figure 3.2 plots the relative RMSEs for all models except MP2. MP2 is
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omitted from Figure 3.2 because its large errors would obscure the comparison among the

better-performing methods.

Considering first the intermolecular interactions, Figure 3.2a highlights how most

of these dispersion-corrected MP2 and DFT models perform well, but revDSD-PBEP86-

D3(BJ), SCS-MP2D and ωB97M-V are the clearly the top performers. The most noticeable

differences among the models occur for NBC10 and the charge transfer set. In NBC10,

revDSD-PBEP86-D3(BJ) (RMSE 0.07 kcal/mol), SCS-MP2D (RMSE 0.14 kcal/mol) and

ωB97M-V (0.16 kcal/mol) exhibit errors that are a factor of 2–3 times smaller than those

for MP2D and the other two functionals. For the charge transfer set, all four functionals

perform noticeably worse than SCS-MP2D, especially DSD-BLYP-D3(BJ). Delocalization

error in approximate functionals hinders the description of such systems. The inclusion

of exact exchange and/or range-separation in these functionals reduces delocalization error

considerably, but the RMSEs for this set remain appreciably larger than for any of the other

intermolecular interaction data sets.

The performance of SCS-MP2D is also competitive with these density functionals

for the conformational energy data sets. No single model performs uniformly well across

all five test sets, but SCS-MP2D and revDSD-PBEP86-D3(BJ) exhibit the most consis-

tent performance. The revDSD-PBEP86-D3(BJ) functional performs noticeably better for

SCONF, MCONF, and PCONF21, about the same for Amino20x4, and appreciably worse

for ACONF. However, SCS-MP2D either performs better than or is on par with the other

three functionals. ACONF provides the most notable exception, with the other three func-

tionals performing quite a bit better than SCS-MP2D and revDSD-PBEP86-D3(BJ). The
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peptide conformations in PCONF21 are interesting for two reasons. First, due to the small

average conformational energies, the relative RMSE values for most models are more than

double those of the other sets, even if the absolute RMSE values are similar to those in

MCONF. Second, while the ωB97M-V functional generally performs very well for conforma-

tional energies, its 0.69 kcal/mol RMSE for PCONF21 is roughly double that of SCS-MP2D

(0.32 kcal/mol) and noticeably worse than the other three functionals (0.23–0.48 kcal/mol).

The behavior of the various models for the reaction energy data sets follows similar

patterns. SCS-MP2D exhibits root-mean-square errors that are typically ∼20–70% smaller

than those for DSD-BLYP-D3(BJ) and ωB97X-V for DARC, ISO34, ISOL24, and IDISP.

The only exception is that SCS-MP2D and DSD-BLYP-D3(BJ) perform about the same

on IDISP (1.29 and 1.31 kcal/mol RMSE, respectively). The comparison between SCS-

MP2D and ωB97M-V is more mixed, with SCS-MP2D performing better on ISOL24 and

IDISP, and ωB97M-V giving smaller errors for DARC and ISO34. As shown in Figure 3.2c,

SCS-MP2D does notably provide much more consistent relative errors than ωB97M-V, how-

ever (Figure 3.2). Finally, revDSD-PBEP86-D3(BJ) is the clear winner for these reaction

energies, with errors that are often only half those of SCS-MP2D.

Figure 3.2d aggregates the relative errors for all methods except MP2 on all the

data sets. It highlights how SCS-MP2D, MP2D, and all of the density functionals examined

here generally perform well. The best-performing model is revDSD-PBEP86-D3(BJ), but

SCS-MP2D is only moderately worse. The general consistency of both models across the

different data sets is particularly notable. This can also be seen from the mean and median

statistics of the relative RMSEs for all data sets in Table 3.2: revDSD-PBEP86-D3(BJ)
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exhibits the smallest mean and median errors of 4.9% and 4.1%, respectively. SCS-MP2D

performs a little worse at 5.9% (mean) and 4.4% (median), and ωB87M-V is close behind

with a median error of 4.5%, though its mean error of 8.2% is much larger due to its poor

performance on PCONF21. The statistics also highlight that MP2D is fairly competitive

with DSD-BLYP-D3(BJ) and ωB87X-V, but those three models represent a noticeable

decrease in accuracy compared to the best three.

In other words, SCS-MP2D is highly competitive with some of the best density

functionals on these benchmark sets. Based on earlier benchmarks, one anticipates that

revDSD-PBEP86-D4 and ωB87M(2) would perform even a little better than any of the

models here. On the other hand, there are some very encouraging features of SCS-MP2D

here. First, while SCS-MP2D has 7 empirical parameters and the DSD functionals have six,

ωB97X-V has 10 and ωB97M-V has 12. The fact that SCS-MP2D exhibits good performance

and transferability with a modest number of empirical parameters speaks well to the physical

foundations of the model. Second, substantial error reduction was obtained with the revDSD

functionals compared to the original DSD versions by optimizing the empirical paramaters

against a much larger data set.83 This raises the prospect that a similar strategy might lead

to further improvements for SCS-MP2D as well.

Anion-Anion interactions in the SSI data set

Despite overall good performance on the SSI data set2 (RMSE of 0.17 kcal/mol),

SCS-MP2D actually performs slightly worse than the original MP2D method (0.16 kcal/mol).

The subset breakdown in Figure 3.3 makes clear that the interactions involving anions, es-
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Figure 3.3: Root mean square error of MP2C, MP2D, SCS-MP2D, and ωB97M-V for the

different interaction categories in SSI relative to the DW-CCSD(T)-F12 reference values of

ref 2.

pecially the anion-anion subset, are the primary driver of this larger RMSE. In fact, MP2

actually performs better than SCS-MP2, MP2D, and MP2C on this anion-anion subset,

which indicates there may be a general error in the dispersion correction scheme used in

these methods for ionic species (Table 3.3). This behavior contrasts the results of the

IHB100 data set of 100 hydrogen-bonded ion pairs, where SCS-MP2D performs somewhat

better than either MP2 or MP2D (Table 3.2).

The SSI reference data uses Sherrill’s silver standard DW-CCSD(T**)-F12 ap-

proach. For comparison, we also computed the energies using conventional CCSD(T)/CBS

as computed from MP2/aug-cc-pV[TQ]Z and CCSD(T)/aug-cc-pVDZ. Changing the refer-

ence data reduces the SCS-MP2D RMSE modestly from 0.77 to 0.65 kcal/mol, but it does
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not alter the fundamental story that SCS-MP2D is performing worse than MP2D for the

anion-anion interactions.

For comparison, Table 3.3 also compares the performance of several density func-

tionals on the anion-anion subset. With an RMSE of 0.73 kcal/mol, ωB97X-V performs

comparably to SCS-MP2D. revDSD-PBEP86-D3(BJ) and DSD-BLYP-D3(BJ) perform only

moderately better at 0.62 and 0.50 kcal/mol, respectively. In contrast, ωB97M-V performs

outstandingly with an RMSE of only 0.29 kcal/mol. These anion-anion interactions repre-

sent only a small fraction of the full set, however, and the different models exhibit much

smaller variations in RMSE across the full SSI data set.

Table 3.3: Root-mean-square errors for various models in the anion-anion interaction subset

of SSI compared to those for the full SSI data set, using the benchmark DW-CCSD(T**)-

F12 reference values of ref 2.

Method Anion-Anion Subset Full SSI Set

MP2/CBS (Ref 5) 0.36 0.36

MP2C/CBS (Ref 5) 0.43 0.12

MP2D/CBS (Ref 5) 0.43 0.16

SCS-MP2D/CBS (this work) 0.77 0.17

DSD-BLYP-D3(BJ)/aug-cc-pVQZ (this work) 0.50 0.15

revDSD-PBEP86-D3(BJ)/aug-cc-pVQZ (this work) 0.62 0.12

ωB97X-V/aug-cc-pVTZ (Ref 2) 0.73 0.16

ωB97M-V/aug-cc-pVTZ (Ref 2) 0.29 0.15
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One possible source of the SCS-MP2D behavior (and the two DSD functionals, to

a lesser extent) could lie in the D3 dispersion correction. The D3 dispersion coefficients are

interpolated from neutral hydrides based on the geometry-dependent coordination number.

They do not, however, directly differentiate between neutral and ionic environments. Anions

tend to be more polarizable and likely exhibit stronger dispersion interactions that are

perhaps not handled ideally in the MP2D and SCS-MP2D models. The newer D4 dispersion

correction200 accounts for the effect of atomic charge in the coordination numbers used

to calculate the dispersion coefficients. Indeed, the performance of the DSD-family of

double-hybrid functionals improves noticeably over a variety of benchmark sets when the

D4 correction is used in place of D3.83 Perhaps a version of the MP2D-type methods based

on D4 would perform better for these anion-anion interactions. On the other hand, it is

also worth noting that MP2C, which computes the UCHF and CKS dispersion contributions

from first principles, still performs worse than canonical MP2 and ωB97M-V. In other words,

the worse performance of the dispersion-corrected MP2 models is probably not entirely due

to the D3 dispersion correction. Exchange-dispersion and induction-dispersion couplings are

also important in ionic interactions,201 and it is possible that the CKS dispersion correction

and/or spin-component scaling in the MP2D-type methods disrupt some favorable error

cancellation between the UCHF dispersion and those other terms.

3.3.3 Two Challenging Examples

The data sets examined above provide a broad perspective for the performance

of SCS-MP2D relative to other models, but it can also be instructive to look at specific,

challenging systems. Here we focus on two: the torsional scan about the key dihedral angle
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in the ROY molecule188,202,203 and the dissociation of the anthracene photodimer.5,155,204

Both have proved challenging for common GGA and hybrid density functionals, and com-

paring how several top-performing models behave on these potential energy curves provides

further insights into their capabilities.

ROY dihedral angle scan

The ROY molecule (Figure 3.4a) holds the current record for the largest num-

ber of fully characterized crystal polymorphs.3,205–209 These polymorphs exhibit vibrant

red, orange, or yellow crystals, depending on the degree of conjugation between the two

aromatic rings as governed by the dihedral angle θthio (Figure 3.4). The 12 characterized

polymorphs lie within a narrow ∼1 kcal/mol energy window, and even modest failures

to predict these conformational energies correctly inhibits accurate energy ranking of the

different crystal polymorphs.188,189,202,203,205 GGA density functionals such as B86bPBE-

XDM typically predict the thermodynamically preferred Y polymorph to be one of the least

stable crystal forms (Figure 3.5). Compared to CCSD(T) benchmarks, MP2D predicts the

conformational energies much more reliably than conventional GGA and hybrid functionals,

and it is one of the relatively few methods that has been shown to predict the polymorph

stabilities largely correctly.188,189

Figure 3.4 plots the one-dimensional conformational energy scan for θthio. The

geometries were taken from ref 188, where they were obtained by constraining the dihedral

angle at different angles 0–150◦ (in 10◦ steps) and relaxing all other degrees of freedom using

B3LYP-D3(BJ)/def2-TZVP. Single-point energies were then computed on these geometries
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Figure 3.4: Relaxed potential energy scan curves for the θthio dihedral angle of ROY, as

computed with several different density functionals and correlated wave function models.

The potential energy curves are separated into two panels for easier viewing.

with the various methods considered in Figure 3.4. CCSD(T) benchmarks188 predict a

global minimum around 120◦. A secondary, more shallow minimum occurs around 50◦, and

it is separated from the global minimum by a small barrier near 70◦. The biggest challenge

along this potential energy coordinate occurs in the ∼0–80◦ region.

Typical GGA functionals like B86bPBE-XDM dramatically over-stabilize the lower-

angle minimum (Figure 3.4a), and this leads to over-stabilization of the polymorphs with

red and orange colors (R, OP, ON, & ORP; θthio ∼ 20–60◦) relative to the yellow ones

(Y, YN, & YT04; θthio ∼ 100–120◦).188,202,203 This behavior is attributed to delocalization

error in the functionals artificially stabilizing conformations that allow greater conjugation

between the two rings.189 B86bPBE-XDM also shifts the global minimum of the scan closer

to 130◦ than the true 120◦ value, and it incorrectly predicts both the position and magni-

tude of the barrier between the two wells. The hybrid B3LYP-D3(BJ) partially corrects the

energies and positions of the two minima and the barrier, but not enough.
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Figure 3.5: Comparison of relative lattice energies for seven ROY polymorphs against ex-

perimentally measured enthalpies. The methods listed with a ∆ were used to compute the

intramolecular conformational energy correction; the intermolecular part was calculated

with periodic B86bPBE-XDM throughout.

MP2D performs considerably better than these traditional GGA and hybrid func-

tionals. It predicts the correct position of the global minimum, and overestimates the

barrier height and secondary minimum stability by < 0.25 kcal/mol. While the position of

the secondary minimum is ∼10◦ degrees too high with MP2D, it does position the barrier

maximum correctly. SCS-MP2D improves upon MP2D modestly throughout the low-angle

range, such that the minima and barrier maximum are all positioned correctly. The overall

RMSE relative to CCSD(T) is about a third smaller than that of MP2D (0.12 kcal/mol vs

0.17 kcal/mol).

Consider next the double hybrid DSD-BLYP-D3(BJ) functional (Figure 3.4b). It

performs fairly well near 120◦ and below 30◦, but it overestimates the barrier near 80◦ and

shifts the angle at which the minima occur by about 10◦ in opposite directions. This leads
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to a distorted potential energy curve. In contrast, the range-separated hybrid ωB97X-V

and hybrid meta-GGA ωB97M-V functionals under-stabilize the low-angle conformations,

such that no minimum occurs near 50◦ at all. So while the magnitude of the errors at any

individual point along the energy surface is not especially large for those three function-

als, the shapes of the potential energy curves are qualitatively incorrect, particularly for

the ωB97-based functionals. The revDSD-PBEP86-D3(BJ) functional performs the best

among the DFT models for this curve, though whether it or SCS-MP2D performs better is

debatable and depends on which regions of the curve one focuses on.

Figure 3.5 examines the impact of the conformational energy differences on the

crystal polymorph stabilities by comparing the relative lattice energies for the seven poly-

morphs with experimentally reported enthalpies.6–9 The lattice energies were computed via

the monomer-correction approach,189 which models the crystal energy as a combination of

periodic DFT for the intermolecular interactions and a higher-level of theory for the in-

tramolecular conformational energy. Here, the intermolecular part is computed with the

B86bPBE-XDM functional (results and fixed-cell optimized geometries taken from ref 188),

while the intramolecular conformational energy correction is computed with SCS-MP2D and

the other methods listed in Figure 3.5.

Figure 3.5 highlights how the GGA B86bPBE-XDM overstabilizes the red and or-

ange polymorphs (R, ON, OP, ORP) relative to the yellow ones (YN, YT04, Y). Correcting

the conformational energies with MP2D or SCS-MP2D gives results in much better agree-

ment with experiment, and only the position of the YN polymorph differs appreciably from

experiment. In contrast, correcting the conformational energies with DSD-BLYP-D3(BJ)
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or revDSD-PBEP86-D3(BJ) only partially resolves the B86bPBE-XDM problems, with the

R polymorph still predicted to be more stable than form Y. ωB97M-V performs somewhat

better, though it seemingly over-estimates the destabilization of R, OP, ON, and ORP,

which is consistent with the errors seen in the low-angle region of conformational energy

scan (Figure 3.5).

Some caution is warranted in interpreting these results, since the comparison

against experiment assumes that B86bPBE-XDM is adequate for the intermolecular com-

ponent and neglects phonon contributions.188 Performing the conformational energy correc-

tion with CCSD(T) leads to polymorph stabilities that are seemingly slightly worse than the

MP2D or SCS-MP2D ones, which is presumably an artifact of the other approximations and

differing degrees of fortuitous error cancellation. Nevertheless, Figure 3.5 highlights how the

conformational energy errors seen in Figure 3.4 can impact polymorph energy differences.

Anthracene photodimerization

Figure 3.6: Potential curves along the anthracene photodimerization curve for (a) the pho-

todimer and (b) the π-stacked non-covalent dimer.
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The anthracene photodimerization potential energy surface is another system that

taxes wave function and DFT methods alike. This photochemical reaction converts two

non-covalent π-stacked anthracene molecules to form the covalently linked “butterfly” pho-

todimer product (Figure 3.6). The difficulty of modeling the energy difference between re-

actants and products with electronic structure methods was first highlighted by Grimme.155

The largest difficulty lies in the photodimer product, which exhibits atypically long C-C

single bonds between the rings, highly distorted anthracene rings, and strong close-range

van der Waals dispersion interactions between rings. This reaction is also of practical

importance, as there has been considerable interest in anthracene-based photomechanical

materials,210–213 Problematic energy predictions for this reaction directly impact the ability

for modeling to help understand those systems204 and design anthracene derivatives with

improved photomechanical switching properties.

To study this system, a one-dimensional reaction coordinate as a function of the

separation between the two anthracenes was constructed previously.5 At each constrained

separation, all other degrees of freedom were relaxed. Two caveats regarding this energy

curve here should be noted: (1) the constraints applied to generate this curve enforce

a symmetrically stacked sandwich π dimer, while the true system would offset the an-

thracene molecules laterally at longer interdimer separations. (2) no effort was made to

model the excited-state chemistry or the multi-reference character associated with the form-

ing/breaking of two covalent C-C bonds simultaneously in the intermediate region between

∼2–3 Å. The spin-restricted wave functions used here are surely incorrect in this region;
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our focus therefore lies on the reactant and product basins. A full potential energy curve is

provided in Appendix B Section B.4 for completeness.

Figure 3.6 shows how several different methods perform in the non-covalent π

stacked region (near 3.6–3.8 Å) and the covalent photodimer region (near 1.6 Å). Though

not shown here, traditional GGA and hybrids like B86bPBE-XDM and B3LYP-D3(BJ)

perform poorly for this system, exhibiting errors of up to tens of kcal/mol and predicting the

photodimer product to be less stable than two non-interacting anthracene molecules.5,155,204

In contrast, MP2D performs quite well relative to CCSD(T).5,204 It binds both the π-stacked

dimer and the photodimer a few kcal/mol too tightly, but the systematic nature of the error

between the two energy wells leads to a photodimerization reaction energy of -2.8 kcal/mol

that agrees almost perfectly with the CCSD(T) value of -2.9 kcal/mol (Table A.2). It also

improves considerably over MP2 (not shown here).5 SCS-MP2D performs a little better

than MP2D—it slightly reduces the errors relative to CCSD(T) in the two minima, and it

actually mirrors CCSD(T) almost perfectly in the bond-breaking region near 2.5 Å, unlike

MP2D. The SCS-MP2D reaction energy of -3.3 kcal/mol is also in excellent agreement with

CCSD(T).

The density functionals examined here perform better than traditional GGAs and

hybrids for this reaction, but flaws remain. In particular, ωB97X-V and ωB97M-V both

overbind the photodimer and underbind the π dimer. This means that the errors compound

when computing the reaction energy, and the resulting ∆E is much too exothermic (-9.2 and

-12.3 kcal/mol, respectively, Table A.2). DSD-BLYP-D3(BJ) reverses the binding trends

compared to those two functionals, and it incorrectly predicts almost zero energy difference
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between the two species. revDSD-PBEP86-D3(BJ) gives the best DFT reaction energy of

-2.0 kcal/mol, though it still performs a little worse that SCS-MP2D.

Table A.2 also lists RMSE values relative to the CCSD(T) benchmarks, as com-

puted across all data points used in each of the two basins. In the non-covalent π dimer

basin (3.2–6 Å), MP2D, SCS-MP2D, and all three functionals perform very well, with errors

of 0.5 kcal/mol for SCS-MP2D and 0.7–1.2 kcal/mol for the four functionals. In contrast,

the errors in the photodimer basin (1.4–2.0 Å) are somewhat larger for ωB97X-V (6.4

kcal/mol) and ωB97M-V (4.6 kcal/mol), compared to only 1.2 kcal/mol for SCS-MP2D

and 1.8 kcal/mol for revDSD-PBEP86-D3(BJ). Overall, spin-component scaling reduces

the MP2D errors by about a factor of two across these two basins, and SCS-MP2D repro-

duces this challenging CCSD(T) potential energy curve more faithfully than any of the four

density functionals.

3.4 Conclusions

The last decade has witnessed substantial performance improvements in lower-

cost models based on DFT and MP2. This study presented a new spin-component-scaled,

dispersion-corrected MP2 model that provides accuracy that is competitive with some of the

best density functional models for intermolecular interactions, conformational energies, and

thermochemistry in organic systems. The largest SCS-MP2D performance improvements

over MP2D occur for the non-bonded complexes in NBC10, charge transfer reactions, the

ionic hydrogen bonds of IHB100, and many of the conformational and reaction energy data

sets. It also behaves well for challenging ROY and anthracene photodimerization potential
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Table 3.4: Reaction energy ∆Erxn for anthracene photodimerization, 2 C14H10 −→

(C14H10)2,a in kcal/mol. Root-mean-square errors relative to the CCSD(T) benchmarks

are also presented for the photodimer (1.4–2.0 Å) and π dimer (3.2–6.0 Å) basins from

Figure 3.6.

Root-Mean-Square Error

Method ∆Erxn
a Photodimer π Dimer

CCSD(T) -2.9

MP2 -5.7 10.0 5.1

MP2D -2.8 2.0 1.3

SCS-MP2D -3.3 1.2 0.5

DSD-BLYP-D3(BJ) 0.1 1.5 0.9

revDSD-PBEP86-D3(BJ) -2.0 1.8 0.8

ωB97X-V -12.3 6.4 1.2

ωB97M-V -9.2 4.6 0.7
a ∆Erxn = E(1.6 Å) − E(3.6 Å)

energy curves. The fact that the seven empirical parameters in SCS-MP2D could be trained

using a relatively small amount of training data while maintaining excellent transferability

to new systems suggest that SCS-MP2D is properly capturing the important physics. The

accuracy and computational cost of SCS-MP2D is highly competitive with the high-quality

range-separated and double-hybrid functionals considered here for systems with many tens

of atoms.
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Looking forward, a few potential paths for improving SCS-MP2D models are ap-

parent: First, replacing the D3 correction with D4 is likely to improve performance on

systems involving ions, since it would allow the dispersion coefficients to adapt better to

the different charge states. This might address the most notable weakness of SCS-MP2D

discovered thus far—its performance for anion-anion interactions. The switch might offer

more general performance improvements as well, based on the gains observed upon switching

from D3 to D4 in the DSD-family of double-hybrid density functionals.83

Second, the spin-component scaling performed here does not address the limi-

tations of the highly local D3 dispersion coefficient implementation. As discussed in the

original MP2D paper,5 the D3 coordination number scheme used to estimate the dispersion

coefficients does not distinguish clearly between localized and extended/aromatic sp2 envi-

ronments. One could likely adapt dispersion corrections such as XDM214 or the many-body

dispersion (MBD) model215,216 to compute higher-quality ab initio dispersion contributions

on the fly, albeit with a somewhat increased computational cost. Alternatively, it might

be possible to machine-learn the dispersion coefficients; however, care would need to be

taken to learn and predict atomic dispersion coefficients rather than molecular ones. Ob-

taining reliable atomic coefficients would also require careful thought—no single, universally

agreed-upon partitioning scheme exists for the frequency-dependent polarizabilities and/or

dispersion coefficients.

Finally, the revised versions of the DSD double-hybrid functionalss improved dra-

matically upon refitting the empirical parameters to the much larger GMTKN55 data set.

On the one hand, the excellent SCS-MP2D performance obtained after fitting to a modest
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amount of data speaks well to its physical foundations. On the other hand, it is possible

that fitting to a much larger data set might lead to even more transferable parameters.
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Chapter 4

Overcoming the difficulties of

predicting conformational

polymorph energetics in molecular

crystals via correlated

wavefunction methods

4.1 Introduction

Crystal packing influences the physical properties of organic crystals. The occur-

rence of multiple crystalline packing motifs, or polymorphs, of a pharmaceutical can impact

its solubility, bioavailability, shelf-life/stability, and tabletting properties, for example. The
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importance of polymorphism to the pharmaceutical industry is highlighted by examples

such as ritonavir22,217 and rotigotine,15 where the late-stage appearance of more stable,

less soluble crystal forms forced product recalls and reformulations. It was recently sug-

gested that the thermodynamically stable crystal form has not been realized experimentally

for ∼15–45% of pharmaceutical molecules,218 raising speculation that more such examples

may occur in the future. Moreover, solid form patents play an important role in the com-

mercial life cycle of a drug, as evidenced by the recent legal wrangling over a new polymorph

of Celgene’s blockbuster drug revlimid that was discovered by generic drug manufacturer

Natco.219

The ability to predict the molecular crystal energy landscape, which is the set

of possible low-energy crystal structures for a given compound, would be a tremendous

boon to the pharmaceutical industry and others. Crystal structure prediction has long

been challenging220 due to the complexity of the search space, the small energy differences

that separate polymorphs, and the complexities of crystallization kinetics. The accuracy

requirements for predicting the crystal energy landscape are severe: Surveys suggest that

about half of all polymorph pairs are separated by less than 2 kJ/mol in lattice energy, and

around 95% are separated by less than 8 kJ/mol.221–223

The advent of high-quality, dispersion-corrected density functional theory (DFT)

models110,224–226 has enabled tremendous progress in the energy ranking aspects of crystal

structure prediction, as evidenced by results from the recent blind tests227–230 and other

studies.231–243 Increasingly, DFT is being called on to explore pharmaceutical crystal energy

landscapes as a complement to experimental solid form screening.244–252 Computational
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prediction of a highly stable, unrealized polymorph of galunisertib played a key role in the

extensive characterization of its solid form landscape, for example.251

Despite many successes of DFT-driven crystal structure prediction, close inspec-

tion of the literature also finds polymorphic crystals for which widely-used DFT mod-

els fail dramatically. Many of these difficult cases involve conformational polymorphs, in

which different intramolecular conformations enable different intermolecular crystal pack-

ing motifs. For example, DFT methods invert the polymorph stability ordering of α and

β o-acetamidobenzamide, with errors of 5–10 kJ/mol.253 The prolific polymorph-former

5-methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile, nicknamed “ROY” after its col-

orful red-orange-yellow crystals, is another example. State-of-the-art density functionals

predict the Y polymorph to be one of the least stable forms,203,205 when it is actually the

most stable one. These backwards stability rankings reflect errors approaching 10 kJ/mol.

In another case, crystal structure prediction failed for two of six conformationally flexi-

ble species resulting from mechanochemical aromatic disulfide metathesis reactions, with

errors exceeding 6 kJ/mol due in large part to poor intramolecular DFT conformational

energies.254 Erroneous intramolecular conformational energies caused a similar failure for a

recent DFT study of Molecule X from an earlier blind test of crystal structure prediction.237

The large errors in the relative polymorph stabilities found for many of these ex-

amples greatly exceed the few kJ/mol errors or less one typically finds for DFT in successful

crystal structure prediction cases. Furthermore, these errors are catastrophically large com-

pared to the small energy differences that are characteristic of polymorphism. The phar-

maceutical industry trend toward developing larger, more flexible drug molecules255 makes
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Figure 4.1: The species whose conformational polymorphs are studied here.

problems with ranking conformational polymorphs particularly concerning, since it raises

the possibility that such ranking problems will become more prevalent as crystal structure

prediction is applied to increasingly complicated species.

The problems with popular DFT functionals are not limited to conformational

polymorphism either. Delocalization error in commonly used DFT generalized gradient

approximation (GGA) functionals can cause spurious salt formation in co-crystals256 and

the substantial overbinding of crystals containing halogen bonds.257 Many functionals er-

roneously predict the exothermic anthracene photodimerization reaction to be strongly en-

dothermic,5,155 which is problematic204 when studying a class of interesting anthracene-

based photomechanical materials.210,211

Switching to a hybrid functional can address some of the limitations of GGA-type

functionals that cause incorrect polymorph rankings and other problems,233,241,256–259 but

it does not rectify the incorrect ROY polymorph rankings,205 for example. Approaches

based on periodic second-order Møller-Plesset perturbation theory (MP2),260–274 the ran-

dom phase approximation (RPA),274–277 and quantum Monte Carlo278–281 are also being

developed that can improve the reliability of polymorph stability rankings. Computational
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cost is the fundamental challenge that inhibits applying these more accurate electronic struc-

ture methods to molecular crystals. As evident from the studies cited above, higher-level

electronic structure methods have generally been applied only to small-molecule crystals at

present.

Fragment-based methods provide one means of lowering the computational cost of

correlated electronic structure methods by decomposing the molecular crystal into monomers,

dimers, and many-body contributions.224,282–286 These methods typically compute only the

key monomer and dimer contributions at the most accurate level of theory, while the many-

body contributions are approximated in some fashion. Employing coupled cluster singles,

doubles, and perturbative triples (CCSD(T)) in the context of a fragment method can

give very reliable results, as demonstrated by quantitative prediction of the benzene lattice

energy287 or the prediction of the methanol polymorph phase diagram with ∼0.5 kJ/mol

accuracy.288

Unfortunately, even with fragment methods, CCSD(T) calculations are cost pro-

hibitive for crystals involving pharmaceutical-sized species. MP2 is more feasible computa-

tionally, but it suffers from well-known problems in the description of van der Waals inter-

actions112 that cause it to substantially overestimate the interaction energy in π-stacking

complexes289 and to over-bind the benzene crystal by ∼10–20%,224 for example. This

difficulty is overcome here by using the recently developed MP2D model, which employs a

Grimme D3-like123 dispersion correction that removes the problematic dispersion treatment

inherent to MP2 and replaces it with a more reliable treatment. MP2D performs well across

extensive benchmark calculations of dimer interactions, molecular conformations, and re-

110



action energies,5 and it correctly describes the energetics of the aforementioned anthracene

photodimer.204

The present study examines three challenging cases of conformational polymor-

phism in detail: ortho-acetamidobenzamide,253 ROY,3,203 and oxalyl dihydrazide (Fig-

ure 5.1).253,290 It demonstrates how problems in the intramolecular conformational ener-

gies and, to a lesser extent, the intermolecular interactions with well-regarded dispersion-

corrected DFT functionals lead to incorrect polymorph stabilities. However, modeling these

systems with fragment-based correlated wavefunction methods overcomes these difficulties,

restoring the crucial balance between intra- and intermolecular interactions291–293 that is

required to predict the correct stabilities in conformational polymorphs. The results here

highlight how despite considerable progress with DFT, polymorph stability ranking remains

challenging, and models that can achieve higher accuracy than that of commonly used DFT

approximations are needed before polymorph ranking can be considered a “solved” problem.

4.2 Theory and Methods

When ranking or predicting polymorph stabilities, it is important to recognize

that those stabilities depend on temperature. Sometimes the free energy variations are

large enough to produce an enantiotropic relationship where the thermodynamically pre-

ferred polymorph changes depending on the temperature. However, even in monotropic

cases where one polymorph is always preferred thermodynamically, the magnitude of the

enthalpy and free energy differences between two polymorphs will depend on temperature.

The temperature dependence of the relative stabilities arises from both phonon contri-
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butions to the vibrational partition function and from phonon-driven thermal expansion.

The molar volume of typical organic crystals expands several percent upon heating from

0 K to room temperature.294 This expansion alters the lattice energy and introduces an-

harmonicity into the phonons. Accounting for it is important for quantitatively comparing

thermochemistry,53,288,295,296 mechanical properties,295 and spectroscopic observables294,297

between theory and experiment.

It is therefore important to consider the thermodynamic conditions under which

experimental measurements were made when making theoretical predictions. Ideally, one

would capture temperature effects via molecular dynamics (including nuclear quantum ef-

fects, since zero-point contributions can be significant296,298). However, molecular dynam-

ics simulations based on high-level electronic structure methods are very computationally

expensive.298 The quasi-harmonic approximation is often used to approximate the volume-

dependent contributions to the phonons and lattice energies.53,226,236,241,288,294–296,299–302

Nevertheless, quasi-harmonic calculations remain considerably more expensive than purely

harmonic calculations that neglect thermal expansion.

Here, a simple approximation is employed to estimate the temperature dependence

of the thermochemical stabilities and facilitate comparison with experiment. Two types of

crystal structure optimizations are performed. Fully relaxed crystal structures that optimize

both the atomic positions and the unit cell vectors approximate the structure at 0 K (albeit

without zero-point vibrational expansion296). Room-temperature structures are mimicked

via fixed-cell optimizations that relax the atomic positions subject to the constraint of

the room-temperature experimental lattice parameters. Harmonic phonons are computed
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separately on each set of structures, thereby approximately capturing the anharmonicity

that results from the change in unit cell dimensions.

Similar fixed-cell optimizations have been used by many other authors previously

to examine room-temperature crystal properties, including in earlier studies on the same

polymorphic systems studied here.203,253 Constraining the lattice parameters effectively

captures the thermal expansion effects and its associated phonon anharmonicity, while re-

laxing the atomic positions addresses any issues in the experimental molecular geometries

(hydrogen atom placement, for example) and ensures the structure is at a minimum for har-

monic vibrational frequency calculations. Additional support for this approach comes from

the fact that nuclear magnetic resonance chemical shift predictions performed on structures

relaxed with fixed lattice parameters reproduce experimental chemical shifts better than

those obtained from fully relaxed structures294 or even neutron diffraction structures.303

Note that the approximations used here neglect thermal/large-amplitude dynami-

cal motions that can occur in molecular crystals. Fortunately, the structures of the systems

considered here do not exhibit significant disorder and are likely amenable to static mod-

eling treatments. The differences between quasi-harmonic and molecular dynamics models

are frequently (but not always) small.304–306 In the end, combining information from the

fully-relaxed 0 K structures and fixed-cell room-temperature structures provides informa-

tion regarding the topology of crystal energy landscapes that facilitates comparison with

experiment.

Experimental crystal structures were obtained from the Cambridge Structure Data-

base for o-acetamidobenzamide307 (reference codes ACBNZA and ACBZNA01), ROY6,7,206
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(refernce codes QAXMEH–QAXMEH05, QAXMEH12, and QAXMEH52), and oxalyl dihy-

drazide290 (reference codes VIPKIO01–VIPKIO05). Crystal structures were optimized us-

ing periodic DFT with the B86bPBE density functional308,309 and exchange-hole dipole mo-

ment (XDM) dispersion correction.310 This particular combination performs well in many

molecular crystal applications.235–237,310

Single-point refinement of the electronic energies was carried out using corre-

lated wavefunction methods via the fragment-based hybrid many-body interaction (HMBI)

model.284,311–313 HMBI partitions the total energy of the crystal into intramolecular con-

tributions (1-body interactions), pairwise intermolecular interactions (2-body interactions),

and the remaining many-body intermolecular lattice contributions. The important 1-body

and short-range (SR) 2-body terms are modeled with high-level electronic structure meth-

ods (e.g. CCSD(T) or MP2-based methods here), while the longer-range (LR) 2-body and

many-body contributions are modeled with periodic Hartree-Fock (HF) theory (which makes

it comparable to Stoll’s method of increments282).

UHMBI
el = EHigh1−body + EHighSR 2−body

+EHFLR 2−body + EHFmany−body (4.1)

As noted above, MP2 suffers from problematic description of van der Waals in-

teractions. The related and highly successful122,314 MP2C model addresses this problem

by adding a non-empirical intermolecular dispersion correction to MP2.115,121 However, the

MP2C correction is derived from intermolecular perturbation theory and does not address

problems with intramolecular dispersion. MP2D5 expresses the dispersion correction in

terms of atom-centered C6 and C8 dispersion coefficients124 computed using the scheme be-
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hind Grimme’s D3 dispersion correction.123 The five global empirical parameters in MP2D

were determined previously5 on small-molecule systems that do not include the species

studied here.

In the cases of oxalyl dihydrazide and o-acetamidobenzamide, enthalpies and free

energies are computed for comparison with experiment. This requires evaluating har-

monic phonon contributions to the enthalpy and Helmholtz vibrational free energy Fvib

via the standard statistical mechanical expressions.296 The phonons and their thermody-

namic contributions are calculated at the B86bPBE-XDM level, using either the 0 K or

room-temperature crystal structures, and these are used to augment the electronic energy

computed with either DFT or HMBI. For example, the Gibbs free energy at the MP2D

level is estimated as,

G(T, P ) = UHMBI
el + FDFTvib + PV (4.2)

For a crystal at ambient conditions, the PV term contributes negligibly and can be ignored.

This combination of DFT geometries and phonons with higher-level single-point electronic

energies has been validated previously.314

The DFT calculations were performed using Quantum Espresso v6.3315 using a 50

Ry planewave cutoff and well-converged Monkhorst-Pack k-point sampling grids (Appendix

C Section C1.1†). Core electrons were treated according to the projector augmented wave

(PAW) approach using PAW potentials for H, C, N, O, and S produced with A. Dal Corso’s

Atomic code v6.1.316 Gas-phase monomer and dimer DFT calculations used in the energy

decompositions were performed in large unit cells with a minimum of 15 Å spacing between

the central monomer/dimer atoms and all periodic image atoms. Using an even larger 18 Å
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spacing altered the gas-phase energies by ∼0.15 kJ/mol or less, indicating that this vacuum

spacing is appropriately large to mimic the gas phase.

Harmonic DFT phonon frequencies for oxalyl dihydrazide and o-acetamidobenzamide

were computed at the Γ-point using Phonopy v1.12.6-r66317 with the same B86bPBE-XDM

functional and basis set used for the energies and geometry optimizations. To ensure equal

numbers of molecules (Z = 4) in the cell for each of the five oxalyl dihydrazide polymorphs,

supercells were constructed for the α, β, δ, and ε forms by doubling the cell along the short-

est crystallographic axis. Using larger supercells and/or capturing phonon dispersion away

from the Γ point would certainly improve the quality of the predicted thermochemistry.302

Still, earlier quasi-harmonic sublimation enthalpy calculations for several small-molecule

crystals agreed with experiment to within a couple kJ/mol despite neglecting phonon dis-

persion.314 Percentage errors in the entropic contributions were considerably larger for the

same species, however. Phonons were not computed for the larger ROY system for reasons

of computational expense.

For the HMBI fragment calculations employing correlated wave function methods,

large basis sets must be used to ensure convergence of the polymorph energetics, as demon-

strated in Appendix C Section C1.2† and many previous studies.224,287,288,295,296,314,318,319

Here, MP2 and MP2D monomer and dimer energies at the complete-basis-set (CBS) limit

were obtained using a development version of PSI4.137 The correlation energy was ex-

trapolated70 to the complete-basis-set (CBS) limit using data from the aug-cc-pVTZ and

aug-cc-pVQZ basis sets140 and combined with HF/aug-cc-pVQZ. The MP2C dispersion

corrections were obtained with Molpro 2012.1130 in the aug-cc-pVTZ basis set. The MP2C
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dispersion correction typically converges faster with basis set than the raw correlation en-

ergy.121 CCSD(T) results at the CBS limit were obtained by correcting MP2/CBS energies

with the difference between CCSD(T) and MP2 in the aug-cc-pVDZ (ROY, oxalyl dihy-

drazide) or cc-pVTZ (acetamidobenzamide intramolecular contributions) basis sets. The

periodic HF many-body contributions were evaluated using Crystal 17320 and the pob-

TZVP-rev2 basis set.321 This basis set was chosen based on cluster benchmarks described

in Appendix C Section C1.3.† Note that due to computational expense, large-basis set cal-

culations were performed only on the room-temperature structures of ROY, since those are

more directly comparable with experiment. Smaller-basis results on the fully relaxed struc-

tures are provided in Appendix C Section C3.3.† As expected, large basis sets are required

to converge the relative polymorph stabilities.

As part of the analysis of the ROY system, a one-dimensional, gas-phase confor-

mational energy scan over the key S-C-N-C dihedral angle was performed. At each of 16

fixed dihedral angle values ranging 0–150◦ in 10◦ intervals, all other degrees of freedom were

fully relaxed at the B3LYP-D3(BJ)/def2-TZVP level of theory. Single-point energies were

then computed on these geometries using B86bPBE-XDM, MP2, MP2D, and CCSD(T).
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Figure 4.2: Local hydrogen bonding environments for crystalline o-acetamidobenzamide. (a)

In the α polymorph, the molecule is nearly planar and adopts an intramolecular hydrogen

bond, while (b) in the β polymorph the amide and acetamide side chains rotate out of the

plane to achieve better intermolecular hydrogen bonds.
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Table 4.1: Stability of the β o-acetamidobenzamide polymorph relative to the α one, in

kJ/mol. Positive values indicate α is more stable than β. See Appendix C Table C.4 for

additional details of the lattice energy and phonon contributions. Wavefunction method

results are extrapolated to the CBS limit.

Method ∆Eintra ∆Einter ∆Elatt ∆H ∆H ∆Ha ∆G

(0 K) (0 K) (0 K) (0 K) (298 K) (423 K) (298 K)

B86bPBE-XDM 58.0 -52.2 5.8 4.6 5.5 5.9 4.3

MP2+pHF 50.1 -46.8 3.2 1.9 -1.6 -3.1 -2.8

MP2C+pHF 50.1 -52.2 -2.1 -3.4 -4.9 -5.5 -6.1

MP2D+pHF 52.6 -51.2 1.4 0.2 -1.4 -2.0 -2.6

CCSD(T) 52.3

Experiment -1.9b, -2.9c

a Linearly extrapolated to 423 K from ∆H(0 K) and ∆H(298 K) values.

4.3 Results and Discussion

4.3.1 o-Acetamidobenzamide

o-Acetamidobenzamide has two conformational polymorphs: The α form adopts

the more stable intramolecular conformation containing an intramolecular hydrogen bond

between the acetamide hydrogen and the amide oxygen (Figure 4.2).307 The β polymorph

sacrifices the intramolecular hydrogen bond to adopt a conformation that allows better

intermolecular hydrogen bonding. Experimentally, the α form converts exothermically and

irreversibly to β upon heating to 150◦C (423 K), with ∆Hα→β values of -1.9 kJ/mol253
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or -2.9 kJ/mol307. In other words, the β form is clearly preferred over the α one at high

temperatures, though the stability ordering at lower temperatures is unclear.

Earlier calculations using force fields and several different GGA and hybrid DFT

functionals all predict the α form lattice energy to be ∼5–10 kJ/mol more stable than β.253

New B86bPBE-XDM DFT lattice energy calculations performed here similarly favor the

α form by 5.8 kJ/mol (Table D.4). The B86bPBE-XDM harmonic zero-point vibrational

energy contribution for the fully-relaxed 0 K structures stabilizes the β form by 1.2 kJ/mol

relative to α, which is reasonably similar to the 2 kJ/mol value estimated previously.253

In other words, the difference in zero-point energy contributions between polymorphs are

much too small to alter the B86bPBE-XDM polymorph stability ordering. Moreover, the

DFT enthalpic preference for the α form increases from 4.6 kJ/mol at 0 K to 5.5 kJ/mol

at room temperature (Figure 4.3). As shown in Appendix C Table C.4,† this temperature-

dependence between the 0 K and room-temperature structures arises from a 0.6 kJ/mol

relative destabilization of the α form caused by the lattice energy changes that is canceled

by a larger 1.6 kJ/mol stabilization due to the vibrational enthalpy contribution.

To compare more directly against experiment, the transition enthalpy at the phase

transition temperature is estimated here via linear extrapolation of the 0 K and room-

temperature results. The resulting endothermic ∆Hα→β(423 K) value of 5.9 kJ/mol con-

tradicts the exothermic phase transition observed experimentally. The B86bPBE-XDM

Gibbs free energies exhibit a clear preference for the α polymorph of 4.6 kJ/mol at 0 K

that decreases only slightly to 4.3 kJ/mol at room temperature (Table D.4). Linear extrap-

olation of ∆Gα→β to 423 K gives 4.2 kJ/mol. This strong DFT free energy preference for
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Figure 4.3: Predicted enthalpy difference between the α and β polymorphs of o-acetamido-

benzamide at 0 K, room temperature, and linearly extrapolated to 423 K. Experimental

values were taken from from .

the α form is inconsistent with the irreversible α→ β phase transition seen experimentally.

Earlier attempts to rationalize the DFT lattice energy preference for the α polymorph sug-

gested that the two polymorphs might be enantiotropically related.253 However, the DFT

harmonic free energy calculations here predict the α polymorph to be considerably more

stable throughout the temperature range (i.e. monotropically related, see Figure 4.4a).

Taken together, both the B86bPBE-XDM enthalpies and free energies computed here and

those reported previously253 are inconsistent with experiment.
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Figure 4.4: Schematic relative enthalpy H and free energy G curves for the α and β poly-

morphs of o-acetamidobenzamide computed using (a) B86bPBE-XDM or (b) fragment-

based MP2D/CBS + pHF. The MP2D model reverses the stability ordering, giving results

that are consistent with experiment.

In contrast, fragment-based MP2D predicts polymorph stabilities that agree very

well with experiment (Table D.4). Calculations on the fully-relaxed 0 K structures suggest

that the α polymorph is still more stable in lattice energy, but by a much smaller 1.4

kJ/mol. Including the B86bPBE-XDM zero-point vibrational contribution preferentially

stabilizes the β form, such that the two forms become nearly degenerate (α is 0.2 kJ/mol

more stable than β). Heating further stabilizes the β form, with ∆Hα→β = -1.4 kJ/mol

at 298 K. This temperature dependence is largely driven by a 3.1 kJ/mol stabilization

of the β form arising from the lattice energies, which is partially canceled by the DFT

phonon contribution (Appendix C Table C.4†). The exothermic phase transition at higher

temperatures predicted by MP2D is consistent with experiment. Linearly extrapolating
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∆Hα→β to 423 K gives -2.0 kJ/mol, in excellent agreement with both experimental values

of -1.9 and -2.9 kJ/mol (Figure 4.3).

Furthermore, MP2D Gibbs free energies indicate that the β form is thermody-

namically preferred at elevated temperatures (Figure 4.4b), which is consistent with the

irreversible α→ β transition seen experimentally at 423 K. Nominally, the MP2D calcula-

tions predict an enantiotropic relationship between the two forms, though the 0.2 kJ/mol

free energy difference between the two forms at 0 K is likely smaller than the inherent uncer-

tainties in the models. The MP2D free energies suggest that the experimentally observed

α → β phase transition at 423 K corresponds to a kinetically activated transformation

from the metastable α form to the stable β one, rather than a true thermodynamic phase

boundary.

To understand why MP2D performs well in this system while B86bPBE-XDM

does not, Table D.4 decomposes the lattice energy differences between the two polymorphs

into their intra- and intermolecular contributions. MP2D and B86bPBE-XDM actually

predict similar intermolecular energies that differ by only 0.3 kJ/mol for the fully relaxed

0 K structure, and by 1.3 kJ/mol for the room-temperature structures. Rather, the erro-

neous DFT predictions arise almost entirely from the intramolecular conformational ener-

gies: B86bPBE-XDM over-stablizes the intramolecular hydrogen bond conformation by ∼6

kJ/mol (11% error) compared to gas-phase CCSD(T) benchmarks. Delocalization error is

known to cause GGA and hybrid functionals to overstabilize aromatic systems.237,322,323

The intramolecular conformation in the β polymorph disrupts not only the intramolecular

hydrogen bond, but also π conjugation between the aromatic ring and the amide/acetamide
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side chains. In contrast to B86bPBE-XDM, MP2D reproduces the CCSD(T) conformational

energy difference to within a few tenths of a kJ/mol (<1% error).

Finally, the o-acetamidobenzamide polymorphs demonstrate the importance of

correcting both the intra- and intermolecular description of dispersion in MP2, as is done in

MP2D. MP2 underestimates the intermolecular preference for the β phase by 4–5 kJ/mol,

and it underestimates the penalty for disrupting the intramolecular hydrogen bond found in

the α form by 2 kJ/mol (Table D.4). These errors cancel somewhat, but the resulting ∆H

and ∆G values appear to change too rapidly with temperature (due to how the lattice en-

ergy varies with the temperature-dependent changes in crystal structure). MP2C corrects

the description of the intermolecular interactions, but it does not alter the intramolecu-

lar description. This disrupts the fortuitous error cancellation found in MP2, and MP2C

overestimates the stability of the β form substantially.

4.3.2 ROY

ROY is among the most prolific conformational polymorph formers known. Seven

polymorphs have been well-characterized for years.3,6,7 Since 2018, the structures of two

more polymorphs, R05205 and PO13,206 have been solved, and a structure for the RPL

polymorph was proposed.203 However, as multiple recent studies have noted, predicting the

energetics of these polymorphs has proved challenging.202,203,205 Many well-regarded van

der Waals-inclusive GGA and hybrid density functionals predict highly incorrect polymorph

orderings, including PBE-D3, PBE-NP, optPBE-vdW, PBE+MBD, and PBE0+MBD (Fig-

ure 4.5).203,205 Most strikingly, the DFT calculations frequently suggest that the Y poly-
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Figure 4.5: Comparison between predicted lattice energies and experimentally measured

enthalpies3 for 8 polymorphs of ROY, all relative to form Y. The PBE-D3, optPBE-vdW,

PBE+MBD, and PBE0+MBD results were taken from They omit PO13 and use fully

relaxed 0 K unit cells. The other results employ fixed-cell room-temperature structures.

morph is one of the least stable forms, when it is actually the most stable polymorph

experimentally. Inclusion of zero-point energies or thermal contributions does not correct

the rankings, either.203

Experimentally, the relative free energies of the ROY polymorphs were measured

in the ∼40–120◦C range by eutectic melting experiments.6–9 Relative enthalpies were then

obtained from the slopes of ∆G/T vs. 1/T plots, where T is temperature. Because the fitted

enthalpies lack explicit temperature dependence, they are most valid in the elevated tem-

perature regime under which they were measured. To facilitate comparison against the ex-

perimental data, fixed-cell room-temperature crystal structures are used for the polymorph

stability calculations here, since they will mimic the structures under the experimental

conditions better than fully relaxed 0 K ones.
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B86bPBE-XDM calculations on the room-temperature structures predict stabili-

ties that are similar to earlier DFT studies (Figure 4.5), with the Y form being the second

least-stable polymorph in terms of lattice energy (below only the YN form). Differences

in the polymorph stabilities between the fixed-cell room-temperature and fully-optimized

0 K structures are modest. Refining the lattice energies of the room-temperature structures

with single-point energy calculations at the fragment-based MP2D level completely trans-

forms the crystal energy landscape. MP2D correctly predicts the Y form to be the most

stable in terms of lattice energy. Furthermore, with the exception of the ON polymorph,

the MP2D stability ordering qualitatively matches the experimental enthalpy data per-

fectly. The predicted lattice energy differences are somewhat larger than the experimental

enthalpies. That discrepancy may in part be due to the omission of phonon contributions in

the predictions here. The reason for the incorrect ordering of the ON polymorph is unclear.

While an earlier study using a different density functional had difficulty reproducing the

experimental ON crystal structure, the structure obtained here with B86bPBE-XDM agrees

well with experiment (Appendix C Section C1.1†).

The MP2D calculations also predict the recently discovered PO13 polymorph to

be among the less stable polymorphs, below only ON and ORP. Though experimental

thermochemical data is not available for the PO13 form, this prediction is consistent with

experimental data that indicates PO13 is less stable than the Y polymorph and that its

heat of fusion is in the mid-range compared to the other forms. Predictions for the R05

form are omitted here because, unlike the other polymorphs, its cell has a net dipole which

creates difficulties for the fragment-based approach (Appendix C Section C3.4†).
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Figure 4.6: Comparison of the intramolecular conformational energy scan for the key in-

tramolecular dihedral angle in ROY at several levels of theory. Vertical dotted lines indicate

the experimental dihedral angles for each polymorph. Energies are relative to the 120◦ con-

formation, which corresponds to the CCSD(T) minimum.
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Figure 4.7: Energy decomposition of the room-temperature structure ROY polymorph lat-

tice energies into (a) intramolecular, (b) intermolecular, and (c) total energy contributions.

The energies are plotted relative to the most stable Y polymorph in each case.
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Like for o-acetamidobenzamide, the differences between MP2D and B86bPBE-

XDM for the ROY polymorph energies stem from the problematic B86bPBE-XDM in-

tramolecular treatment of the conformational energies. Figure 4.6 plots the one-dimensional

conformational energy scan along a key dihedral angle associated with the different confor-

mations found in the ROY polymorphs. For convenience, vertical lines in the figure highlight

the corresponding values of this dihedral angle found in the different polymorphs (though

the other degrees of freedom along this scan may differ from those found in the actual

crystals). Similar conformational energy scans can be found in earlier studies,202,203 albeit

without the CCSD(T) benchmarks provided here. Compared to CCSD(T), B86bPBE-

XDM dramatically overstabilizies the conformations found in the red (R) and orange (O)

polymorphs relative to those occuring in the yellow (Y) forms. This explains why the ear-

lier DFT calculations predict the yellow forms to be so much less stable than the others.

In contrast, MP2D mimics the CCSD(T) conformational energy profile much more faith-

fully. MP2D does underestimate the stability of the conformations with the dihedral angles

adopted by the red and orange forms by up to ∼1 kJ/mol relative to CCSD(T). Neverthe-

less, MP2D represents a substantial improvement over B86bPBE-XDM. The intramolecular

MP2D dispersion correction improves the MP2 conformational energies modestly, by up to

∼1 kJ/mol (Figure 4.6). At the same time, the MP2D dispersion correction does not al-

ter the qualitative MP2 polymorph stability ordering in this system (Appendix C Section

C3.2†).

For further insight, Figure 4.7 decomposes the relative polymorph energies into

their intra- and intermolecular contributions. As expected from the one-dimensional con-
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formational energy scan, B86bPBE-XDM overstabilizes the intramolecular conformations

of the orange and red polymorphs, while MP2 and MP2D give conformational energies

which are quite faithful to CCSD(T). The intermolecular trends plotted in Figure 4.7b

are qualitatively similar between the three models. Indeed, the intermolecular energies are

roughly parallel between methods for most of the polymorphs. The most notable difference

is that B86bPBE-XDM appears to stabilize the intermolecular interactions of the other

forms relative to Y more so than do MP2 and MP2D, which shifts all points other than Y

in the B86bPBE-XDM curve down relative to the MP2-based ones in Figure 4.7b. Unfor-

tunately, coupled cluster benchmarks that could assess the quality of the two models for

the intermolecular interactions are computationally infeasible.

Combining the intra- and intermolecular contributions (Figure 4.7c), one sees once

again that the MP2 and MP2D curves are in much better agreement with experiment than

the B86bPBE-XDM. The MP2D energy of the ON polymorph is the most notable outlier

relative to experiment. The fact that MP2D predicts the intramolecular conformational

energy of the ON polymorph to within 0.2 kJ/mol of CCSD(T) suggests that any problem

in the predicted energy ranking arises from the intermolecular contributions.
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Figure 4.8: Crystalline oxalyl dihydrazide exhibits (a) purely intermolecular hydrogen bond-

ing in the α polymorph and (b) a mixture of intra- and intermolecular hydrogen bonding

in the other four polymorphs (ε form shown here).

4.3.3 Oxalyl Dihydrazide

The five polymorphs of oxalyl dihydrazide differ in whether the crystal packing

contains purely intermolecular hydrogen bonding (α form) or exhibits a mixture of both

intra- and intermolecular hydrogen bonds (β, γ, δ, and ε forms).290 Five additional high-

pressure polymorphs have been reported,324 but their structures are unknown and they

are not considered here. Experimentally, the α, ε, and δ forms are the most stable poly-
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Figure 4.9: Relative stabilities of the oxalyl dihydrazide polymorphs at several levels of

theory using both the fully relaxed 0 K structures and the fixed-cell room-temperature

structures. For the MP2 methods, the relative stabilities of the β and γ forms differ de-

pending on which structure optimization is used.

morphs, though the ranking among those three is uncertain. The α form should arguably

be the most stable polymorph based on its high density,290 but exceptions to density-based

stability arguments can occur in hydrogen bonded crystals. All three forms convert en-

dothermically to γ near 200–210◦C. This suggests that the γ form has a lower free energy

at these temperatures, but that the α, ε, and δ forms forms have lower enthalpies.290 This

indicates an enantiotropic relationship between γ and the other three forms according to

the heat-of-transition rule.325 Finally, the β form has proved difficult to produce and char-

acterize, and it converts readily to the α form.290,324 Therefore, it is assumed to be the least

stable form. Overall, the inferred lattice energy ranking is (from most to least stable): α,

δ, ε < γ < β.

These polymorphs have been studied theoretically by several groups,224,253,264,318

and the results have been summarized by a couple authors.222,224 Initial DFT calcula-
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tions involving empirical dispersion corrections predicted lattice energies consistent with

the aforementioned stability ordering, but the lattice energies spanned a surprisingly large

range of ∼15 kJ/mol.253 Subsequent DFT calculations employing more modern disper-

sion corrections narrowed the polymorph energy range modestly to ∼10–12 kJ/mol. Prior

HMBI fragment-based MP2 and MP2C calculations also achieved the same stability order-

ing, albeit with much smaller ∼3–4 kJ/mol energy window.318 That study found that the

competition between intra- and intermolecular basis set superposition error plays a sub-

stantial role in the energetics and that large basis sets are needed when atom-centered basis

functions are used. Fully periodic local MP2 calculations performed two years later found

a ∼10 kJ/mol energy range for the polymorphs,264 which are consistent with the DFT cal-

culations, though the double-zeta basis set is probably too small to draw firm conclusions.

Figure 4.9 presents new B86bPBE-XDM DFT results and HMBI-based MP2,

MP2D, and MP2C single-point energy refinements of those DFT structures. For the fully

relaxed 0 K structures, all four methods exhibit energy gaps in the ∼10–12 kJ/mol energy

range, consistent with the earlier DFT and periodic local MP2 calculations. The HMBI re-

sults here should be more reliable than the previously published ones,318 since the geometries

were optimized with a more robust B86bPBE-XDM dispersion-corrected DFT functional

and because the many-body terms are evaluated with periodic HF instead of a polarizable

force field. The strong, favorable polarization that is found only in the α polymorph makes

the energy gap between the α and other four forms sensitive to the many-body description.

The small energy range for the polymorphs predicted in appears to be an erroneous artifact

of the polarizable force field contributions used there.

133



Like earlier calculations, the relative B86bPBE-XDM lattice energies for the fully

relaxed 0 K structures are consistent with the inferred experimental lattice energy stability

ordering: α < δ < ε < γ < β. Using the same structures, the MP2-based methods agree that

α < δ < ε < γ, though the ε form is somewhat less stable than it is with DFT. However,

MP2-based methods predict that the β form is more stable than the γ one, contrary to

what has been inferred experimentally. Fragment CCSD(T) calculations similarly predict

the β form to be more stable. They also predict the δ form to be marginally (0.1 kJ/mol)

more stable than ε. As noted earlier, the experimental stability ranking among α, δ, and ε

is unclear.

Because the limited experimental knowledge of the β form is based on its instability

at ambient conditions, the calculations were repeated using the fixed-cell room-temperature

crystal structures. Using these structures destabilizes the lattice energy of the β polymorph

relative to the α one by 4 kJ/mol with B86bPBE-XDM, and by 2–2.5 kJ/mol for the MP2-

based methods (Figure 4.9). Moreover, the MP2 models stabilize the room-temperature γ,

δ, and ε structures by 1–2 kJ/mol relative to the α one. The end result is that all methods

predict the α < δ < ε < γ < β stability ordering when room-temperature structures are

used.

The predicted temperature dependence translates directly to the enthalpies and

free energies shown in Figure 4.10. Augmenting the electronic energies with phonon con-

tributions stabilizes the β, γ, δ, and ε polymorphs relative to α, but it does not alter the

predicted stability orderings for the DFT or MP2 models (Appendix C Table C.7 and Figure

S7).†
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The difference between the lattice energies and free energies is interesting. First,

the free energies span a much narrower range than the lattice energies—e.g. 6 kJ/mol

versus 15 kJ/mol for MP2D at 298 K—indicating the importance of entropic contributions

in this system. Second, the free energy of the γ form stabilizes more rapidly with increasing

temperature than do those of the α, δ, and ε forms. That is consistent with the experimental

evidence for the γ form being enantiotropically related to the other three polymorphs.
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Figure 4.10: Relative enthalpy H and free energy G curves for the five polymorphs of

oxalyl dihydrazide computed using (a) B86bPBE-XDM or (b) fragment-based MP2/CBS

+ pHF. The most notable difference between the two curves is that the β and γ forms are

monotropically related in the DFT calculations, but enantiotropically related with MP2D

(the G curves intersect near 175 K). The data points indicate computed results, while the

curves connecting them are schematic.

Overall, the DFT and MP2-based results here are all consistent with available

experimental observations. More experimental data would be needed to discriminate be-

tween the distinct DFT and MP2-based predictions for the β and γ polymorph stabilities.

135



However, two points can be made based on currently available information. First, the ex-

perimental crystal structure of β has greater uncertainty than the other forms.290 That

could affect the β fixed-cell room-temperature structure moreso than the fully relaxed one.

Notably, the β form contracts ∼8% upon full geometry optimization, compared to only

∼4% for the other four polymorphs. This bigger structural change between 0 K and room-

temperature manifests in the correspondingly large lattice energy change seen for the β

form. Of course, this larger structural change in the β form might also also simply reflect

differences in the crystal packing that increase its thermal expansivity.

Second, energy decomposition and CCSD(T) benchmarks on the fully-relaxed

structures in Figure 4.11 suggest that the MP2D energetics are more accurate than those

from B86bPBE-XDM. MP2D and CCSD(T) both predict the intramolecular conformations

found in the β and γ polymorphs to be considerably more stable than those adopted in

the δ and ε polymorphs. In contrast, B86bPBE-XDM predicts erroneously small energy

differences between the conformations. For the total pairwise intermolecular interactions,

B86bPBE-XDM and MP2D predict fairly similar energetics, with the DFT results actually

agreeing better with CCSD(T). This is due to fortuitous error cancellation: examining all

the individual dimer interactions, MP2D exhibits a root-mean-square (rms) error of 0.4

kJ/mol versus CCSD(T), compared to 0.8 kJ/mol for B86bPBE-XDM. Similarly, looking

at total two-body contributions instead of relative lattice energies, the B86bPBE-XDM 2-

body contributions are systematically under-bound by rms error 7.3 kJ/mol compared to

CCSD(T). In contrast, MP2D overbinds by a much smaller rms 1.6 kJ/mol. In other words,
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the B86bPBE-XDM 2-body terms have much larger errors, but they exhibit better system-

atic error cancellation here to produce the agreement seen in Figure 4.11b.

The other major difference between models occurs for the many-body contribu-

tions. The many-body contributions in all three systems explored in this paper generally

amount to only ∼5% of the total lattice energy (and always less than 10%), which is typical

for organic molecular crystals.313 However, because the many-body contributions in a sys-

tem like oxalyl dihydrazide vary considerably between polymorphs, they play an out-sized

role in determining the relative lattice energies. As shown in Figure 4.11c, the relative

many-body contributions in oxalyl dihydrazide have the same magnitude as the overall lat-

tice energy differences. Compared to B86bPBE-XDM, periodic HF predicts a considerably

stronger polarization effect for the α form that effectively shifts the relative energies of the

other polymorphs up. Furthermore, HF predicts the β and γ forms to have more repulsive

many-body contributions than does B86bPBE-XDM. While experimental or higher-level

theoretical benchmarks are not available to determine which many-body treatment is more

accurate, it is clear that B86bPBE-XDM obtains the correct experimental stability order-

ing only by error cancellation between the intramolecular and many-body intermolecular

contributions. For example, if one corrected the erroneous intramolecular B86bPBE-XDM

conformational energies with CCSD(T) ones, the result would incorrectly predict that the

δ form is the least stable polymorph by 2 kJ/mol. Obtaining the proper stability ordering

would also require replacing the B86bPBE-XDM many-body energies with values similar

to those obtained from periodic HF. This suggests that the HF many-body contributions

are likely closer to the true values.
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Figure 4.11: Energy decomposition for the oxalyl dihydrazide polymorph stabilities into (a)

intramolecular (1-body), (b) pairwise intermolecular (2-body), and (c) many-body inter-

molecular contributions. Note, in the HMBI fragment approach, both MP2D and CCSD(T)

employ the same HF many-body treatment. The same 14 kJ/mol energy range is used in

all three figures to facilitate comparisons.

Finally, as shown in Appendix C Table C.8,† the MP2-based methods all predict

the 1-body energies with similar accuracy. However, for the 2-body interaction energies,

MP2 and MP2C systematically overbind the dimers with rms errors of 8.1 kJ/mol and 4.2

kJ/mol, respectively, both of which are several-fold larger than the 1.6 kJ/mol error for

MP2D (also mildly over-bound). In other words, the similar relative polymorph stabilities

seen for the different MP2-based methods in Figure 4.9 arise from systematic cancellation

of the overbinding errors that occur in MP2 and MP2C.
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4.4 Conclusions

For many years, it has been widely recognized that balancing intra- and intermolec-

ular conformational energies is one of the primary obstacles to crystal structure prediction

in conformational polymorphs. Since the widespread adoption of DFT in crystal structure

prediction, however, this issue of balancing the intra- and intermolecular interactions has

been given much less attention. While periodic DFT models may have reduced the preva-

lence of such balance issues compared to earlier force field studies, the results here clearly

demonstrate that widely used density functionals have not yet solved the problem of ranking

conformational polymorphs in crystal structure prediction.

This study examined three well-known and challenging examples of conformational

polymorphism: o-acetamidobenzamide, ROY, and oxalyl dihydrazide. In the first two sys-

tems, a variety of dispersion-corrected DFT models predict catastrophically wrong relative

polymorph stabilities. The ∼8 kJ/mol DFT errors in relative polymorph stabilities found

in these two systems greatly exceed the few kJ/mol error often associated with DFT poly-

morph rankings. More importantly, given that over 95% of polymorph pairs exhibit energy

differences less than 8 kJ/mol, and the majority have energy differences less than 2 kJ/mol,

such errors are unacceptable in crystal structure prediction. In both systems, the problem

for DFT arises largely from a poor description of the intramolecular conformational energy.

The third system, oxalyl dihydrazide, is more nuanced, in part due to greater am-

biguity in the experimental data. High-quality experimental thermochemical measurements

of this (and other) polymorphic systems would be valuable for assessing the performance

of different models more clearly. Based on presently available data, the overall DFT energy

139



rankings for the oxalyl dihydrazide polymorphs do appear generally consistent with experi-

ment. However, energy decomposition and coupled cluster theory benchmarks suggest that

such nominal agreement arises from substantial cancellation of errors between the intra-

and intermolecular interactions.

While the present study focused on the B86bPBE-XDM functional, it is impor-

tant to recognize that these issues transcend any individual density functional. They occur

for both GGA and hybrid density functionals with a variety of dispersion treatments, as

evidenced by Figure 4.5. Futhermore, the conformational polymorph examples here raise

the question: How common are such failures of DFT for crystal structure prediction? Are

these three systems outliers? Will more examples be uncovered as DFT-based crystal struc-

ture prediction techniques are increasingly applied to larger, more flexible pharmaceutical

molecules?

This work also demonstrates that fragment-based MP2D calculations provide a

promising path forward. For ROY and o-acetamidobenzamide, the higher-level calculations

not only correct the qualitative polymorph stability ordering, but they also predict relative

stabilities that are in generally good agreement with experiment. For oxalyl dihydrazide,

MP2D also appears to perform better than DFT based on the energy decomposition results,

though more experimental data to confirm the predictions would be helpful.

The study also examined a few variants of MP2. The balanced description of

both intra- and intermolecular dispersion makes MP2D superior to MP2C, which corrects

intermolecular dispersion only, and to MP2, which performs poorly for both intra- and

intermolecular dispersion. The intramolecular dispersion correction contributes in all three
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systems, but it proves critical in predicting the stability for the o-acetamidobenzamide

polymorphs. Fortunately, the MP2D dispersion correction can be computed with trivial

effort once MP2 results are available.

The overall computational cost of these calculations is considerably higher than

DFT, with complete-basis-set MP2D single-point energies requiring approximately 900,

7,000, and 21,000 central processing unit (CPU) hours per polymorph of oxalyl dihydrazide

(C2H6N4O2), acetamidobenzamide (C9H10N2O2), and ROY (C12H9N3O2S). This compu-

tational cost is dominated by the evaluation of ∼40–50 dimer interactions at the large-basis

MP2D limit and the N5 MP2 scaling with monomer/dimer size.224 Fortunately, the num-

ber of monomer and dimer fragments scales linearly with increasing number of molecules

in the asymmetric unit.285,312 Furthermore, those fragment calculations can be run inde-

pendently and in parallel, making it feasible to perform crystalline calculations in much

shorter amounts of wall time in modern high performance computing environments. The

present study demonstrates that such correlated wavefunction calculations are feasible in

species that are comparable in size to small-molecule pharamceuticals. Efforts are currently

underway to improve the accuracy and reduce the computational costs of these correlated

wavefunction models further.
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Chapter 5

Innacurate conformational energies

sill hinder crystal structure

prediction in flexible organic

molecules

5.1 Introduction

Molecular crystal packing plays a key role in determining properties of the solid

state, and the ability to predict crystal structures a priori would have major benefits for

the pharmaceutical industry and other areas of chemistry. Crystal structure prediction

(CSP) is increasingly used to help solve challenging crystal structures224 and to aid solid
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form screening.326 CSP driven by dispersion-corrected density functional theory (DFT)

models has a long record of successes in blind test species,227–230,236,237,241,327 pharmaceu-

ticals,240,244,245,247,251,252 and other species.231,235,238,239,328–330

However, polymorph stability depends on both intra- and intermolecular contri-

butions to the crystal energy, and delocalization error in widely-used generalized gradient

approximation (GGA) and hybrid density functionals can significantly impact the accuracy

with which these interactions are predicted. Delocalization error spuriously stabilizes the

salt forms of some neutral co-crystals, for example.256 In conformational polymorphs,12

where different intramolecular conformations enable alternate intermolecular packings, the

artificially strong preference for extended π conjugation leads to highly incorrect polymorph

rankings in systems such as ROY and o-acetamidobenzamide (Figure 5.1).188 We recently

showed how computing polymorph stabilities with higher-level correlated wave function

methods via the fragment-based hybrid many-body interaction (HMBI) model312 dramat-

ically improves polymorph rankings in these systems.188 Unfortunately, such calculations

are computationally infeasible for many pharmaceuticals.

The present study demonstrates how conformational polymorph energy rankings

can often be corrected by a simple and computationally affordable “monomer-corrected”

DFT strategy that refines the conformational energy contribution to the lattice energy

using a higher level of theory. The need for accurate conformational energies in flexible

molecules has been recognized since the early years of CSP. Polymorph stability rankings

computed from classical force fields improved considerably when they were augmented with

quantum chemical conformational energies,291,293,331 but this idea has largely been aban-
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Figure 5.1: The five species whose crystal polymorphs are considered here. Arrows highlight

the most important flexible torsion angles.

doned with the shift toward computing lattice energies entirely with DFT. The three small

molecules and two pharmaceuticals considered here (Figure 5.1) emphasize how important

intramolecular conformational energy corrections to DFT lattice energies can be for obtain-

ing polymorph stabilities that agree with experiment and/or higher-level calculations.

Intramolecular corrections to DFT crystal energies and properties have occasion-

ally been used previously.204,237,332 Monomer-correction can also be viewed as the simplest

version of incremental,333 fragment,224 and multi-layer methods.259 Despite these prece-

dents, the systematic failures of commonly-used density functionals for conformational poly-

morphs and the route for overcoming them have not been widely appreciated.
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5.2 Theoretical Approach

The monomer correction is performed here with our recently developed second-

order Møller-Plesset perturbation (MP2D) theory model,5 which describes conformational

energies well and is affordable for molecules with up to ∼100 atoms. The corrected crystal

energies are computed as:

Ecrystal = EDFTcrystal +
∑
i

(
EMP2D
mon,i − EDFTmon,i

)
(5.1)

where EDFTcrystal is the energy of the crystal computed with periodic DFT, while the terms in

parentheses correct the crystal energy based on the difference between MP2D and DFT for

each isolated monomer in the unit cell. The gas-phase monomer correction only needs to be

computed for the symmetrically unique monomers, and for systems of the size considered

here, it can be evaluated with considerably less computational effort than the preceding

DFT crystal geometry optimization. This intramolecular correction approach assumes that

the chosen DFT functional performs well for the intermolecular interactions. While this

assumption will often be true,110,224,225 there are notable exceptions for cases such as ions257

and halogen bonds195,256,257 for which hybrid (or better) functionals may be needed for the

intermolecular interactions.

All MP2D conformational energies are extrapolated to the complete basis set limit

using standard Gaussian basis sets. The planewave DFT calculations here are performed

using the dispersion-corrected B86bPBE-XDM GGA functional that has performed well in

many previous studies.235–237,310 Importantly, the conformational energy problems demon-

strated here are not unique to B86bPBE-XDM—they frequently occur for other common

dispersion-corrected GGA and hybrid functionals like PBE-D3(BJ), PBE0-D3(BJ), and
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Figure 5.2: Overlay of the intramolecular conformations from the ROY polymorphs high-

lighting how the angle between the two rings generally decreases from yellow to orange

to red polymorphs. Relative 0 K lattice energies of the nine known polymorphs of ROY

calculated using dispersion corrected DFT and the monomer-corrected energies, compared

to experimentally measured enthalpy differences. Many DFT functionals predict the ROY

polymorph energies incorrectly, but correcting the B86bPBE-XDM lattice energies with

MP2D conformational energies (“+∆MP2D”) performs far better.

B3LYP-D3(BJ) as well. Further details of the computational methods, crystal structures,

and detailed analysis of conformational and polymorph energies for each system are found

in Appendix D.

5.3 Results and Discussion

First, we consider two systems which were previously studied188 using the more

accurate and computationally demanding HMBI fragment model, which treats both in-

tramolecular and intermolecular interactions with wave function-based methods. ROY has
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nine well-characterized polymorphs3,205,206 whose red, orange, and yellow colors are closely

correlated with the torsion angle coupling the two aromatic rings.202,203 Accurate exper-

imental enthalpies have been measured for seven of the forms.3 Both GGA and hybrid

density functionals with high-quality dispersion corrections predict ROY polymorph stabil-

ities incorrectly (Figure 5.2).188,203,205 They over-stabilize the intramolecular conformations

found in the red and orange polymorphs that exhibit stronger coupling between the aromatic

rings.188,202,203 In contrast, MP2D predicts ROY conformational energies in good agreement

with CCSD(T) benchmarks (Appendix D Figures D.2–D.3).188 Simply monomer-correcting

the B86bPBE-XDM crystal energies with MP2D dramatically improves the agreement be-

tween the predicted polymorph lattice energies and the experimental enthalpies. Only the

YN and ON polymorph orderings are reversed compared to experiment, with YN over-

stabilized by ∼2 kJ/mol.

The two polymorphs of o-acetamidobenzamide represent another difficult case for

common DFT functionals.188,253 In the α form, the side chains form an intramolecular

hydrogen bond and are planar to the benzene ring, extending the π conjugation. The

β form disrupts this planarity/conjugation in pursuit of better intermolecular hydrogen

bonding. Experimentally, the β form is more stable by 1.9–2.9 kJ/mol,253,307 but a variety

of GGA and hybrid functionals incorrectly predict the α form to be 5–10 kJ/mol more

stable.188,253 As we identified previously,188 the primary error in the DFT calculations

arises from over-stabilization of the highly-conjugated planar α form conformation (Table

D.3).
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Figure 5.3: Comparison of the intramolecular conformations adopted by the α and β poly-

morphs of o-acetamidobenzamide. The α form is more planar and exhibits an intramolecular

hydrogen bond.
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Figure 5.4: (a) Relative 0 K lattice energies versus conformational energies for the low-lying

candidate structures of Molecule X before and after monomer correction (see Table D.5 for

data on higher-energy structures). (b) Another representation of the relative lattice energies

that highlights the impact of the monomer corrections on the stability ordering. MP2D re-

vises the intramolecular conformational energies and stability ordering of the crystal energy

landscape considerably. (c) Comparison of the intramolecular conformation of the exper-

imental and vanEijck-3 crystal structures. In contrast to the experimental structure, the

amide group in vanEijck-3 is essentially planar relative to the aromatic ring.
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Applying the simple MP2D monomer correction to the B86bPBE-XDM lattice

energies dramatically stabilizes the β form relative to α and corrects the stability order-

ing. Estimating the enthalpy difference between the two forms at the experimental 423 K

transition temperature via the procedures used in (see Appendix D Section D.3 for details),

the monomer-corrected model predicts ∆Hα→β(423K)= −0.8 kJ/mol, versus -1.9 or -2.9

kJ/mol experimentally. This represents a major improvement over the qualitatively incor-

rect B86bPBE-XDM value of +5.9 kJ/mol and is close to the far more expensive HMBI

MP2D value of -2.0 kJ/mol (Table D.4).

Next, we examine Molecule X from the Third Blind Test of CSP,334 in which the

amide and two nitro groups can potentially conjugate with the benzene ring. Whittleton et

al237 re-ranked twenty-four candidate structure submissions with B86bPBE-XDM. Unlike

earlier PW91 calculations with empirical dispersion,327 they found the vanEijck-3 structure

to be 1.8 kJ/mol more stable than the experimentally known structure (Figure 5.4), raising

the question of whether the experimental structure is actually the most stable polymorph.

The vanEijck-3 structure exhibits a nearly planar amide conformation that is artificially sta-

bilized by the GGA functional. Whittleton et al showed how correcting the intramolecular

conformational energy with MP2/aug-cc-pVTZ raises the energy of the vanEijck-3 structure

to 1 kJ/mol higher than the experimental one, restoring the experimental structure as the

most stable one.

However, this story proves incomplete due to the finite basis set used in that work

and the limitations of MP2. Performing the monomer correction with complete-basis-set

MP2D instead leads to the vanEijck-3 structure being a mere 0.2 kJ/mol above the experi-
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mental one (Figure 5.4). Higher-level benchmarks confirm these MP2D-corrected stabilities:

performing the monomer correction with CCSD(T) instead of MP2D places vanEijck-3 0.4

kJ/mol above the experimental structure, while full, fragment-based HMBI MP2D calcula-

tions that also refine the intermolecular description place vanEijck-3 at 0.1 kJ/mol above

the experimental structure. In other words, vanEijck-3 is energetically competitive with

the experimental structure. If these electronic energies are combined with earlier phonon

calculations that suggest the vibrational free energy contribution preferentially stabilizes

vanEijck-3 by ∼1 kJ/mol relative to the experimental one,237 vanEijck-3 may indeed be

more stable than the experimental crystal structure.

More broadly, the low computational cost of the monomer correction enables re-

ranking of the entire crystal energy landscape. As shown in Figure 5.4, doing so transforms

the Molecule X landscape, with a mean absolute energy change of 1.9 ± 1.0 kJ/mol and

substantial re-ordering of the candidate structures. Such changes are significant when half

of all experimentally known polymorphs are separated by 2 kJ/mol or less in lattice en-

ergy.221,222 Even if the monomer-corrected rankings turn out to be imperfect due to the

limitations of the GGA intermolecular interaction treatment, the high sensitivity of the

crystal energy landscape to the conformational energy indicate that the DFT rankings may

warrant skepticism.
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Figure 5.5: Overlay of the monomer conformations and relative 0 K lattice energies for the

five axitinib polymorphs compared to the experimentally inferred stability ordering. The

thermodynamically stable XLI polymorph of axitinib (red) adopts a folded conformation,

in contrast to the extended conformers found in the other polymorphs. B86bPBE-XDM

ranks the form XLI incorrectly relative to the other forms, but monomer-correction fixes

the qualitative polymorph ordering.
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Finally, DFT conformational energy problems can have significant impacts when

studying the solid forms of pharmaceuticals, as demonstrated by two challenging examples

here. Pfizer’s anti-cancer drug axitinib has five known neat polymorphs and 66 solvates to

date.335,336 Forms I, IV, VI, and many solvates were discovered via standard experimental

solid form screening procedures. Form IV was believed to be the thermodynamically sta-

ble form and was initially targeted for development.335 However, more stable forms XXV

and XLI were fortuitously discovered later on during the manufacturing campaign, and

thermodynamically stable form XLI became the commercial form.335,336 The difficulty in

crystallizing Form XLI has been attributed to its distinct intramolecular conformation and

unique 1-D chains of hydrogen bonds instead of the hydrogen bonded dimers found in the

other polymorphs. Differential scanning calorimetry and solubility experiments indicate the

stability ranking:

XLI (most stable) > XXV, VI > IV > I

where the energy ordering of XXV and VI is uncertain.335,336

The difficulties in discovering the Axitinib polymorphs experimentally make it an

excellent example where CSP could help. Previous CSP studies based largely on force

fields generated the experimental crystal structures but ranked them poorly.35,337 In , for

example, form XLI lies 10 kJ/mol above form VI. Here, B86bPBE-XDM predicts most of

the polymorph stability orderings reasonably, but it incorrectly suggests that form XLI is

2–3 kJ/mol less stable than forms XXV and VI (Figure 5.5).

Once again, the key problem with the GGA ranking of the axitinib polymorphs

lies in the intramolecular conformation energies. Whereas axitinib adopts an extended con-
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formation in most polymorphs, form XLI folds the molecule to interact the amide π system

with the indazole ring, disrupting the π conjugation between the amide and the benzene

ring (Figure 5.5). GGA functionals like B86bPBE-XDM and PBE-D3(BJ) predict the XLI

conformation to be one of the least stable intramolecular conformations found in the poly-

morphs. In contrast, higher-level models like MP2D, MP2, or B3LYP-D3(BJ) reveal that

the XLI conformation is actually one of the most stable conformations (Figure D.6). The

favorable intramolecular conformation and strong intermolecular hydrogen bond network

actually make form XLI the most stable polymorph. Indeed, applying the MP2D monomer

correction stabilizes form XLI by several kJ/mol relative to the other forms and repro-

duces the experimental stability ordering (Figure 5.5). Advance prediction of the highly

stable form XLI enabled by the monomer-correction approach might have accelerated the

experimental discovery of this thermodynamically stable form.
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Figure 5.6: Overlay of the galunisertib monomer conformations. The viewer is looking

down the central torsion angle in the middle of the image. The GM conformer is in red.

Monomers III, IVb, and X have similar conformations around the central torsion angle,

but they differ in the degree of planarity in the pyradine and amide groups relative to the

adjacent parts of the molecule.
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Galunisertib Polymorphs

Figure 5.7: Relative 0 K lattice energies of nine experimentally known galunisertib poly-

morphs (higher-energy form I is omitted here) and the putative GM structure compared to

the experimental enthalpies that have been measured for several polymorphs. Monomer-

correcting galunisertib with MP2D destabilizes the GM structure by ∼1.7 kJ/mol and

generally shifts the lattice energies closer to the experimentally measured enthalpies.
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Lilly’s anti-cancer drug candidate galunisertib provides another example where

monomer correction could have been useful. The solid form landscape for this drug has been

studied extensively, with ten well-characterized polymorphs and over 50 solvates.251 Two

different CSP studies were commissioned during the solid form screening, and both predicted

a global minimum (GM) structure that was more stable than any of the experimental

forms. All attempts to crystallize the GM structure have failed, despite years of effort. It

was argued that the intramolecular conformation of the GM structure is too strained to

crystallize effectively.251

However, we propose an additional factor that inhibited its crystallization: the GM

structure is actually somewhat less stable than the earlier DFT studies suggested. Galu-

nisertib contains three key flexible torsion angles that impact the degree of π conjugation

throughout the molecule. While none of the conformations considered exhibits appreciable

conjugation between the pyrazole and quinoline rings (i.e. across the central torsion angle),

the GM structure has the most planar conformations at the other two torsion angles, thereby

extending conjugation from pyrazole to pyridine and from quinoline to amide (Figures 5.6

and D.7). Accordingly, GGA and hybrid functionals tend to over-stabilize the GM relative

to the other forms (Figures D.8 and D.9).

Applying the MP2D monomer correction destabilizes the GM structure by about

1.7 kJ/mol relative to form IV, such that it becomes less stable than two of the exper-

imentally known polymorphs (Figure 5.7). The monomer correction shifts several other

polymorphs closer to the experimental enthalpies, though considerable differences remain.

Further work is needed to understand the role of intermolecular interactions (including dis-
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persion treatments251) and phonon contributions to the polymorph stabilities. Errors from

those sources could each be similar to or larger than the ∼2 kJ/mol monomer corrections

here. Regardless, the destabilizing impact of the monomer correction on the GM structure

calls its exceptional stability into question. Such results might have reduced the effort spent

trying to crystallize the GM form unsuccessfully.

5.4 Conclusions

In conclusion, commonly used GGA and hybrid density functionals struggle to

rank crystal structures in which the degree of intramolecular π conjugation varies signifi-

cantly. A simple, intramolecular monomer correction computed at a higher level of theory

improves the conformational energies and therefore the polymorph rankings significantly.

The specific electronic structure model used to correct the conformational energies is at

the discretion of the user: dispersion-corrected MP2 was used here because it provides

high-quality conformational energies at modest computational cost, but one could also use

double-hybrid density functionals or any other model that predicts conformational energies

reliably.

Monomer correction has limits. It cannot solve problems in the lattice energies

that stem from the intermolecular DFT interactions. In cases like oxalyl dihydrazide,188

the monomer correction would disrupt the fortuitous error cancellation observed between

the inter- and intramolecular interactions that enables reasonable GGA polymorph stabil-

ity orderings. Common hybrid functionals do not fix the conformational energies in several

of the examples discussed here, but perhaps they would be sufficient to improve the in-
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termolecular interactions when GGAs prove inadequate. Nevertheless, hybrid functionals

still exhibit mean absolute lattice energy errors of ∼4 kJ/mol in even relatively simple

crystals.110,224,258,338 Even if some of that intermolecular interaction error cancels when

computing energy differences between polymorphs, the residual errors in the intermolecular

description will often probably exceed the errors in the monomer-corrected conformational

energies.

In addition, most of the work presented here examined 0 K lattice energies and

omitted thermal vibrational contributions to the free energy. Vibrational contributions

cause thermal expansion of the unit cell and can impact polymorph stability appreciably.221

Enantiotropism, or temperature-dependent changes in polymorph stability orderings, is rel-

atively common.53 Several of the axitinib polymorphs are enantiotropically related, for ex-

ample, and it would be interesting to examine to what extent the combination of monomer-

correction and thermal contributions can correctly reproduce those temperature-dependent

stability changes.

Even if the monomer-corrected polymorph rankings are imperfect, a large monomer

correction serves as a warning that the DFT polymorph rankings may not be reliable. Use

of such a diagnostic might have increased skepticism regarding the putative GM form of

galunisertib, for example. Given the low computational cost, monomer conformational en-

ergy corrections can and should be applied routinely in CSP when the conformations vary

widely across crystal forms, especially if they alter the degree of π conjugation or the nature

of the intramolecular non-covalent interactions changes appreciably.
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Chapter 6

Rubrene untwisted: common

density functional theory

calculations overestimate its

deviant tendencies

6.1 Introduction

High carrier mobility of 20–40 cm2/V s339 makes rubrene exceptional among or-

ganic semiconductors.340 However, the rubrene carrier mobility drops precipitously in solu-

tion or thin film devices due to a change in the intramolecular conformation from a planar

tetracene backbone in the solid-state to a twisted backbone structure in the other phases

(Figure 6.1).341 The unique semiconducting properties in crystalline rubrene result from
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1 2

34

Figure 6.1: Rubrene in its planar (blue) and 60◦ twisted (gray) conformations. The twisting

is defined by the dihedral angle formed from atoms 1–4.

favorable overlap between rubrene molecules with planar tetracene backbones and favor-

able intermolecular interactions with neighboring molecules.342,343 Twisting of the tetracene

backbone and the concomitant changes in crystal packing disrupt both of these favorable

interactions.

For many years, researchers have probed the chemical space of rubrene derivatives

and other oligoacenes in pursuit of a superior organic semiconductor. Although many in-

teresting materials have emerged from this research,340,344 none has yet matched rubrene’s

superior charge mobility. A successful rubrene derivative will likely need to adopt a planar

tetracene core and favorable intermolecular packing. While all three known crystal poly-

morphs of rubrene exhibit planar tetracene backbones,345,346 other rubrene derivatives can

adopt either planar or twisted conformations in the solid-state.344,347–356 The solid-state

conformation adopted by a given derivative is difficult to predict a priori from chemical

intuition alone, although the electron donating and withdrawing properties of functional

groups are loosely correlated with twisted or planar structures respectively353. In some

cases, a given derivative can form both planar and twisted crystal polymorphs.348,357,358
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Extensive analysis of the intramolecular conformational energies and intermolecular pack-

ing interactions found that symmetric intermolecular interactions are needed in the crystal

to stabilize the planar tetracene backbone.354 This same study highlights how when chem-

ically modifying rubrene, one must consider both the opportunity to form new interactions

and the potential for disrupting existing favorable interactions.

The complex interplay of intra- and intermolecular interactions makes crystal

engineering particularly challenging for conformationally flexible molecules like rubrene.

Crystal structure prediction seeks to predict the entire crystal energy landscape—the set

of all energetically favorable crystal structures.326,359 From this landscape, it is ideally

possible to identify both the most stable crystal packing motifs and perhaps other low-

energy crystal forms with desired properties. CSP has grown increasingly reliable in re-

cent years, as evidenced by successes in recent blind tests227,229,230 and other applica-

tions.209,239,241,247,251,252,360 This raises the prospects of using crystal structure prediction to

search for crystal structures of rubrene derivatives which exhibit good intramolecular struc-

tural and electronic properties as well as suitable intermolecular packing. Crystal structure

prediction has already been used to design new highly porous organic materials360 and to

screen organic semi-conductor materials.361–363

However, in silico design strategies are effective only if the models used correctly

predict the stabilities of the crystal structures. Density functional theory (DFT) is widely

used for modeling the energetic, structural, and electronic properties of organic materi-

als364–366 because it generally balances between accuracy and computational efficiency well.

The omission of van der Waals dispersion interactions from widely used generalized gradient
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approximation (GGA) and hybrid density functionals was previously a problem, but this

limitation has been overcome through the development of good-quality dispersion correc-

tions.110,225 On the other hand, delocalization error remains pervasive in these function-

als111,168 and can lead to surprisingly large problems in organic materials. For example,

delocalization error can cause spurious proton transfer which artificially converts a neu-

tral multi-component crystal into its salt form.256 It leads to underestimation of barrier

heights367–370 and dissociation energies.371–373 Delocalization error can artificially stabilize

molecules with more extended π conjugation relative to those with less.190,322,323 A number

of organic and pharmaceutical conformational polymorphs have been found where delo-

calization error and the competition between highly conjugated planar conformations and

less-conjugated non-planar conformations leads to incorrect polymorph stabilities.188,189

Delocalization error can often be attributed to errors in the electron density.374

In such cases, improving the electron density can improve the energetics for a given den-

sity functional considerably.375–378 However, obtaining quantitatively accurate results may

require using more advanced density functionals (e.g. double-hybrid functionals) or wave

function-based models. Unfortunately, such models are often too computationally demand-

ing for direct application to solid-state organic materials. We have recently demonstrated

that dispersion-corrected second-order Møller-Plesset perturbation theory (MP2D)5 and its

spin-component-scaled analog SCS-MP2D379 can predict conformational energies far more

accurately than typical GGA and hybrid density functionals. Combining intramolecular

MP2D (to describe the conformational energy) with intermolecular DFT (to describe the

lattice contributions) leads to greatly improved polymorph stabilities in a number of con-
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formational polymorphs ranging from small molecules like ortho-acetamidobenzamide189

to pharmaceuticals like galunisertib and axitinib189 and photomechanical materials like

9-tert-butyl anthracene ester.380

The present study revisits the energetics associated with planar and twisted rubrene

conformations with high-quality electronic structure methods. We demonstrate how com-

monly used density functionals artificially stabilize the twisted form of rubrene relative to

the planar one by several kJ/mol, which represents a chemically important fraction of the

twisting energy. More significantly, we show how these poor conformational energy dif-

ferences can artificially bias predictions of crystal stability toward polymorphs containing

twisted rubrene molecules instead of planar ones. This means that naive DFT modeling

of these crystals can produce misleading results regarding the thermodynamic stability of

polymorphs for rubrene-like molecules that differ in the conformations of their tetracene

cores. Moreover, in contrast to many earlier DFT estimates,353,354,358,381 the smaller con-

formational energy differences between twisted and planar rubrenes found here lie well

within the typical energy window associated with conformational polymorphism.12,222,382

This suggests that conformational polymorphs are more likely to occur than previous re-

sults would have indicated. Therefore, it could be worthwhile screening more extensively

for planar-backbone polymorphs of rubrene derivatives which are known to crystallize in a

twisted conformation.
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6.2 Computational Methods

To investigate the twisting energies of rubrene and its derivatives, gas-phase struc-

tures were optimized at the B3LYP/cc-pVDZ level of theory using Gaussian 09.383 Although

this functional omits description of van der Waals dispersion, it was chosen to match earlier

work.353 These optimizations include a series of constrained optimizations with tetracene

backbone twists ranging from 0–60◦ to map out the twisting energy curves for rubrene, half-

fluorinated rubrene (F14-rubrene), and perfluororubrene. For the rubrene derivatives taken

from ref 353, twisted structures were obtained via complete relaxation of the structures,

while planar ones were obtained via constrained optimization.

Single-point energies were then computed for these structures using a variety of

dispersion-inclusive density functionals and correlated wavefunction methods, primarily us-

ing PSI4.137 The DFT functionals employ the def2-QZVP basis,384 while the MP2 ones

were extrapolated to the complete-basis-set (CBS) limit70 from the aug-cc-pVTZ and aug-

cc-pVQZ basis sets.140 SCS-MP2D results were obtained from the PSI4 MP2 values and

an in-house code which performs the correction. Benchmark domain-based local pair natu-

ral orbital coupled cluster singles, doubles, and perturbative triples (DLPNO-CCSD(T))166

calculations were performed in the cc-pVDZ basis using ORCA385 and extrapolated to the

CBS limit by combining them with the MP2/CBS results using the standard focal point

technique.141 The DLPNO-CCSD(T) calculations employed both tight self-consistent field

and pair-natural orbital settings to achieve better fidelity to canonical CCSD(T) results.

Finally crystalline calculations were performed for three polymorphs of rubrene

(CSD reference codes QQQCIG07,345 QQQCIG13,346 QQQCIG14346) and two polymorphs
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of perfluororubrene (INELUK02 and INELUK03358). The structures were fully relaxed with

the dispersion-corrected B86bPBE-XDM functional using QuantumEspresso.315. A kinetic

energy cutoff of 50 Ry was used for the wavefunctions, and a charge density and potential

cutoff of 500 Ry was used. Core electrons were treated via the projector augmented wave

(PAW) approach using PAW potentials for H, C, and F generated with A. Dal Corso’s

Atomic code v6.1. Monkhorst-Pack k-point sampling grids were used as specified in Ap-

pendix E Table E.4. The crystal energies were then refined via the monomer-correction

approach,189 in which the crystal energy is corrected based on the gas-phase molecular

conformational energy differences between B86bPBE-XDM and a higher level of theory.

6.3 Results and Discussion

6.3.1 Gas-phase twisting energies

We begin by benchmarking the potential energy curves generated by twisting the

tetracene backbone dihedral angle from 0-60◦ for rubrene, its half-fluorinated F14-rubrene

derivative, and the completely fluorinated perfluororubrene. Figure 6.2 compares the po-

tential energy curves generated by PBE-D3(BJ), B86bPBE-XDM, B3LYP-D3(BJ), SCS-

MP2D, and DLPNO-CCSD(T). PBE and B3LYP were chosen as representative of widely-

used GGA and hybrid density functionals; similar results are also obtained with other

common GGA and hybrid functionals as well. The B86bPBE-XDM GGA functional is

included in the gas-phase calculations here because it is used in the solid-state calculations

in the next section.
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Backbone twisting stabilizes all three rubrene systems, though fluorination in-

creases the optimal extent of twisting. More significantly, the energy stabilization achieved

by twisting the tetracene backbone varies considerably depending on the computational

model used. For example, all five methods shown in Figure 6.2a predict a minimum near 40◦

for rubrene. However, whereas the three density functionals predict that the twisted form

is about 12 kJ/mol more stable than the planar one, SCS-MP2D and DLPNO-CCSD(T)

find the minimum to be closer to 9 kJ/mol.

For perfluororubrene, the SCS-MP2D, and DLPNO-CCSD(T) methods agree that

the minimum energy occurs at 50◦, whereas the curve continues to decrease with PBE-

D3(BJ) and B86bPBE-XDM, and it becomes flat for B3LYP-D3(BJ). Furthermore, SCS-

MP2D and DLPNO-CCSD(T) predict the minimum energy to be near 8 kJ/mol. On

the other hand, the three density functionals predict the energy to be 4–6 kJ/mol lower.

Similar behavior is seen for the half-fluorinated rubrene derivative in Figure 6.2b, for which

the density functionals twist the backbone too much and over-stabilize the twisted form by

about 5 kJ/mol.

Taking the DLPNO-CCSD(T) results as benchmark values, the density functionals

exhibit root-mean-square errors of 3–4 kJ/mol across these three potential curves, compared

to only 0.6 kJ/mol for SCS-MP2D. So while the SCS-MP2D calculations are moderately

more computationally demanding than the DFT ones, they cost only a fraction of what the

DLPNO-CCSD(T) ones cost.
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Figure 6.2: Potential energy scans from 0◦ to 60◦ for (a) rubrene, (b) half-fluorinated F14-

rubrene, and (c) perfluororubrene.
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Table 6.1: Energy differences, ∆E = Etwist−Eplanar, between the planar and twisted forms

of rubrene and four derivatives (kJ/mol), and the root-mean-square error relative to the

benchmark DLPNO-CCSD(T) results.

Species PBE-D3(BJ) B86bPBE-XDM B3LYP-D3(BJ) SCS-MP2D DLPNO-CCSD(T)

1 -12.0 -12.2 -12.1 -9.4 -9.4

2 -11.9 -12.1 -11.8 -9.1 -8.9

3 -11.2 -11.0 -11.6 -8.6 -8.4

4 -11.5 -11.7 -11.2 -8.4 -8.3

5 -10.6 -10.6 -10.4 -7.5 -7.5

RMSE 3.0 3.0 2.9 0.2

The same tendency for density functional theory models to over-stabilize the

twisted tetracene backbone manifests in other rubrene derivatives. In 2015, Sutton and

co-workers synthesized a series of rubrene derivatives with fluoro, methyl, or trifluromethyl

groups substituted on the phenyl rings.353 All of these species adopt a gas-phase geom-

etry in which the tetracene backbone twists by ∼30–40◦. The density functionals used

here once again over-stabilize the twisted form relative to the planar one for all of these

derivatives, with root-mean-square errors (RMSE) of 2.6–3.0 kJ/mol relative to DLPNO-

CCSD(T) benchmarks (Table 6.1). Previous studies have also employed functionals such
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as ωB97, ωB97X-D, and M06-L for these systems.353,354 As summarized in Appendix E

Table E.2, only the long-range-corrected hybrid functional ωB97X-D performs moderately

better, with an RMSE of 1.5 kJ/mol. However, all of these functionals exhibit considerably

larger errors than SCS-MP2D, which reproduces the DLPNO-CCSD(T) twisting energies

to within a RMSE of 0.2 kJ/mol (and at fraction of the computational cost of coupled

cluster theory). The next section investigates the origins of these erroneous DFT twisting

energies in terms of delocalization error, while Section 6.3.3 demonstrates how these errors

can impact the modeling of rubrene derivatives in the solid state.

6.3.2 Theoretical origins of the DFT twisting energy errors

The problematic twisting energies observed in Section 6.3.1 arise from delocaliza-

tion error in the density functionals. The literature contains numerous examples where

delocalization error over-stabilizes planar structures with extended π-conjugation relative

to non-planar ones with reduced conjugation,188,237,322,323 and one might therefore expect

semi-local density functionals like those used here to artificially stabilize the planar form rel-

ative to the twisted one. However, the rubrene data above contradicts this assumption—the

twisted form is artificially stabilized, not the planar one. Moreover, twisting the tetracene

backbone does not significantly disrupt the π conjugation; electronic properties such as

frontier orbital energies and Mulliken atomic charges change minimally upon twisting (Ap-

pendix E Section E.2).

Rubrene twisting is governed by two competing factors: Twisting the tetracene

backbone is energetically unfavorable, but it allows the phenyl rings to shift apart and reduce

the repulsive exchange interactions between them.353 The tetracene backbone twisting is
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the largest single source of error, accounting for about 60% of discrepancy between PBE-

D3(BJ) and SCS-MP2D, and it bears the hallmarks of electron density-driven delocalization

error.374 As shown in Figure 6.3, the tetracene twisting energy varies nearly linearly with

the fraction of exact exchange included in the functional. Similar linear variation is observed

for the Mulliken atomic charges and frontier orbital energies (Appendix E Figure E.1). This

behavior also helps explain the somewhat improved performance of the long-range corrected

hybrid functional ωB97X-D noted above.

In systems plagued by density-driven delocalization error, correcting the electron

density greatly improves the energies obtained from the density functionals. For example, re-

placing DFT orbitals with Hartree-Fock ones substantially improves the barrier heights, dis-

sociation energies, and potential energy surfaces obtained across a variety of systems.374–378

Here, the same orbital substitution considerably improves the rubrene twisting energetics

for all three functionals shown in Figure 6.3. Taken together, this data demonstrates that

density-driven delocalization error plays a significant role in the DFT twisting energy errors.

The next section shows how these errors can have a chemically significant impact

on the predicted stabilities of rubrene derivatives in the solid state. Unlike these density

functionals, correlated wavefunction methods like SCS-MP2D and DLPNO-CCSD(T) are

not plagued by these delocalization error effects and can be used to improve the description

of the solid state stabilities.
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Figure 6.3: The twisting energy of the tetracene backbone varies nearly linearly with the

fraction of exact exchange included in the functional. Evaluating the energy of the same

functionals with HF orbitals instead of the DFT ones (HF-DFT) dramatically reduces the

dependence on the fraction of exact exchange and leads to results in far better agreement

with SCS-MP2D.

6.3.3 Impact on solid state polymorph stabilities

Having seen how standard density functionals artificially stabilize the twisted con-

formation of rubrene and its derivatives, we now examine how this behavior can lead to

incorrect predictions of rubrene behavior in the solid state. Perfluororubrene can adopt

multiple crystal forms, including a monoclinic polymorph with a planar rubrene backbone

conformation and another with a twisted conformation (Figure 6.4a).357,358 Although the

relative thermodynamic stabilities of these two polymorphs has not been reported experi-

mentally, we can investigate them computationally. After relaxing their experimental crystal

structures with the dispersion-corrected GGA functional B86bPBE-XDM, the twisted poly-

morph is predicted to be 3.5 kJ/mol more stable (Figure 6.5a). However, this functional
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Figure 6.4: Crystal structures of the (a) perfluororubrene and (b) rubrene polymorphs

studied here.

is expected to artificially stabilize the twisted polymorph due to the conformational energy

errors discussed above.

Calculating the periodic perfluororubrene crystal energies with state-of-the-art

density functionals or correlated wave function methods would be very computationally

expensive. However, in cases where the primary deficiency of the DFT functional lies in

the intramolecular conformational energy, a monomer-correction approach that replaces

the DFT conformational energy with a higher-level one can dramatically improve the poly-

morph energies.189 Figure 6.5a plots the relative polymorph energy differences for the two

perfluororubrene polymorphs after correcting the intramolecular conformational energies.

Refining the conformational energies with PBE-D3(BJ) or B3LYP-D3(BJ) has little impact
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Figure 6.5: Relative stabilities for the polymorphs of (a) perfluororubrene and (b) rubrene as

computed with periodic B86bPBE-XDM and after correcting the monomer conformational

energy with the method indicated (“∆ methods”).

on the polymorph energies, since they also over-stabilize the twisted conformation. On the

other hand, refining the conformational energies with SCS-MP2D or DLPNO-CCSD(T)

completely reverses the polymorph stabilities, shifting the the planar form from being 3.5

kJ/mol less stable than the twisted one to being 3.1–3.6 kJ/mol more stable. This example

highlights the chemically important impact of these DFT errors—incorrectly predicting the

thermodynamically stable crystal form by a substantial margin.

In contrast to the perfluororubrene polymorphs, one expects much better perfor-

mance for common density functionals when ranking among a set of purely planar poly-

morphs or within a set of purely twisted ones. For example, the orthorhombic, mono-

clinic, and triclinic polymorphs of rubrene all contain planar tetracene backbones (Fig-

ure 6.4b).345,346 As shown in Figure 6.5b, the monomer correction shifts the B86bPBE-XDM

relative energies of the triclinic and monoclinic forms by only 1.6 kJ/mol and 0.2 kJ/mol,

respectively, compared to the ∼7 kJ/mol shift seen for the perfluororubrene polymorphs.
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The monomer-corrected results do suggest that the triclinic form is 0.3 kJ/mol more sta-

ble than the commonly crystallized orthorhombic form. However, previous modeling has

found that many-body dispersion and zero-point vibrational energy contributions destabi-

lize both the monoclinic and triclinic forms relative to the orthorhombic one.366 Including

such corrections would likely eliminate the slight nominal preference for the triclinic form

seen here and restore the orthorhombic form as the thermodynamically preferred one. In

other words, the relative DFT stabilities are probably far more reasonable for these three

planar polymorphs of rubrene than they are for comparing the planar and twisted forms of

perfluororubrene.

6.4 Conclusions

Overall, these results highlight how standard GGA and hybrid density functionals

over-stabilize twisted forms of rubrene and its derivatives, and this error can lead to serious

problems when trying to understand rubrene behavior in the solid state. In cases like

perfluororubrene, the functionals incorrectly suggest that the twisted structure is more

stable, when it appears that the planar rubrene polymorph is actually preferred. This error

is a manifestation of density-driven delocalization error which needs to be addressed in

order to model these species correctly. These limitations can be overcome by using higher-

level electronic structure methods like SCS-MP2D or DLPNO-CCSD(T). State-of-the-art

double-hybrid density functionals83,164 might also perform reasonably as well.

More generally, a number of previous studies have synthesized derivatives and

tested to see whether they crystallize in planar or twisted forms. In many of those cases,
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however, little effort was spent screening for alternative polymorphs. Conformational poly-

morphs occur when adopting a strained intramolecular conformation is compensated for

by the new favorable intermolecular interactions it enables. This conformational energy

difference is typically ∼10 kJ/mol or less unless: one survey of 55 organic conformational

polymorph pairs found that almost a quarter of them exhibited intramolecular conforma-

tional energy differences between 6–10 kJ/mol.222 Another survey found that around 20%

exhibited conformations in the solid state that lie 4.5–10.5 kJ/mol above the optimal gas-

phase conformation.12 Conformational energy differences exceeding ∼10 kJ/mol typically

occur under specific circumstances, such as when switching from intra- to intermolecular

hydrogen bonding12 or when dramatically increasing the effective molecular surface area

(e.g. changing from a folded to unfolded conformation).382 Neither of those scenarios is

applicable to rubrene.

If the conformational energy differences between twisted and planar were in the

∼10–14 kJ/mol (or more) range as previously believed,353,354,358,381 conformational poly-

morphism would be somewhat less likely. However, the fact that the energy difference

between the twisted and planar conformations of rubrene species is actually only ∼8–10

kJ/mol considerably increases the likelihood that new favorable intermolecular packing in-

teractions could overcome the gas-phase preference for twisted rubrene-like molecules. In

other words, it may be worthwhile to search for planar crystal polymorphs of rubrene deriva-

tives that have previously only been observed to crystallize in twisted conformations, in the

hopes of finding improved crystal packing motifs for species that exhibit promising intrinsic

electronic properties.
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Chapter 7

Conclusions

In conclusion, dispersion-corrected MP2 has proven to be a computationally tract-

able and highly accurate strategy for obtaining energies of small organic molecules. MP2D

shows marked improvements over many commonly used density functionals on benchmarks

of noncovalent interactions. Unlike the similar MP2C method, MP2D corrects both the

intra- and intermolecular dispersion and proved to be differentiable allowing us to obtain

computationally efficient energy gradients. MP2D provides highly accurate structures for

10 conformations of benzene dimers, and [7]helicene.

MP2D can be improved upon by including spin-component scaling of the same-spin

and opposite-spin correlation energies. Incorporating spin-component scaling yields high

accuracy for noncovalent interactions, conformational energies, thermochemistry reactions,

charge transfer reactions, and energetically nuanced potential energy surfaces. SCS-MP2D

rivals the best hybrid and double hybrid density functionals with similar cost, providing a
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much needed wavefunction method alternative to DFT. Along with MP2D, SCS-MP2D can

be used to accurately predict the energy differences between molecular crystal polymorphs.

Possible strategies for improving dispersion-corrected MP2 include incorporating

Grimme’s D4 dispersion correction to better describe ionic systems, and expanding the

dataset used to train the model parameters, strategies that have been used to improve the

performance and transferability of double hybrid functionals. Another possibility would be

to replace the semi-empirical dispersion correction with an ab initio correction like MBD

or XDM. This would increase the computation time, but would allow the dispersion cor-

rection to correctly adapt to different electronic environments. Dispersion-corrected MP2

has the potential to improve the training of tailor-made force-fields386 and for geometry

optimizations of small organic molecules. Both MP2D and SCS-MP2D were fit to reference

data with basis sets extrapolated to the CBS limit. For this reason, care must be taken

when using them in conjunction with smaller basis sets. For force-field parameterization

and geometry optimization a smaller triple-zeta basis set is often used for the sake of com-

putational efficiency. Implementations of MP2D or SCS-MP2D specifically fit to smaller

triple-zeta basis set data could offer excellent performance for force-field parameterization

and geometry optimizations. However, these methods would be more empirical in nature

because the model parameters would be fit to compensate for slow convergence of MP2 with

respect to the basis set size.

Critical to the success of the HMBI model is the ability to control the level of

theory with which the different interactions are treated. As electronic structure methods,

force-fields, and periodic codes improve, they can be incorporated within HMBI to advance
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the theoretical study of molecular crystals. By combining MP2D for monomer and close-

range dimer energies with periodic Hartree-Fock for long-range dimers and the many-body

contributions, it was possible to accurately calculate the energy differences between poly-

morphs of three challenging systems. In the case of ortho-acetamidobenzamide and ROY,

energy rankings that are in good agreement with experiment were obtained for the first

time. For oxalyl dihydrazide MP2D/HMBI served a dual purpose. First, MP2D/HMBI

provided a satisfactory ranking of the polymorphs with respect to the experimentally de-

termined order. Second, HMBI revealed the extent to which periodic DFT methods benefit

from error cancellation. This insight reveals that caution should be used when considering

polymorphic energy rankings obtained with DFT.

HMBI offers the ability to apply wavefunction methods to the study of molecu-

lar crystals. However, high-level QM methods can quickly become infeasible for the dimer

calculations needed in a full HMBI treatment. We discovered that often times delocal-

ization error manifests itself by overstabilizing and thereby erroneously giving preference

to certain monomer conformations. This error leads to overstabilization of planar molec-

ular conformations in pharmaceuticals, and preference for the twisted conformations of

rubrene and rubrene derivatives. Replacing the DFT monomer energies with MP2D and

SCS-MP2D yielded polymorph energy rankings in excellent agreement with experiment for

ortho-acetamidobenzamide, ROY, molecule X, galunisertib, axitinib, and perfluororubrene.

Although monomer correction works well for systems where monomer conforma-

tions are ill-described by DFT, two important issues must still be addressed. First, for

systems like oxalyl dihydrazide the monomer correction method does not work. DFT works
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by fortuitous error cancellation in this system, and applying the monomer correction dis-

rupts this. Plane-wave hybrid functionals may be better at describing intermolecular inter-

actions, in which case a monomer correction could then be applied successfully. Second, the

monomer correction method has not been shown to work with finite temperature effects.

Most polymorph energy rankings are obtained at 0 K, but phonon vibrational frequencies

are sometimes necessary in order to obtain the correct relationship between polymorphs. It

remains to be seen whether including these effects will further improve monomer corrected

energy rankings, or if their inclusion will disrupt fortuitous error cancellation, thereby yield-

ing inaccurate energy rankings.

Currently, the monomer correction method is being applied to full CSP landscapes.

Past CSP studies on ROY have succeeded at predicting many of the experimentally verified

forms, but the landscapes are plagued by unobserved structures, and inconsistent energy

ordering of the known forms. Figure 7.1 shows preliminary results obtained by applying

SCS-MP2D monomer corrections to the 50 lowest energy structures and known experi-

mental structures from a ROY CSP landscape obtained with the largely force-field based

CrystalOptimizer code.387 Although the CrystalOptimizer landscape in panel (a) identifies

nearly all of the experimentally verified structures, SCS-MP2D improves the ordering of the

known forms while dramatically reducing the number of unobserved structures in the low

energy regime. There are at least 12 known polymorphs of ROY, but the experimentally

determined stability ordering is known for 8 forms: Y > YT04 > R > OP > ON > YN >

ORP. Notable problems with the CrystalOptimizer landscape include overstabilization of

the R form with respect to Y by 2 kJ/mol, the known third most stable polymorph, YT04,
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Figure 7.1: (a) ROY CSP landscape generated by a structure search using the CrystalOp-

timizer code. (b) Refined landscape obtained by optimizing the 50 lowest energy and all

known ROY forms with the B86bPBE-XDM functional. (c) SCS-MP2D CSP landscape

obtained by monomer correcting the B86bPBE-XDM energies.

is ranked as the 29th most stable structure, and within the top 10 most stable structures,

6 of them have never been verified experimentally. SCS-MP2D improves the CrystalOp-

timizer landscape in several ways: (1) the 4 lowest energy structures correspond to the 4

lowest energy experimental structures, (2) the energy difference between R and Y is reduced

to 0.2 kJ/mol, and (3) 8 of the 11 lowest energy structures correspond to experimentally

determined structures.

The SCS-MP2D landscape is not perfect. First, the R form should be less stable

than Y and YT04, but is found to be slightly more stable. However, finite temperature

effects have not been included, so it is possible that these effects are necessary. Second,

SCS-MP2D stabilizes the 49th structure from CrystalOptimizer and pushes it into the top

10 most stable strucutres. The CrystalOptimizer landscape includes over 1000 structures,
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so it is possible that more structures could be artificially stabilized by SCS-MP2D. Also,

the monomer correction is considerably more computationally efficient than HMBI, but it

would still be a considerable effort to perform a monomer correction on 1000 structures.

The most computationally efficient approach is directly correcting the CrystalOptimzer

landscape with SCS-MP2D. However, preliminary results suggest this approach does not

meaninfully change the CrystalOptimizer landscape the way monomer correction changes

refined DFT landscapes. It would also be considerably less expensive to perform monomer

corrections on DFT single point energies obtained directly from the CrystalOptimizer struc-

tures. This would still require 1000 DFT calculations, but single point calcualtions are

considerably faster than full geometry optimizations. Two possible solutions exist. First,

we are currently training a tailor-made force-field, trained on the structures refined from the

SCS-MP2D landscape. This force-field will be used to produce a new ROY CSP landscape.

We hypothesize that the tailor-made forcefield will yield a new ROY CSP landscape that can

be monomer corrected directly with SCS-MP2D. Second, if the tailor-made landscape is not

ammenable to direct correction, we are hopeful that the single point energy correction will

be successful. Alternatively, single point energy monomer corrections do seem capable of

identifying the structures that are most sensitive to the monomer correction. Pre-screening

with single-point corrections may substantially reduce the number of structures that must

be refined by optimization. Regardless, even in its current implementation the monomer

correction greatly improves upon pure DFT for polymorph rankings, and the ROY CSP

presented in this conclusion is closer to the experimental reality than any obtained before.

Monomer correction combined with high-level QM models like SCS-MP2D is very promising
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for producing highly accurate crystal structure prediction landscapes, thereby improving the

ability of chemists and material scientists to predict the three-dimensional form of matter

from only the two-dimensional molecular representation.
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Tkatchenko, Commun. Chem. 2, 80 (2019).

[253] P. G. Karamertzanis, G. M. Day, G. W. A. Welch, J. Kendrick, F. J. J. Leusen, M. A.
Neumann, and S. L. Price, J. Chem. Phys. 128, 244708 (2008).

[254] P. J. Bygrave, D. H. Case, and G. M. Day, Faraday Disc. 170, 41 (2014).

[255] M. J. Bryant, S. N. Black, H. Blade, R. Docherty, A. G. Maloney, and S. C. Taylor,
J. Pharm. Sci. 108, 1655 (2019).

[256] L. M. LeBlanc, S. G. Dale, C. R. Taylor, A. D. Becke, G. M. Day, and E. R. Johnson,
Angew. Chem. Int. Ed. 57, 14906 (2018).

196



[257] A. Otero-de-la Roza, L. M. LeBlanc, and E. R. Johnson, J. Chem. Theory Comput.
15, 4933 (2019).

[258] A. M. Reilly and A. Tkatchenko, J. Chem. Phys. 139, 024705 (2013).

[259] O. A. Loboda, G. A. Dolgonos, and A. D. Boese, J. Chem. Phys. 149, 124104 (2018).

[260] L. Maschio, D. Usvyat, F. R. Manby, S. Casassa, C. Pisani, and M. Schütz, Phys.
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Kawamura, H.-Y. Ko, A. Kokalj, E. Küçükbenli, M. Lazzeri, M. Marsili, N. Marzari,
F. Mauri, N. L. Nguyen, H.-V. Nguyen, A. Otero-de-la Roza, L. Paulatto, S. Poncé, D.
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Rérat, S. Casassa, J. Baima, S. Salustro, and B. Kirtman, WIREs Comput. Mol. Sci.
8, e1360 (2018).

[321] D. Vilela Oliveira, J. Laun, M. F. Peintinger, and T. Bredow, J. Comp. Chem. 40,
2364 (2019).

[322] H. L. Woodcock, H. F. Schaefer, and P. R. Schreiner, J. Phys. Chem. A 106, 11923
(2002).

[323] T. Heaton-Burgess and W. Yang, J. Chem. Phys. 132, 234113 (2010).

[324] X. Tan, K. Wang, T. Yan, X. Li, J. Liu, K. Yang, B. Liu, G. Zou, and B. Zou, J.
Phys. Chem. C 119, 10178 (2015).

[325] A. Burger and R. Ramberger, Mikrochim. Acta 72, 259 (1979).

[326] S. L. Price, D. E. Braun, and S. M. Reutzel-Edens, Chem. Commun. 52, 7065 (2016).

[327] A. Asmadi, M. A. Neumann, J. Kendrick, P. Girard, M. A. Perrin, and F. J. J. Leusen,
J. Phys. Chem. B 113, 16303 (2009).

[328] J. van de Streek, M. A. Neumann, and M.-A. Perrin, CrystEngComm 12, 3827 (2010).

[329] D. E. Braun, R. M. Bhardwaj, A. J. Florence, D. A. Tocher, and S. L. Price, Cryst.
Growth Des. 13, 19 (2013).

[330] Q. Zhu, A. G. Shtukenberg, D. J. Carter, T.-Q. Yu, J. Yang, M. Chen, P. Raiteri,
A. R. Oganov, B. Pokroy, I. Polishchuk, P. J. Bygrave, G. M. Day, A. L. Rohl, M. E.
Tuckerman, and B. Kahr, J. Am. Chem. Soc. 138, 4881 (2016).

[331] M. Vasileiadis, A. V. Kazantsev, P. G. Karamertzanis, C. S. Adjiman, and C. C.
Pantelides, Acta Cryst. B 68, 677 (2012).

[332] M. Drač́ınský, P. Unzueta, and G. J. O. Beran, Phys. Chem. Chem. Phys. 21, 14992
(2019).

[333] C. Müller and B. Paulus, Phys. Chem. Chem. Phys. 14, 7605 (2012).

[334] G. M. Day, W. D. S. Motherwell, H. L. Ammon, S. X. M. Boerrigter, R. G. Della
Valle, E. Venuti, A. Dzyabchenko, J. D. Dunitz, B. Schweizer, B. P. van Eijck, P. Erk,
J. C. Facelli, V. E. Bazterra, M. B. Ferraro, D. W. M. Hofmann, F. J. J. Leusen, C.
Liang, C. C. Pantelides, P. G. Karamertzanis, S. L. Price, T. C. Lewis, H. Nowell, A.
Torrisi, H. A. Scheraga, Y. A. Arnautova, M. U. Schmidt, and P. Verwer, Acta Cryst.
B 61, 511 (2005).

[335] B. P. Chekal, A. M. Campeta, Y. A. Abramov, N. Feeder, P. P. Glynn, R. W.
McLaughlin, P. A. Meenan, and R. A. Singer, Org. Proc. Res. Dev. 13, 1327 (2009).

[336] A. M. Campeta, B. P. Chekal, Y. A. Abramov, P. A. Meenan, M. J. Henson, B. Shi,
R. A. Singer, and K. R. Horspool, J. Pharm. Sci. 99, 3874 (2010).

200



[337] D. Lupyan, Y. A. Abramov, and W. Sherman, J. Comput. Aided Mol. Des. 26, 1195
(2012).

[338] A. Otero-de-la Roza and E. R. Johnson, J. Chem. Phys. 137, 054103 (2012).

[339] J. Takeya, M. Yamagishi, Y. Tominari, R. Hirahara, Y. Nakazawa, T. Nishikawa, T.
Kawase, T. Shimoda, and S. Ogawa, Appl. Phys. Lett. 90, (2007).

[340] G. Schweicher, G. Garbay, R. Jouclas, F. Vibert, F. Devaux, and Y. H. Geerts, Adv.
Mater. 32, 1905909 (2020).

[341] M. Kytka, L. Gisslen, A. Gerlach, U. Heinemeyer, J. Kováč, R. Scholz, and F.
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[370] S. Andersson and M. Grüning, J. Phys. Chem. A 108, 7621 (2004).

[371] T. Bally and G. N. Sastry, J. Phys. Chem. A 101, 7923 (1997).

[372] A. Ruzsinszky, J. P. Perdew, G. I. Csonka, O. A. Vydrov, and G. E. Scuseria, J.
Chem. Phys. 125, 194112 (2006).

[373] A. D. Dutoi and M. Head-Gordon, Chem. Phys. Lett. 422, 230 (2006).

[374] M.-C. Kim, E. Sim, and K. Burke, Phys. Rev. Lett. 111, 073003 (2013).

[375] B. G. Janesko and G. E. Scuseria, J. Chem. Phys. 128, 244112 (2008).

202



[376] P. Verma, A. Perera, and R. J. Bartlett, Chem. Phys. Lett. 524, 10 (2012).

[377] M.-C. Kim, E. Sim, and K. Burke, J. Chem. Phys. 140, 18A528 (2014).

[378] M.-C. Kim, H. Park, S. Son, E. Sim, and K. Burke, J. Phys. Chem. Lett. 6, 3802
(2015).
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Appendix A

Supporting Information for
“Accurate noncovalent interactions
via dispersion-corrected
second-order Møller-Plesset
perturbation theory”

A.1 Additional Computational Details

This Section provides additional information regarding (1) the Tang-Toennies
damping parameterization and (2) details for the anthracene and helicene benchmark cal-
culations. The latter benchmarks have not previously been published.

A.1.1 Separate vs Shared Tang-Toennies Damping

As described in the main paper, better reproduction of individual UCHF and CKS
dispersion energies is obtained using separate Tang-Toennies damping parameters for each
type of dispersion energy. As shown in Table A.1, the optimal a1 and a2 Tang-Toennies
parameters can differ significantly for the UCHF and CKS dispersion energies. Nevertheless,
one can obtain very good results with a common set of Tang-Toennies parameters for both
the UCHF and CKS dispersion energies.

As an example, Figure A.1 examines the components of the dispersion correction
for the benzene-uracil dimer (dimer #28 from S66x8). Figures A.1a and A.1b demonstrate
that both the MP2D models with shared CKS and UCHF damping parameters (the rec-
ommended MP2D model) and one with separate damping parameters underestimate the
magnitude of the MP2C UCHF and CKS dispersion, particularly at short range. Using
separate damping parameters instead gives UCHF and CKS component dispersion ener-
gies that are closer to the MP2C results. However, the net dispersion correction, which is
the difference between the CKS and UCHF dispersion energies, is quite similar in all three
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Table A.1: Comparison of optimal MP2D parameters when one uses shared or separate
Tang-Toennies damping parameters for the UCHF and CKS dispersion energies. The shared
damping set here is identical to the one used throughout the main paper.

Parameter Shared Damping Separate Damping
UCHF CKS

s8 1.187 0.997
a1 0.944 1.031 1.207
a2 0.480 Å -0.477 Å 1.207 Å
rcut 0.72 0.71
w 0.20 0.20

cases and is close to the exact correction (i.e. the difference between MP2 and CCSD(T)), as
shown in Figure A.1c. In this particular dimer, MP2D with the shared damping parameters
actually gives slightly smaller errors overall (Figure A.1d) than either the separate damp-
ing parameter model or MP2C. Of course, from the data presented in the paper, MP2C
generally performs modestly better than MP2D over a larger suite of benchmarks.
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Figure A.1: Examination of the (a) UCHF dispersion, (b) CKS dispersion, (c) net MP2
dispersion correction, and (d) Errors in the predicted interaction energies for the benzene-
uracil π-π dimer from the S66x8 benchmark set.
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A.1.2 Benchmark data sets

The anthracene and [7]helicene potential energy curves presented here have not
been published previously. Details about their generation, along with reference structures
and energies are provided here.

A.1.3 Anthracene PES

The geometries for the 1-D anthracene dimerization potential energy scan were
optimized at the BLYP-D3(BJ)/def2-TZVP level of theory, constraining the distance be-
tween the two anthracene molecules at C7–C21 and C8–C22 (as numbered in the provided
coordinate files) and relaxing all other degrees of freedom. Complete-basis-set reference
CCSD(T) energies were then approximated via the focal point approach as

ECCSD(T )/CBS ≈ EMP2/CBS +
(
ECCSD(T )/cc−pV DZ − EMP2/cc−pV DZ

)
(A.1)

The MP2/CBS extrapolation was performed from the cc-pVTZ and cc-pVQZ basis sets,
and the post-MP2 correction evaluated in the cc-pVDZ basis set. Diffuse functions were
omitted due to the large system size and the large degree of basis function overlap in the
covalent regime. Ideally one would use a basis set larger than cc-pVDZ for estimating the
post-MP2 correlation, but given the size of the system and the number of data points, we
opted for cc-pVDZ. The identical focal-point strategy was used to compute the MP2.5/CBS
energies. The CCSD(T) calculations were run using the density-fitted frozen natural orbital
implementation in PSI4. However, at the default 10−6 natural orbital cutoff used, no virtual
orbitals were actually truncated in this system.

Energies are computed relative to that of two non-interacting anthracene monomers,
with the results listed in Table A.2. Note that spin-restricted orbitals were used through-
out. Static correlation likely becomes significant near the transition from the covalent to
non-covalent basins. Cartesian coordinates of the geometries used are provided separately.
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Table A.2: 1-D potential energy scan for the anthracene dimer relative to two non-
interacting anthracene monomers (in kcal/mol). The CCSD(T) results are used as the
reference value.

R (Å) CCSD(T) MP2.5 MP2 MP2D B3LYP-D3(BJ)
CBS CBS CBS CBS def2-QZVP

1.40 14.05 12.60 3.92 13.17 27.71
1.50 -5.68 -6.98 -15.13 -6.67 8.13
1.60 -11.15 -12.31 -20.30 -12.56 2.30
1.70 -8.42 -9.42 -17.62 -10.45 4.33
1.80 -1.34 -2.19 -11.07 -4.05 10.46
1.90 7.69 7.04 -2.76 4.64 18.28
2.00 17.10 16.71 5.79 14.94 26.00
2.10 25.94 25.78 13.36 24.87 32.50
2.20 33.63 33.60 19.37 31.79 38.31
2.30 39.93 40.01 23.85 36.27 43.53
2.40 44.77 44.94 26.84 39.09 47.81
2.50 48.22 48.57 28.89 40.81 53.64
2.60 21.16 19.87 7.92 18.38 23.70
2.70 13.90 12.54 1.63 11.33 15.91
2.80 8.10 6.70 -3.28 5.71 9.68
2.90 3.52 2.10 -7.06 1.28 4.75
3.00 -0.05 -1.47 -9.88 -2.16 0.91

R (Å) CCSD(T) MP2.5 MP2 MP2D B3LYP-D3(BJ)
CBS CBS CBS CBS def2-QZVP

3.20 -4.81 -6.20 -13.32 -6.71 -4.24
3.40 -7.29 -8.62 -14.66 -9.01 -6.96
3.60 -8.24 -9.48 -14.60 -9.80 -8.01
3.80 -8.27 -9.33 -13.38 -9.65 -7.98
4.00 -7.55 -8.41 -11.54 -8.72 -7.11
4.20 -6.52 -7.22 -9.63 -7.51 -5.97
4.50 -4.96 -5.45 -7.11 -5.72 -4.34
5.00 -2.93 -3.21 -4.14 -3.45 -2.44
6.00 -0.93 -1.03 -1.36 -1.26 -0.83
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Table A.3: 1-D potential energy scan for [7]helicene relative to linear heptacene (in
kcal/mol). The MP2.5 results are used as the reference value.

R (Å) MP2.5 MP2 MP2D B3LYP-D3(BJ)
CBS CBS CBS def2-QZVP

3.4 -21.158 -29.837 -21.069 -15.671
3.5 -21.945 -30.319 -21.821 -16.514
3.6 -22.551 -30.640 -22.395 -17.162
3.7 -23.014 -30.834 -22.828 -17.666
3.8 -23.357 -30.916 -23.144 -18.050
3.9 -23.603 -30.912 -23.367 -18.337
4.0 -23.775 -30.862 -23.515 -18.540
4.1 -23.878 -30.738 -23.600 -18.675
4.2 -23.930 -30.588 -23.634 -18.754
4.3 -23.930 -30.390 -23.622 -18.786
4.4 -23.908 -30.208 -23.583 -18.781
4.5 -23.837 -29.958 -23.501 -18.744
4.6 -23.738 -29.700 -23.393 -18.678
4.7 -23.612 -29.430 -23.257 -18.582

A.1.4 Helicene PES

To generate the 1-D potential energy surface scan, [7]helicene geometries were
optimized at the B3LYP-D3(BJ)/def2-TZVP level with the distance between C(4)–C(42)
and C(6)–C(45) were constrained (as numbered in the provided coordinate files) to iden-
tical distances ranging from 3.4–4.7 Å. All other nuclear degrees of freedom were relaxed.
Complete-basis-set reference MP2.5 energies were then approximated via the focal point
approach as

EMP2.5/CBS ≈ EMP2/CBS +
(
EMP2.5/cc−pV TZ − EMP2/cc−pV TZ

)
(A.2)

As in the anthracene case, the CBS extrapolation was performed from cc-pVTZ and cc-
pVQZ calculations. Energies are computed as a function of this constrained distance relative
to the energy of linear heptacene (Table A.3). Cartesian coordinates of the geometries used
are provided separately.
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Appendix B

Supporting Information for
“Spin-component-scaled and
dispersion-corrected second-order
Møller-Plesset perturbation
theory: A path toward chemical
accuracy”

This section provides additional insight on (1) an alternative parameter search
where a Bayesian search algorithm with Gaussian processes was explored, (2) how the
damping function changes from MP2D to SCS-MP2D, (3) a table displaying the percent
relative root mean square errors for each method on each benchmark data set, and (4) the
full anthracene photodimer potential energy curve.

B.1 Bayesian Parameter Search Algorithm

Bayesian optimization is intended to find optimal parameters (x1, ..., xn) for an
unknown function f(x1, ... xn). For example, Bayesian optimization is useful for finding
optimal hyperparameters in machine learning models, especially when the model is expen-
sive to train. If analytic gradients of the objective function are available, then Bayesian
optimization will likely be less efficient than a gradient-based optimizer. For that reason,
the evolutionary algorithm with gradient-based minimization was employed for the primary
parameter search in this work. However, given the rough SCS-MP2D parameter landscape
with many local minima, Bayesian optimization was employed as a secondary check for
discovering any potential alternate parameter sets that might have been missed in the evo-
lutionary search.

A Bayesian algorithm with Gaussian processes was used in this work as a probe of
the likely parameter space, and as a convergence test for the genetic/gradient optimization
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Figure B.1: Example of a Bayesian parameters search: (1) the optimizer is seeded with good
parameter sets from the genetic/gradient optimizer, (2) 50 random points are sampled
within a predefined sample space, and (3) new points are sampled based on a function
constructed from the seeded and random guess points.

algorithm. The Bayesian optimizer was seeded with top performing parameter sets from the
evolutionary algorithm/gradient-based optimizations. The progression of the optimizer is
shown in Figure B.1. Initially the Bayesian algorithm probes the potential energy landscape
of the optimization problem with the seed points, then a predefined number of random
points are sampled and used to construct a probability model of the objective function for
the parameter space. After the random points are sampled, the most promising points
according to the probability model are sampled. The probability model is continuously
updated as new points are sampled. As exemplified by Figure B.2, none of the Bayesian
search runs identified any parameter sets that were better than what the evolutionary
algorithm searches found. This result increases the confidence that an optimal or near-
optimal set of parameters was discovered for the chosen training data.
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Figure B.2: Zooming in on the search space shows how the Bayesian optimizer finds new
parameter sets that perform well, but do not match the performance of the best parameter
sets from the genetic/gradient optimizer.
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B.2 Comparing the Tang-Toennies damping function from
MP2D and SCS-MP2D

Here, the Tang-Toennies damping function is plotted as a function of the inter-
atomic distance between three different atom pairs (C-C, C-H, and H-H) for our original
MP2D method and SCS-MP2D. Compared to MP2D, SCS-MP2D allows the dispersion
term to contribute more at shorter ranges. It is possible that this is in response to the re-
duced scaling of the opposite-spin Cos and same-spin Css coefficients in SCS-MP2D. Their
respective values of 0.8263 and 0.9004 are both less than 1. Unlike the original SCS-MP2
and SCS-MI-MP2 methods, SCS-MP2D has both spin components reduced from the canon-
ical value of 1. It is also worth observing that the Cos and Css values are very similar. This
suggests it could be possible to develop an SCS-MP2D type method with a single scaling
coefficient for the MP2 correlation energy.
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Figure B.3: Examination of the Tang-Toennies damping function f6 as a function of the
interatomic distance, R, for three atom-type interactions.
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B.3 Percent Weighted Root Mean Square Errors for Bench-
mark Data Sets

As a companion to Table 2 in the main paper, Table B.1 summarizes the relative
root-mean-square errors for the data sets

Table B.1: Relative root mean square error (%) calculated by dividing the RMSE by the
mean absolute value of the reference energies and multiplying by 100. The asterix (?)
indicates data sets that were used to fit SCS-MP2D.

DSD- revDSD-
Data Set MP2 MP2D SCS-MP2D BLYP PBEP86 ωB97X-V ωB97M-V

-D3(BJ) -D3(BJ)
CBS CBS CBS def2-QZVP def2-QZVP def2-QZVP aQZ

Intermolecular Interactions

S66x8 16.71 3.92 3.10? 4.51 4.08 5.32 2.73

3B-69 Dimers 8.08 5.08 4.35 4.70 4.57 4.85 4.07

SSI 4.31 1.87 2.02 1.80 1.45 2.40 1.80

HBC6 2.96 2.46 2.36 3.44 1.58 2.98 2.20

NBC10 98.56 18.62 8.71 20.97 4.43 21.87 10.60

Charge Transfer 19.61 4.06 2.46 5.52 4.48 4.12 3.26

HB375 7.69 2.86 2.26 2.50 2.37 3.09 3.38

IHB100 2.36 2.44 1.77 2.19 1.38 1.93 1.88

Conformational Energies

SCONF 6.72 7.65 3.98? 5.74 2.93 4.57 5.15

ACONF 6.00 3.60 6.32 4.53 12.84 3.27 4.53

Amino20x4 10.66 6.89 7.30 6.66 6.82 9.86 9.84

MCONF 20.52 8.13 6.62 11.15 3.92 5.43 7.93

PCONF21 68.45 25.90 19.36 29.39 14.02 21.58 42.81

Reaction Energies

DARC 12.22 5.84 4.35? 3.37 1.96 13.49 3.01

ISO34 11.53 9.76 6.62 7.26 3.34 10.68 5.66

ISOL24 16.74 12.64 10.07 12.19 7.79 18.92 10.87

IDISP 49.40 9.97 9.06 11.27 4.70 27.28 19.87
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B.4 Complete Anthracene Photodimerization Potential En-
ergy Curve

This plot shows the full potential energy curve for the anthracene photodimer-
ization. As stated in the main paper, the restricted, single-reference electronic structure
models are probably not reliable in the intermediate regime between the two wells due to
the substantial static correlation associated with forming/breaking two C-C single bonds.
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Figure B.4: 1-D potential energy scan following the dissociation of an anthracene pho-
todimer to a separated π-stacked dimer
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Appendix C

Supplementary Information for
“Overcoming the difficulties of
predicting conformational
polymorph energetics in molecular
crystals via correlated
wavefunction methods”

C.1 Additional Computational Details

C.1.1 DFT Monkhorst-Pack grids and quality of the optimized structures

The planewave DFT Monkhorst-Pack grids indicated in Table E.4 were used for
the B86bPBE-XDM geometry optimizations and single-point energies. These choices were
made by systematically increasing the grid until the geometry no longer changed. Roughly
speaking, 9 k-points were used for lattice constants below 4 Å, 7 k-points were used for lattice
constants of 4–6 Å, 5 k-points for lattice constants of 6–8 Å, 3 k-points for lattice constants
8-12 Å, and 1 k-point for larger lattice constants. Table E.4 also indicates the rmsd15 value
for the 0 K (fully relaxed) and 298 K (fixed experimental lattice parameters) B86bPBE-
XDM geometry optimizations. The rmsd15 metric indicates the root-mean-square deviation
in the non-hydrogen atomic positions for a cluster of 15 molecules in each crystal.388

For o-acetamidobenzamide, the room-temperature x-ray diffraction structures of
ACBNZA and ACBNZA01 were chosen over the more recent low-temperature neutron
diffraction structures (ACBNZA02 and ACBNZA03)389 to enable examination of the tem-
perature dependent behaviors. Full B86bPBE-XDM relaxation of the neutron diffraction
structures resulted in structures that were virtually identical to those used here (rmsd15
differences less than 0.04 Å and energy differences of 0.1 kJ/mol or less).

An earlier study203 employing the PBE-NP dispersion-corrected DFT functional
found that the ON structure relaxed considerably upon optimization, with the key in-
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tramolecular dihedral angle θ changing by ∼25◦. This suggested that DFT might be partic-
ularly problematic for the ON polymorph. However, the B86bPBE-XDM functional used
here does not appear to suffer from the same problems in reproducing the experimental
crystal structures. For the fixed-cell optimization, the dihedral angle θ changes only 2.6◦,
which is on par with the average 3.4 ± 2.4◦ change observed for the other seven polymorphs
(Table C.2). Relaxing the cell fully leads to a larger 9.5◦ change in that dihedral angle,
but this is again on par with the average change of 8.2 ± 3.6◦ change seen for the other
forms. Structure overlays give rmsd15 values of 0.05 Å for the fixed cell and 0.22 Å for the
fully relaxed cell relative to experiment, which are again compatible with values seen for
the other crystals (Table E.4). In other words, there is no obvious structural discrepancy
between the B86bPBE-XDM and experimentally reported structures that might account
for the disagreement in relative stabilities.

Table C.1: Summary of k-point grids and quality of the agreement between the predicted
and experimental crystal structures.

Crystal Polymorph CSD RefCode k-point grid 0 K Structure 298 K Structure
rmsd15 (Å) rmsd15 (Å)

o-Acetamidobenzamide
α form ACBNZA (7,3,3) 0.158 0.039
β form ACBNZA01 (5,3,3) 0.144 0.050

ROY
form Y QAXMEH01 (3,1,3) 0.220 0.048

form YT04 QAXMEH12 (5,3,3) 0.208 0.051
form R QAXMEH02 (5,5,3) 0.163 0.052

form OP QAXMEH03 (5,3,3) 0.199 0.075
form ON QAXMEH (9,1,1) 0.219 0.047
form YN QAXMEH04 (7,3,3) 0.250 0.050

form ORP QAXMEH05 (1,3,1) 0.454 0.053
form PO13 QAXMEH52 (7,1,3) 0.255 0.099
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Crystal Polymorph CSD RefCode k-point grid 0 K Structure 298 K Structure
rmsd15 (Å) rmsd15 (Å)

Oxalyl Dihydrazide
α form VIPKIO01 (9,7,3) 0.071 0.040
β form VIPKIO02 (9,3,7) 0.333 0.041
γ form VIPKIO03 (7,1,5) 0.130 0.106
δ form VIPKIO04 (9,1,7) 0.190 0.022
ε form VIPKIO05 (7,9,3) 0.131 0.017

Table C.2: Comparison of the experimental and predicted S-C-N-C dihedral angle θ for the
different ROY polymorphs. Absolute errors between theory and experiment are indicated
in parentheses. The key ON polymorph results are highlighted in bold.

B86bPBE-XDM PBE-N2
Experiment 298 K Structure 0 K Structure 0 K Structure

Y 104.7◦ 108.0◦ (3.2◦) 112.5◦ (7.8◦) 111.6◦ (6.8◦)
YT04 112.8◦ 116.6◦ (3.7◦) 119.8◦ (6.9◦) 118.7◦ (5.8◦)

R 21.7◦ 20.5◦ (1.2◦) 19.5◦ (2.2◦) 22.2◦ (0.4◦)
OP 46.1◦ 43.0◦ (3.1◦) 37.5◦ (8.6◦) 40.1◦ (6.0◦)
ON 52.6◦ 50.0◦ (2.6◦) 43.1◦ (9.5◦) 26.2◦ (26.4◦)
YN 104.0◦ 104.4◦ (0.3◦) 111.3◦ (7.3◦) 112.3◦ (8.3◦)

ORP 39.4◦ 34.4◦ (5.0◦) 29.0◦ (10.4◦) 31.0◦ (8.4◦)
PO13 122.1◦ 129.5◦ (7.5◦) 136.1◦ (14.0◦) 135.3◦ (13.2◦)
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C.1.2 Basis set dependence for the MP2 models

The HMBI calculations here rely on monomer and dimer MP2 calculations. MP2-
based models exhibit slower convergence with basis set than do HF or DFT models, and
the use of large basis sets is important for obtaining well-converged polymorph stability
predictions. In this work, all MP2-based methods were extrapolated to the CBS limit from
aug-cc-pVTZ and aug-cc-pVQZ results. Additionally, the MP2D dispersion correction was
designed for use with large basis sets, and the short-range damping functions were fitted
against CBS-limit results.5

Figures C.1 and C.2 show the dramatic impact of basis set completeness on the
predicted polymorph stabilities for acetamidobenzamide and ROY. In acetamidobenzamide,
the relative stability of the two forms changes by more than 6 kJ/mol between aug-cc-pVDZ
and the CBS limit. Examination of the 1-body and 2-body contributions (not explicitly
shown here) indicates that the basis set dependence is approximately evenly split between
the intra- and intermolecular contributions. The ROY polymorph stabilities also exhibit
strong basis set dependence. For polymorph ORP, the relative stability decreases 6.9 kJ/mol
between aug-cc-pVDZ and the CBS limit. The average magnitude of the basis set change
between aug-cc-pVDZ and the CBS limit is 3.6 kJ/mol, which again is substantial on the
energy scale of polymorphism. The basis set dependence for oxalyl dihydrazide has been
examined previously,224,318 and similar results were found to those shown here for ROY and
acetamidobenzamide.
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Figure C.1: Dependence of the polymorph stabilities for o-acetamidobenzamide on the basis
set used for the MP2D 1 & 2-body contributions. In all cases, periodic HF/pob-TZVP-rev2
was used for the many-body contribution.
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Figure C.2: Dependence of the ROY polymorph stabilities on the basis set used for the
MP2D 1 & 2-body contributions. In all cases, periodic HF/pob-TZVP-rev2 was used for
the many-body contribution.
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C.1.3 Selection of the Hartree-Fock many-body treatment basis set

The 1-body (monomer) and 2-body (dimer) terms frequently account for 90% or
more of the total lattice energy in the HMBI model, while the remaining ∼10% results from
the intermolecular many-body contributions. However, in the polymorphic systems consid-
ered in this paper, the proportional impact of the many-body term on the relative polymorph
energies is considerably larger. Therefore, it is important to obtain a well-converged de-
scription of the many-body term. Periodic HF is relatively inexpensive, particularly when
Gaussian basis sets are employed, and can describe the frequently dominant many-body
polarization effects.

Periodic HF (and DFT) calculations with large Gaussian basis sets suffer from
well-known issues with linear dependencies and poor convergence of the self-consistent-
field equations. Adapting a Gaussian basis sets designed for molecular systems to periodic
calculations typically requires eliminating the most diffuse basis functions and subsequent
re-tuning of the remaining basis functions. Several triple-ζ basis sets have been developed in
recent years, including the pob-TZVP,390 pob-TZVP-rev2,391 and mTZVP basis set.392 All
three are modified versions of the popular def2-TZVP basis intended for periodic systems.

To assess the performance of these three basis sets, 15 five-molecule clusters were
extracted from the oxalyl dihydrazide polymorphs. HF calculations were performed on the
entire gas-phase cluster, and then separately subtracting out the HF monomer and dimer
contributions according to a many-body expansion. Consistent with the HMBI treatment
of the many-body terms, no counterpoise correction is employed in either the full cluster
nor the fragment calculations. The HF/def2-QZVP results are chosen as the benchmark,
and these results are compared against the traditional def2-TZVP basis set and the three
aforementioned triple-ζ basis sets that are suitable for periodic calculations.

As shown in Table C.3, the def2-TZVP basis set gives the root-mean-square (RMS)
error of 0.31 kJ/mol per monomer versus def2-QZVP. The pob-TZVP-rev2 basis revised the
pob-TZVP basis in order to reduce the occurrence of basis set superposition error (BSSE).
While BSSE is more prevalent in dimer interactions, the results here show that the pob-
TZVP-rev2 basis gives considerably smaller errors (0.31 kJ/mol) than pob-TZVP (0.63
kJ/mol) relative to the benchmark def2-QZVP values. Finally, the mTZVP basis, which
typically exhibits even less BSSE, predicts many-body contributions with errors intermedi-
ate between the two other basis sets. In the end, the pob-TZVP-rev2 basis was adopted in
this study based on these benchmarks.
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Table C.3: Predicted HF many-body energies (in kJ/mol per monomer) and the root-mean-
square (RMS) error versus the def2-QZVP basis set results for 15 different clusters cut from
the five polymorphs of oxalyl dihydrazide.

Cluster def2-QZVP def2-TZVP pob-TZVP pob-TZVP-rev2 mTZVP

α cluster #1 -1.87 -1.60 -1.51 -1.68 -1.20
α cluster #2 -4.05 -3.92 -4.20 -4.33 -3.82
α cluster #3 0.15 0.38 0.73 0.43 0.41
β cluster #1 -0.09 0.00 0.09 0.05 0.07
β cluster #2 0.00 0.21 0.29 0.02 0.40
β cluster #3 -0.02 0.27 0.55 0.29 0.49
γ cluster #1 0.36 0.60 0.89 0.68 0.62
γ cluster #2 0.05 0.15 0.35 0.25 0.13
γ cluster #3 0.33 0.58 0.83 0.66 0.65
δ cluster #1 0.17 0.36 0.61 0.44 0.46
δ cluster #2 -0.08 -0.11 0.45 0.23 -0.26
δ cluster #3 -0.70 -0.59 -0.50 -0.61 -0.54
ε cluster #1 -0.23 0.03 -0.03 -0.13 0.11
ε cluster #2 0.38 0.39 0.50 0.43 0.22
ε cluster #3 0.80 0.95 1.22 1.03 0.82

RMS Error 0.31 0.63 0.37 0.51

Figure C.3: Three sample oxalyl dihydrazide pentamer clusters. From left to right: α
cluster #2, β cluster #3, and δ cluster #2.
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C.2 o-Acetamidobenzamide polymorphs

C.2.1 Enthalpies and Gibbs Free Energies

To augment the enthalpy and free energy curves shown in the main paper, Fig-
ure C.4 plots the corresponding semi-schematic G and H curves for all four methods con-
sidered in the main paper. All three MP2-based models agree that the β form is thermo-
dynamically preferred at high temperatures, though the specific free energies differ. MP2
predicts an enantiotropic relationship, while MP2C predicts a monotropic one. For MP2D,
the relationship is also enantiotropic, though the two forms are nearly degenerate at 0 K.
Consistent with experiment, all three MP2-based methods predict an exothermic ∆Hα→β
phase transition at elevated temperatures. In contrast, B86bPBE-XDM incorrectly predicts
an endothermic phase transition and that the α form is thermodynamically more stable at
all temperatures. Examination of the ∆Hα→β values shown in Table 1 and Figure 3 of the
main manuscript suggests that MP2C overestimates the stability of the β form due largely
to the neglect of intramolecular dispersion.
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Figure C.4: Comparison of the predicted enthalpies and Gibbs free energies for the two
polymorphs of o-acetamidobenzamide as computed with several different models. Data
points were computed, but the curves connecting them are merely schematic.
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Table C.4: Lattice energy differences, vibrational enthalpy contributions, and vibra-
tional Gibbs free energy contributions to the α–β polymorph energy differences in o-
acetamidobenzamide, in kJ/mol. Positive values indicate α is more stable than β. Summing
the lattice energy and vibrational enthalpy contributions gives the results plotted in Figure 3
of the main paper.

B86bPBE-XDM
Lattice Energy Contributions Phonon Contrib.

T (K) B86bPBE-XDM MP2 MP2D MP2C Hvib Gvib
0 K 5.8 3.2 1.4 -2.1 -1.3 -1.3

298 K 5.2 -1.9 -1.7 -5.2 0.3 -0.9
423 Ka 4.9 -4.1 -3.0 -6.5 1.0 0.4

Change 0 K→298 K -0.6 -5.1 -3.1 -3.0 1.6 0.4
Change 0 K→423 K -0.9 -7.3 -4.4 -4.3 2.3 0.5

a Linearly extrapolated to 423 K from 0 K and 298 K values

To understand the temperature dependence of the o-acetamidobenzamide predic-
tions better, Table C.4 decomposes the temperature dependence into lattice energy con-
tributions (due to thermal expansion) and phonon contributions. Note that the MP2-type
results use B86bPBE-XDM phonon frequencies, meaning that the vibrational contributions
to the enthalpy Hvib and free energy Gvib are identical across all methods here.

For B86bPBE-XDM, the lattice energy changes stabilize the β form relative to α
by less than 1 kJ/mol over the 0–423 K temperature range, while the vibrational enthalpy
destabilizes the β form by 2.3 kJ/mol. The MP2-based models all predict more substantial
lattice energy-driven stabilization of the β polymorph with increasing temperature, rang-
ing from -7.3 kJ/mol for MP2 to -4.3–4.4 for the dispersion-corrected MP2D and MP2C
models. These lattice energy changes favoring the β form at higher temperatures are par-
tially canceled by the phonon contributions that increasingly favor the α form at higher
temperatures, leading to the final predicted MP2D enthalpy that agrees very well with the
experimentally measured transition enthalpy, as described in the main paper.
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C.3 ROY polymorphs

C.3.1 Relative polymorph energies

Table C.5 summarizes the lattice energies computed here that were used to gen-
erate Figure 5 in the main paper.

Table C.5: Summary of relative lattice energies (in kJ/mol) computed here using the fixed-
cell room temperature crystal structures.

Polymorph B86bPBE-XDM MP2 MP2D

Y 0.0 0.0 0.0
YT04 -0.4 1.5 2.0

R -6.2 2.9 3.2
OP -3.1 3.4 3.5
ON -3.7 7.5 8.2
YN 1.3 5.1 5.4

ORP -4.6 7.2 6.9
PO13 -3.0 6.0 6.4
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C.3.2 Impact of the MP2D dispersion correction

Figure C.5 compares HMBI results with MP2 and MP2D. The differences in the
relative polymorph energies are less than 1 kJ/mol throughout. In all cases except ORP, the
dispersion correction slightly destabilizes the polymorphs relative to Y. Note that although
the impact on the relative polymorph energies is small in this instance, the dispersion
correction has a big impact on the overall lattice energies. For example, MP2D reduces the
strength of the 2-body interaction energies by 27–31 kJ/mol, depending on the polymorph.
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Figure C.5: The impact of the MP2D dispersion correction on the relative polymorph
energies is fairly modest in ROY, as compared to uncorrected MP2.
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C.3.3 Comparison of 0 K and room-temperature structures

Figure C.6 plots the relative energies with DFT and MP2D for the fully relaxed
0 K structures and the fixed-cell room-temperature structures. Note that the results here
compare MP2D in the aug-cc-pVTZ basis, rather than in the CBS limit like all other results
presented here. This basis set was chosen for the 0 K structures to reduce computational
costs.

At the DFT level, the differences in the relative lattice energies for the two sets
of structures are quite small. For MP2D, they are considerably larger. The reasons behind
the larger MP2D differences are not entirely clear. One potential explanation could be that
the optimal MP2D geometries might differ somewhat from the DFT ones, and therefore
the DFT optimal structures correspond to steeper portions of the MP2D potential energy
surface (and therefore one obtains larger changes in the energies with the geometry changes).
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Figure C.6: The impact of using fully-relaxed (0 K) structures versus fixed-cell relaxations
(298 K) on the relative lattice energies.
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C.3.4 Omission of the R05 polymorph

The R05 polymorph is omitted from the present study because it was recently
discovered that the HMBI model energies are poorly convergent in polar unit cells. The
treatment of long-range electrostatics is generally problematic in periodic cells with a net
dipole moment. In practice, this issue is frequently managed via application of tin-foil
boundary conditions.

The working HMBI expression has the following form:

EHMBI = EpHFcrystal +
(
EMP2D

1body − EHF1body

)
+
(
EMP2D

2body − EHF2body

)
(C.1)

where the 2-body terms are computed out to a cutoff radius of 9–10 Å. A smoothing function
is applied across this interval to ensure smooth potential energy surfaces as the model
transitions from the high-level (MP2D) to low-level (HF). The periodic HF contribution does
employ tin-foil boundary conditions. In non-polar cells, one typically observes well-behaved
convergence of the lattice energy as the 2-body cutoff radius is increased, as expected from
the long-range decay of the interaction energies.

In polar unit cells, however, the contributions from the 2-body terms proves highly
erratic with cutoff radius. For example, in γ-glycine, which has a polar unit cell, the energy
relative to the non-polar α form can vary by many kJ/mol depending on the specific cutoff.
For this reason, results on the R05 polymorph are omitted from the present study.
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C.4 Oxalyl Dihydrazide polymorphs

Table C.6 presents the relative lattice energies for the oxalyl dihydrazide poly-
morphs using the 0 K and room-temperature structures—the same data used to generate
Figure 9 in the main paper. For MP2 and CCSD(T), the many-body treatment is computed
at the periodic HF/pob-TZVP-rev2 level of theory.

Table C.6: Relative lattice energies (in kJ/mol) for the polymorphs of oxalyl dihydrazide
using the fully relaxed 0 K structures or fixed-cell room-temperature structures.

0 K Structures
Polymorph B86bPBE-XDM MP2 MP2C MP2D CCSD(T)

α form 0.0 0.0 0.0 0.0 0.0
β form 12.0 10.1 11.6 9.2 9.2
γ form 10.4 12.7 13.4 10.9 10.4
δ form 7.8 9.8 11.2 8.8 8.0
ε form 4.9 9.2 10.2 8.1 8.1

298 K Structures
Polymorph B86bPBE-XDM MP2 MP2C MP2D

α form 0.0 0.0 0.0 0.0
β form 15.8 12.8 14.6 12.1
γ form 10.4 11.1 12.1 9.5
δ form 8.3 8.5 10.0 7.7
ε form 5.8 7.0 8.1 6.1

Table C.7 shows how the lattice energies, Hvib and Gvib of the different polymorphs
change relative to the α form between the 0 K and room temperature structures. The
lattice energy contributions here amount to the differences between the 0 K and 298 K
results in Table C.6. At the B86bPBE-XDM, the changes in the relative lattice energies
are relative modest, except for the β form, which is destabilized by 3.8 kJ/mol. For the
MP2-based methods, the β form is destabilized slightly less, by ∼3 kJ/mol. On the other
hand, increasing temperature stabilizes the γ, δ, and ε forms by 1–2 kJ/mol relative to α.
The temperature-dependence of the vibrational contributions to the enthalpy are relatively
modest as well, with the other four forms being destabilized by 1–2 kJ/mol relative to the α
form. In the end, the lattice energies and enthalpies predict the same qualitative polymorph
stability orderings, with only small changes in the quantitative values, as can be seen from
Figure C.7. The key temperature-dependent change in the β/γ MP2D stability ordering
arises from lattice energy contributions

229



Table C.7: Change in the relative lattice energies, vibrational enthalpy contributions, and
vibrational Gibbs free energy contributions of oxalyl dihydrazide polymorph stabilities be-
tween the 0 K and room-temperature structures, in kJ/mol. Values are listed relative to
the α polymorph.

B86bPBE-XDM
Lattice Energy Contributions Phonon Contrib.

Change 0 K→298 K Change 0 K→298 K
B86bPBE-XDM MP2 MP2D MP2C Hvib Gvib

α form 0.0 0.0 0.0 0.0 0.0 0.0
β form 3.8 2.7 2.9 3.0 0.8 -5.0
γ form 0.0 -1.6 -1.4 -1.3 1.7 -3.7
δ form 0.5 -1.3 -1.1 -1.1 1.1 -3.0
ε form 0.9 -2.1 -2.0 -2.1 0.9 -1.3
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Figure C.7: Temperature dependence of the relative lattice energies (dotted lines) and
enthalpies (solid lines) for the oxalyl dihydrazide polymorphs. The qualitative stability
ordering is unchanged for both lattice energies and enthalpies.
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C.4.1 Energy decomposition of the polymorph contributions

Table C.8 shows energy decomposition data for oxalyl dihydrazide that was used to
generate Figure 11 in the main paper. MP2 and MP2D give 1-body energies in much better
agreement with the CCSD(T) benchmarks than does B86bPBE-XDM. For the two-body
energies, B86bPBE-XDM does extremely well in the “relative” RMS error vs. CCSD(T)
(i.e. as computed from the data shown in the table, where stabilities are specified relative
to the α polymorph). However, if one instead computes the “absolute” RMS error based on
the total 2-body interaction energies for each form (i.e. interaction energies relative to non-
interacting monomers, summed over all dimers), the DFT functional performs far worse.
MP2 performs even worse than B86bPBE-XDM, while MP2C does somewhat better on the
absolute RMS error. MP2D reproduces CCSD(T) extremely well, with 1.6 kJ/mol errors
in both the absolute and relative RMS errors.

Table C.8: Decomposition of the relative polymorph electronic energies (kJ/mol) for oxa-
lyl dihydrazide 0 K structures into intramolecular (1-body), pairwise intermolecular, and
many-body intermolecular contributions. RMS errors are computed against the CCSD(T)
benchmarks. All MP2 and CCSD(T) models employ the same periodic HF many-body
treatment.

1-Body Intramolecular Contribution
Polymorph B86bPBE-XDM MP2 MP2D CCSD(T)

α form 0.0 0.0 0.0 0.0
β form -50.9 -58.5 -58.7 -58.2
γ form -50.8 -57.2 -57.3 -56.4
δ form -50.0 -52.8 -52.8 -51.0
ε form -48.4 -50.4 -50.4 -49.3

RMS error 4.6 1.1 1.2 —
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2-Body Intermolecular Contribution
Polymorph B86bPBE-XDM MP2 MP2C MP2D CCSD(T)

α form 0.0 0.0 0.0 0.0 0.0
β form 53.7 54.9 56.5 54.2 53.8
γ form 52.4 55.6 56.4 54.0 52.5
δ form 47.3 49.5 48.5 48.5 45.9
ε form 47.2 48.6 47.6 47.6 46.4

RMS error relative 0.8 2.7 3.8 1.6 —
RMS error absolute 7.3 8.1 4.2 1.6 —

Many-Body Contribution
B86bPBE-XDM HF

α form 0.0 0.0
β form 9.2 13.7
γ form 8.8 14.3
δ form 10.4 13.1
ε form 6.1 11.0

232



Appendix D

Supporting Information for
“Inaccurate conformational
energies still hinder crystal
structure prediction in flexible
organic molecules.”

D.1 Computational Methods

D.1.1 General methods

• DFT crystal optimizations: Crystal structures were optimized using the B86bPBE
density functional308,309 with the exchange-hole dipole moment (XDM) dispersion cor-
rection310 as implemented in Quantum Espresso v6.3.316 Both the atomic coordinates
and lattice parameters were relaxed during the optimization. A kinetic energy cutoff
of 50 Ry was used for the wavefunctions and a cutoff of 500 Ry was used for the charge
density and potential. Core electrons were treated via the projector augmented wave
(PAW) approach using PAW potentials for H, C, N, O, and S generated with A. Dal
Corso’s Atomic code v6.1.

The optimized crystal structures are compared against experiment using the rmsd15
metric,388 which compares the root-mean-square deviation in non-hydrogen atom po-
sitions for a cluster of 15 molecules taken from the crystal. Fully relaxed DFT crystal
structures correspond to crystals at 0 K and with no zero-point vibrational energy
contributions. When comparing such DFT structures against room-temperature ex-
perimental structures, rmsd15 values of ∼0.15–0.3 are typical.

• DFT monomer energies: To evaluate the monomer correction, B86bPBE-XDM
single-point energies were computed for each monomer in the asymmetric unit with
planewave B86bPBE-XDM in a large periodic box with 20 Å of vacuum spacing in all
directions. As discussed in Section D.1.2, this is typically sufficient to converge the
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relative monomer conformational energies to within ∼0.1–0.2 kJ/mol. The monomer
geometries were extracted directly from the crystal structures. These calculations
were performed at the Γ point with the same planewave cutoff and PAW potentials
as for the crystal geometry optimizations.

• MP2D monomer energies: Complete basis set MP2D5 monomer energies were
computed on the same monomer geometries using PSI4.137 Density fitting was em-
ployed for both the Hartree-Fock and MP2 portions, and core electrons were frozen
in the MP2 portion of the calculation. Extrapolation of the correlation energy to
the complete basis set (CBS) limit was performed from the aug-cc-pVTZ and aug-
cc-pVQZ basis sets using the standard two-point extrapolation approach.70 The final
MP2/CBS values combined HF/aug-cc-pVQZ with the CBS-limit correlation energies
and the MP2D dispersion correction,

ECBSMP2D = EaQZHF + ECBScorr + EMP2D
disp (D.1)

Large basis sets are important for obtaining converged intramolecular conformational
energies that minimize intramolecular basis set superposition error.188,318 Note that
the MP2D dispersion correction includes five global empirical parameters that were
also fitted to CBS-limit benchmark data.5

MP2D is freely available in PSI4. As of this writing, it can be found in the develop-
mental versions. It should be included in future release versions. Alternatively, a free
code to evaluate the stand-alone correction to MP2 can be obtained from Github:

https://github.com/Chandemonium/MP2D

• CCSD(T) monomer energies: CCSD(T) benchmarks were computed for some
monomer conformational energies using density-fitted frozen natural orbital CCSD(T).
Complete basis set CCSD(T) monomer energies were computed via the focal point
method which combines CCSD(T) in a modest basis set with MP2/CBS,

ECBSCCSD(T ) = ECBSMP2 +
(
EsmallCCSD(T ) − E

small
MP2

)
(D.2)

The aug-cc-pVDZ basis set was used as the small basis set for ROY, while cc-pVTZ
was used for o-acetamidobenzamide and molecule X. In MP2 basis set convergence
tests on o-acetamidobenzamide, the cc-pVTZ basis gave results closer to the CBS
limit than did aug-cc-pVDZ. For ROY, the aug-cc-pVDZ basis set (499 functions)
was chosen over cc-pVTZ (670 functions) for reasons of computational cost. For
the default 10−6 frozen natural orbital occupancy cutoff employed here, no virtual
orbitals were discarded in the cc-pVTZ jobs, while about 5% of the virtual orbitals
were discarded for ROY in the aug-cc-pVDZ basis.

• Monomer-corrected crystal energies: The monomer-corrected energies are com-
puted as,

Ecrystal = EDFTcrystal +
∑
i

(
EMP2D
mon,i − EDFTmon,i

)
(D.3)
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Table D.1: Mean absolute change and maximum change (in parentheses) in the relative
B86bPBE-XDM monomer conformational energies (kJ/mol) upon increasing the minimum
intermolecular vacuum spacing between periodic images. ∆µ indicates the dipole moment
range of the monomer conformations, in Debeye from B3LYP/def2-QZVP.

∆µ (D) 15→20 Å 20→25 Å 25→30 Å

ROY 5.3–8.5 0.12 (0.20) 0.05 (0.08) —
o-Acetamidobenzamide 5.2–7.4 0.17 (0.17) 0.10 (0.10) 0.04 (0.04)
Molecule X 5.2–10.8 0.14 (0.60) 0.05 (0.25) —
Axitinib 2.5–2.9 0.07 (0.09) — —
Galunersitib 5.0–8.2 0.08 (0.17) — —

Note that while the total energy scales for the planewave DFT and MP2 differ some-
what (due to the different basis set types and pseudopotentials), this does not impact
the relative crystal energies. The use of large basis sets for each component of the cal-
culations helps minimize errors that might arise from mixing planewave and Gaussian
basis set contributions with differing degrees of basis set completeness.

• Additional monomer conformational energy calculations: For further anal-
ysis, the performance of several other GGA and hybrid density functionals such as
PBE-D3(BJ), PBE0-D3(BJ), and B3LYP-D3(BJ) are compared for various confor-
mational energies and dihedral angle scans. These were computed with PSI4 using
the def2-QZVP basis set.

D.1.2 Periodic DFT Monomer Cell Convergence

The planewave DFT monomer conformational energies depend on the size of the
periodic box in which they are calculated. For each monomer, the box dimensions were
determined by computing the span of the atomic coordinates along each Cartesian direction
x, y, and z and then adding 20 Å of vacuum spacing to each of those values. This means
that the closest two atoms between the molecule and any periodic image molecules will be
at least 20 Å apart.

The box-size dependence was explored by systematically varying the amount of
vacuum spacing used. The raw conformational energies vary more strongly with box size
than do the relative energy differences between conformations. For example, increasing the
vacuum spacing from 15 Å to 20 Å typically alters the raw energies by an average ∼0.5
kJ/mol, but the relative conformational energy changes are typically only ∼0.1–0.2 kJ/mol.
Table D.1 summarizes the mean and maximum conformational energy changes that occur
upon increasing the box size by 5 Å in each direction. Increasing the box size beyond 20 Å
of vacuum spacing leads to only minor changes in the conformational energy that are likely
smaller than other errors inherent in the calculations.

Monomer dipole moments are a key factor in determining the convergence with
box size. Very polar molecules exhibit longer range interactions with their periodic images
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and will therefore require larger box sizes to converge the energies to the gas-phase limit.
To the extent that the dipole moments are similar across the different conformers, this
box size dependence cancels somewhat. Molecule X provides an excellent example. The
experimental conformation and most of the conformations in the predicted structures have
molecular dipole moments µ ∼ 10–11 D. However, five structures have µ < 10 D. The raw
conformational energies of these five lower-dipole conformers converge more quickly with box
size than do those for the experimental and other structures with µ > 10 D (Figure D.1a).
When the conformational energies are computed relative to the experimental conformation
(Figure D.1b), those conformers with dipole moments similar to the experimental structure
converge fastest—those structures have raw conformational energies that are similarly far
from convergence, so they benefit from more error cancellation. The impact of large dipole
variations on the relative conformational energies explains why Molecule X has the largest
maximum errors in Table D.1. Fortunately, the energies are reasonably well converged with
the 20 Å of vacuum spacing, and the five low-dipole structures which exhibit the largest
box-size induced conformational energy errors have crystal energies lying ∼20–100 kJ/mol
above the experimental structure (Table D.5). In other words, those five structures are
experimentally irrelevant, regardless of any uncertainties in the monomer energies on the
order of a few tenths of a kJ/mol.

In the end, the data presented here shows that a 20 Å vacuum spacing is typically
sufficient to achieve well-converged monomer conformational energies, but that care should
be taken to ensure the planewave DFT monomer calculations are converged with respect to
box size when different conformations exhibit very different dipole moments, as in Molecule
X. The dipole moment ranges are far smaller for the conformations that occur in the other
four systems examined here (Table D.1), and none of them as polar as Molecule X.
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Figure D.1: (a) The conformational energies of the five conformers with dipole moments
less than 10 D converge faster with the amount of vacuum spacing than do the experimental
structure (red) and other structures (gray) with dipole moments above 10 D. (b) The change
in the Molecule X monomer conformational energies relative to that of the experimental
conformer correlates with the molecular dipole moment. The relative conformational ener-
gies converge fastest for conformations whose dipole moment is similar to the experimental
one. Each color represents the relative conformational energy change upon increasing the
box size by 2.5 Å along each axis. As the box vacuum spacing increases from 12.5 Å to
25 Å, the energy differences become less sensitive to dipole moment.
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D.2 ROY

D.2.1 Crystal structures

Fully relaxed crystal structures for ROY were taken from Ref 188. That work
optimized experimental crystal structures taken from the Cambridge Structure Database
(CSD) using the same B86bPBE-XDM model as used in the present paper.

D.2.2 Monomer conformational energies

Figure D.2 compares the conformational energies for the different intramolecular
conformations of the ROY molecule against CCSD(T) benchmarks. At the CCSD(T) and
MP2D levels, the conformations adopted by the yellow polymorphs (Y, YT04, and YN) are
considerably more stable than those in the red and orange polymorphs. The GGA function-
als B86bPBE-XDM and PBE-D3(BJ) dramatically over-stabilize the red and orange ones,
which is the key reason why they rank the polymorphs incorrectly. The hybrid functionals
B3LYP-D3(BJ) and PBE0-D3(BJ) destabilize the red and orange conformations somewhat
relative to the yellow ones, but not enough.
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Figure D.2: Comparison of the ROY gas-phase intramolecular conformational energies com-
puted at several levels of theory. The labels R05a/b correspond to the two symmetrically
unique monomers in the R05 unit cell.

This issue can be traced directly to the potential energy curve for the dihedral angle
between the two rings, as shown in Figure D.3. The GGAs substantially over-stabilize the
low-angle conformations found in the red and orange polymorphs compared to CCSD(T)
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benchmarks. They also place the second minimum near 120◦ at angles that are ∼10-15◦

too high. The hybrid functionals do improve upon the GGA functionals, but not enough to
correct the polymorph stabilities. In contrast, MP2D gives a far more faithful representation
of the potential energy curve, even if the energies are about 1 kJ/mol higher than CCSD(T)
near ∼40◦.

Figure D.3: Relaxed 1-D potential energy scan along the key ROY dihedral angle θ that
governs the conformational polymorphism. Dotted vertical lines indicate the value of this
dihedral angle adopted in various ROY polymorphs.

D.2.3 Polymorph energies

Table D.2 summarizes the relative polymorph energies used to generate Figure 2
in the main paper. It highlights how the monomer-correction is large for the orange and red
polymorphs (5–9 kJ/mol), but quite small for the Y polymorphs (1 kJ/mol), as anticipated
from the data presented in Section D.2.2.
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Table D.2: Final ROY polymorph 0 K electronic energies relative to Form Y (kJ/mol).
The “MP2D correction” is the correction applied to the B86bPBE-XDM polymorph ener-
gies, while “B86bPBE-XDM + ∆MP2D” indicates the final corrected polymorph energies.
Finite-temperature experimental enthalpies were taken from Refs 6–9.

Polymorph B86bPBE-XDM B86bPBE-XDM MP2D Experimental
+ ∆MP2D correction ∆H

Y 0.00 0.00 0.00 0.00
YT04 -0.40 0.38 0.77 0.91

R -6.35 0.63 6.98 1.40
OP -3.81 1.20 5.01 1.87
ON -4.32 2.56 6.89 2.58
YN 0.92 1.92 1.00 2.99

ORP -5.39 3.31 8.69 4.09
R05 -6.42 1.77 8.19

PO13 -4.41 2.03 6.44
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To connect with our earlier work,188 Figure D.4 compares the polymorph energies
computed using crystals that were optimized at the fixed experimental lattice parame-
ters. That work computed full HMBI MP2D energies for those structures; here monomer-
corrected MP2D and CCSD(T) results are added. The discrepancies between the monomer-
correction models and a full HMBI treatment that also treats the pairwise intermolecu-
lar interactions with MP2D and many-body interactions with periodic HF are clear: The
monomer-corrected model predicts a narrower energy range for the polymorphs and actu-
ally gives results closer to experiment. On the other hand, these electronic energies lack
the vibrational contributions one would want to include when comparing to experimental
enthalpies. This makes it difficult to state for certain which model is more faithful to the
experimental data. Crucially, however, the energy orderings from the monomer-corrected
and HMBI results are both far more consistent with experiment than are those from the
DFT functionals.
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Figure D.4: 0 K electronic energies of the ROY polymorphs relative to Form Y, computed
using crystal structures optimized with the fixed experimental lattice parameters, in kJ/mol.
These are compared against experimental enthalpies measured at finite temperatures. The
B86bPBE-XDM monomer calculations here used a 15 Å vacuum spacing instead of the 20 Å
spacing used elsewhere in this work.
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D.3 o-Acetamidobenzamide

D.3.1 Crystal structures

Fully relaxed crystal structures for o-acetamidobenzamide were taken from Ref
188. That work optimized experimental crystal structures taken from the CSD using the
same B86bPBE-XDM model as used in the present paper.

D.3.2 Monomer conformational energies

Table D.3 compares the energy differences between the α and β form monomer
conformations. Because the α form exhibits an intramolecular hydrogen bond while the β
form does not, the conformational energy differences exceed 50 kJ/mol. All four density
functionals considered over-stabilize the α form with its extended π conjugation by ∼5–8
kJ/mol relative to CCSD(T) benchmarks. In contrast, MP2D reproduces the CCSD(T)
conformational energy difference to within 0.4 kJ/mol.

Table D.3: Electronic energy difference between the α and β polymorph conformations of
o-acetamidobenzamide (kJ/mol).

Method ∆E = Eβ − Eα Error vs CCSD(T)

B86bPBE-XDM 58.18 5.89
PBE-D3(BJ) 59.81 7.52
PBE0-D3(BJ) 60.60 8.31
B3LYP-D3(BJ) 57.24 4.95
MP2D 52.65 0.36
CCSD(T) 52.29

D.3.3 Polymorph energies

The polymorph energetics of o-acetamidobenzamide were studied in detail with
HMBI-based MP2D calculations in our previous work.188 It is known that the β form is more
stable at high temperatures, with α transforming to it exothermically around 150◦C (423
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K) with ∆H = -1.9 or -2.9 kJ/mol. The stability ordering at 0 K is unclear experimentally,
but it is believed that the two structures are close in energy at 0 K.

Accordingly, our previous work in Ref 188 approximately modeled the temperature
dependence in this system by (1) fully relaxing the crystal structures to obtain 0 K structures
and (2) performing fixed-cell optimizations of the room-temperature experimental structures
to mimic 298 K structures. Electronic energy differences ∆E = Eβ − Eα were computed
on each set of structures. Then B86bPBE-XDM Γ-point harmonic phonons were computed
to evaluate the vibrational contributions for the 0 K and 298 K structures. Finally, the
∆H values at 0 K and 298 K were (crudely) linearly extrapolated to 423 K to estimate the
∆H(423K). For HMBI MP2D calculations, this process produced an enthalpy difference in
quantitative agreement with the experimental values (Table D.4). In contrast, B86bPBE-
XDM erroneously prefers the α form by nearly 6 kJ/mol, an error of 8–9 kJ/mol relative
to experiment. See Ref 188 for details.

The present work repeats this procedure using monomer-corrected B86bPBE-
XDM results (Table D.4). Performing the monomer correction with MP2D reduces ∆E(0K)
from having the α form be 5.84 kJ/mol more stable than β to it being only 0.31 kJ/mol more
stable than β. Zero-point vibrational energy preferentially stabilizes the β form, such that
it becomes enthalpically preferred by 0.97 kJ/mol at 0 K. Repeating the process for 298 K
and extrapolating to 423 K, we obtain ∆H(423K) = -0.85 kJ/mol, which is reasonably close
to the experimental values.

Further validation for the monomer-corrected MP2D results comes from perform-
ing the monomer correction with CCSD(T) instead. As shown in Table D.4, the enthalpies
exhibit the same qualitative trends and differ from the MP2D-corrected results by no more
than a few tenths of a kJ/mol. It is worth noting, however, that whereas HMBI MP2D
predicts that the enthalpy gap between the two polymorphs increases with temperature,
the DFT and monomer-corrected DFT results here predict that the enthalpy gap nar-
rows slightly with temperature. Neither behavior can be confirmed experimentally, but it
seems likely that the HMBI value is closer to the truth, and that this reflects errors in
the B86bPBE-XDM intermolecular interactions that are not addressed by the monomer
correction.
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Table D.4: Summary of the electronic energy and enthalpy differences between the α and
β polymorphs of acetamidobenzamide (kJ/mol). The 0 K values use fully relaxed crystal
structures, while the 298 K values used fixed-cell optimizations of the room-temperature
crystal structures. The enthalpy differences are linearly extrapolated to 423 K for compari-
son with experiment. A positive value here indicates the α polymorph is more stable, while
a negative value means the β polymorph is more stable.

Method ∆E ∆E ∆H ∆H ∆Ha

(0K) (298K) (0K) (298K) (423K)

B86bPBE-XDM (Ref 188) 5.84 5.19 4.56 5.51 5.91
B86bPBE-XDM + ∆MP2D 0.31 -1.20 -0.97 -0.89 -0.85
B86bPBE-XDM + ∆CCSD(T) -0.05 -1.30 -1.33 -0.98 -0.83
HMBI MP2D (Ref 188) 1.44 -1.69 0.16 -1.37 -2.02
Experiment (Refs 253,307) -1.9, -2.9

a Linearly extrapolated from ∆H(0K) and ∆H(298K).
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D.4 Molecule X

D.4.1 Crystal structures

Candidate crystal structures for molecule X were obtained from the authors of Ref
237. They were optimized using a similar B86bPBE-XDM protocol as was used here, albeit
with a larger 80 Ry planewave cutoff and a (4,4,4) k-point grid.

D.4.2 Monomer conformational energies

Figure D.5 shows monomer conformational energies for several of the low-energy
crystal structures relative to the experimental structure. While the various DFT function-
als mostly capture the correct energy ordering for the different molecular conformations
(except for the Day-1 conformation, which is slightly less stable than the experimental con-
formation), the quantitative GGA errors relative to the CCSD(T) benchmarks are 2–3 times
larger than the MP2D ones (GGAs: RMSE ∼ 1.6-1.7 kJ/mol, hybrid ∼1.0–1.4 kJ/mol, and
MP2D 0.5 kJ/mol)
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Figure D.5: Comparison of the Molecule X gas-phase intramolecular conformational energies
computed at several levels of theory. The overlay compares the experimental (red) and
vanEijck-3 (blue) conformations.

The overlay in Figure D.5 compares the molecular conformations in the experi-
mental and vanEijck-3 structures. The vanEijck-3 structure (blue) is artificially stabilized
by the DFT structures because the amide group and the nitro para to it are nearly planar
with the ring, extending the π conjugation. In contrast, the experimental conformation
(red) rotates these groups out of the plane, disrupting the conjugation.

D.4.3 Polymorph energies

Table D.5 summarizes the relative crystalline energies for several of the candidate
structures of Molecule X. The B86bPBE-XDM and B86bPBE-XDM + ∆MP2D monomer
correction values are the same as those used to generate Figure 3 in the main paper. Note
that the smaller monomer correction found here for vanEijck-3 compared to that in Ref
237 arises in roughly equal parts from our use of the larger basis set and the dispersion
correction.

As noted in the main paper, HMBI calculations were performed on the Experi-
mental and vanEijck-3 structures to compare against the monomer-corrected values. These
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found the vanEijck-3 structure to lie 0.11 kJ/mol above the experimental structure, which is
very close to the monomer-corrected value of 0.17 kJ/mol in Table D.5. These calculations
combined MP2D/CBS monomer and dimer contributions plus a periodic HF/pob-TZVP-
rev2 treatment of the long-range and many-body contributions, the same procedures as
were used in Ref188.

Table D.5: Final 0 K electronic energies for molecule X with respect to the experimental
structure (kJ/mol).

Structure B86bPBE-XDM B86bPBE-XDM MP2D
+ ∆MP2D Correction

Expt 0.00 0.00 0.00
vanEijck-3 -1.76 0.17 1.93

Dzyabchenko-3 2.65 1.62 -1.03
vanEijck-2 3.38 1.84 -1.54
Ammon-2 4.50 1.85 -2.65
Ammon-3 4.50 2.99 -1.52

Day-2 4.30 5.11 0.82
Day-1 3.23 5.48 2.25

vanEijck-1 7.44 5.51 -1.93
Ammon-1 8.53 5.61 -2.92

Erk-3 8.41 6.02 -2.39
Erk-2 8.40 6.03 -2.37
Erk-1 10.95 9.05 -1.90
Day-3 5.43 9.47 4.04

Dzyabchenko-2 9.95 11.28 1.32
Dzyabchenko-1 8.79 11.44 2.64

Liang-1 15.23 13.13 -2.10
Liang-2 16.82 14.73 -2.09
Liang-3 18.74 17.23 -1.51

Boerrigter-1 18.15 20.65 2.49
Boerrigter-2 21.23 22.61 1.38
Boerrigter-3 31.14 30.22 -0.91
Hofmann-1 37.55 37.73 0.18
Hofmann-3 71.58 69.26 -2.32
Hofmann-2 97.86 97.13 -0.73
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D.5 Axitinib

D.5.1 Crystal structures

Experimental crystal structures for axitinib were taken directly from the CSD and
were fully relaxed with B86bPBE-XDM according to the procedures described in Section D.1
above. The experimental crystal structures were all determined at room temperature except
for form I, which was measured at 213 K.335,336 The rmsd15 values of 0.17–0.25 Å between
the optimized and experimental structures are typical for comparison of 0 K DFT structures
against experimental structures at higher temperatures. CIF files containing the optimized
geometries are provided separately.

Table D.6: Details of the axitinib crystal structures used and rmsd15 values comparing the
0 K DFT-optimized and finite-temperature experimental structures.

Polymorph RefCode Space Group Z / Z ′ k-point grid rmsd15

Form XLI VUSDIX04 P21/c 4 / 1 1×5×1 0.170 Å
Form XXV VUSDIX P21/c 4 / 1 9×3×1 0.223 Å

Form VI VUSDIX03 P 1̄ 2 / 1 5×3×3 0.239 Å
Form IV VUSDIX01 P 1̄ 4 / 2 3×3×1 0.252 Å
Form I VUSDIX06 P 1̄ 2 / 1 5×3×3 0.230 Å

D.5.2 Monomer conformational energies

Figure D.6 compares the monomer energies for several different functionals against
those computed with MP2 and MP2D. When compared against MP2D, the two GGAs
and the hybrid PBE0 functional all under-stabilize the XLI form relative to the others to
varying degrees. B3LYP-D3(BJ) actually ranks the axitinib conformational energies fairly
well, unlike for ROY, o-acetamidobenzamide, and Molecule X. The conformational energy
for monomer IVb is the only one which exhibits appreciable disagreement between B3LYP-
D3(BJ) and MP2D.
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Figure D.6: Comparison of the axitinib gas-phase intramolecular conformational energies
computed at several levels of theory. The labels IVa and IVb correspond to the two sym-
metrically unique monomers in the Form IV unit cell.

249



D.5.3 Polymorph energies

Table D.7 summarizes the relative B86bPBE-XDM polymorph energies, the re-
vised energies after applying the MP2D monomer correction (B86bPBE-XDM + ∆MP2D),
and the size of the MP2D correction. This data was used to generate Figure 4 in the main
paper. The monomer correction destabilizes the other four polymorphs by an average of
3.8 kJ/mol relative to form XLI. The smallest correction of 2.8 kJ/mol occurs for form I.
Similar to form XLI, form I also disrupts the π conjugation between the amide group and
the benzene ring, so the relative DFT error between forms XLI and I would be expected to
be smaller than compared to the other three forms for which DFT artificially stabilizes the
extended π conjugation.

Table D.7: Final 0 K electronic energies for the axitinib polymorphs relative to form XLI
(kJ/mol).

Polymorph B86bPBE-XDM B86bPBE-XDM MP2D
+ ∆MP2D correction

Form XLI 0.00 0.00 0.00
Form XXV -2.81 0.93 3.74

Form VI -1.70 2.80 4.51
Form IV 0.85 5.17 4.32
Form I 5.75 8.60 2.85
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D.6 Galunisertib

D.6.1 Crystal structures

The putative GM structure was taken from the CSP2 structures provided in sup-
porting information of Ref 251. All others were taken from the CSD. The structures were
fully relaxed with B86bPBE-XDM according to the procedures described in Section D.1.
Form I was omitted here because it lies much higher in energy than the other forms.251

Experimental structures for forms II, III, IV, VI, and X were determined at 100 K, while
the others were solved at room temperature. Once again, agreement between the DFT
and experimental structures is fairly good. As one would expect, there is closer agree-
ment for the structures solved experimentally at 100 K (rmsd15 values ∼0.13–0.17 Å) than
those solved at room temperature (rmsd values ∼0.22–0.35 Å). The agreement between the
B86bPBE-XDM optimized structure of the GM form and the one reported in Ref 251 is
also reasonable, with rmsd15 of 0.14 Å. CIF files containing the optimized geometries are
provided separately.

Table D.8: Details of the galunisertib crystal structures used and rmsd15 values comparing
the 0 K DFT-optimized and finite-temperature experimental structures.

Polymorph RefCode Space Group Z / Z ′ k-point grid rmsd15

GM CSP2 P212121 4 / 1 3×1×1 0.141 Åa

Form II DORDUM P 1̄ 2 / 1 3×1×1 0.138 Å
Form III DORDUM01 P 1̄ 2 / 1 3×3×1 0.148 Å
Form IV DORDUM02 P21/n 8 / 2 1×3×1 0.170 Å
Form V DORDUM03 P21/c 4 / 1 3×1×1 0.254 Å
Form VI DORDUM04 P21/n 4 / 1 1×1×1 0.125 Å
Form VII DORDUM10 P 1̄ 4 / 2 3×1×1 0.353 Å
Form VIII DORDUM05 P 1̄ 2 / 1 3×1×1 0.246 Å
Form IX DORDUM06 P21/c 4 / 1 1×1×3 0.222 Å
Form X DORDUM07 C2/c 8 / 1 3×1×1 0.161 Å

a The rmsd15 value for the GM structure compares to the DFT-predicted structure from CSP2 in Ref 251,
rather than against experiment.

D.6.2 Monomer conformational energies

Figure D.7 overlays the galunisertib conformations from the different crystal forms
in two ways and tabulates the values of the three key dihedral angles. The first overlay aligns
the molecules based on the quinoline ring. It highlights how the GM form adopts a relatively
rare value of dihedral angle 1, shared only by monomers III, IVb, and X. It also highlights
the relatively narrow range of amide group torsion angles, though the GM structure adopts
the most planar amide. The second overlay aligns the molecules based on the pyrazole ring.
It is oriented such that the horizontal line through the pyridine group indicates a planar
value of dihedral 3, which is also shared by a handful of the monomers (Forms V, X, and
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Form VIIa with a 180-degree rotation). While the actual impact of the monomer correction
depends on the interplay of these three dihedrals and other subtle geometry changes, it is
clear that the GM structure has a relatively unique geometry with extended π conjugation.

Figure D.8 plots the gas-phase intramolecular conformational energies for the dif-
ferent polymorphs as computed with various methods. While the monomer stabilities do
not reorder as extensively between the DFT functionals and MP2D compared to the earlier
systems, MP2D stabilizes all other forms relative to the GM conformation by an aver-
age 2.2 kJ/mol (max 4.0 kJ/mol for form III). This occurs because the GM form exhibits
some of the most planar conformations for dihedral angles 2 and 3, which causes it to be
overstabilized by delocalization error in the density functionals.

Figure D.9 plots relaxed 1-D conformational energy profiles along the three key
dihedrals. The discontinuities along some of the scans result from sudden conformational
changes that occur in other parts of the molecule as the coordinate is scanned. While there
are no glaring failures for the DFT functionals along these three scans, it is clear that there
are often differences of a few kJ/mol between MP2D and the various functionals for relevant
values of the scan coordinates. Torsional angle 1 in Figure D.9 contributes the largest dis-
crepancies. These results are consistent with the method-dependent conformational energy
variations observed in Figure D.8.
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Figure D.7: (top) Two different overlays of the galunisertib monomers. The left one
aligns them based on the quinoline ring, while the right one aligns along the pyrazole ring.
Molecules in blue have similar values of dihedral angles 1 (left overlay) or 3 (right overlay).
(bottom) Summary of the key dihedral angles found for the different galunisertib crystal
structures (using DFT-optimized geometries). Color coding from green (most similar) to
red (least similar) is used to cluster angles by how much they differ from the GM angles in
terms of planarity.
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Figure D.8: Comparison of the galunisertib gas-phase intramolecular conformational ener-
gies computed at several levels of theory. The plot is split into two portions for viewing
convenience. The labels IVa, IVb, VIIa, and VIIb correspond to the symmetrically unique
monomers in the Form IV and Form VII unit cells.
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Figure D.9: Relaxed 1-D potential energy curve scans for the three key dihedral angle scans
for galunisertib. Vertical lines indicate the values of that particular dihedral angle that
are adopted in the crystal structures. Note that the curves exhibit discontinuities due to
sudden changes in the other flexible degrees of freedom that occur as the primary coordinate
is scanned.
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D.6.3 Polymorph energies

Table D.9 summarizes the relative B86bPBE-XDM polymorph energies, the re-
vised energies after applying the MP2D monomer correction (B86bPBE-XDM + ∆MP2D),
and the size of the MP2D correction. This data was used to generate Figure 5 in the main
paper. The MP2D monomer correction relative to form IV is less than 1 kJ/mol for many
of the polymorphs, but it has particularly large ∼2 kJ/mol impacts on the GM structure
and form III.

Table D.9: Final 0 K electronic energies for galunisertib polymorphs relative to form IV
(kJ/mol).

Polymorph B86bPBE-XDM B86bPBE-XDM MP2D
+ ∆MP2D correction

Form GM -5.06 -3.36 1.70
Form II 6.08 5.91 -0.16
Form III 5.84 3.51 -2.34
Form IV 0.00 0.00 0.00
Form V 0.23 -0.71 -0.94
Form VI 1.99 0.83 -1.16
Form VII -3.63 -4.14 -0.50
Form VIII -2.41 -2.22 0.19
Form IX -4.03 -4.16 0.13
Form X -1.65 -1.86 -0.21
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Appendix E

Supporting Information for
“Rubrene untwisted: common
density functional theory
calculations overestimate its
deviant tendencies.”

E.1 Gas-phase twisting energies

Table E.1 lists the root-mean-square errors for each method across the twisting
potential energy scans corresponding to Figure 2 in the main paper. For comparison with
earlier studies,353,354 Table E.2 supplements Table 1 from the main paper with twisting
energies computed with three additional density functionals: ωB97, ωB97X-D, and M06-
L. All three perform notably worse than SCS-MP2D relative to the DLPNO-CCSD(T)
benchmarks.

Table E.1: Root-mean-square errors for the rubrene derivative twisting potential energy
scans relative to the benchmark DLPNO-CCSD(T) energies, in kJ/mol.

System PBE-D3(BJ) B86bPBE-XDM B3LYP-D3(BJ) SCS-MP2D
Rubrene 3.14 3.14 2.81 0.26

F14-Rubrene 3.96 4.46 3.62 0.70
Perfluororubrene 4.53 4.88 3.22 0.94

All three 3.9 4.2 3.2 0.7
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Table E.2: Predicted gas-phase twisting energies (kJ/mol) for rubrene and several deriva-
tives as computed with three additional density functionals and the RMSE relative to the
DLPNO-CCSD(T) benchmarks.

Species ωB97a ωB97X-D M06-L SCS-MP2D DLPNO-CCSD(T)
cc-pVDZ def2-QZVP def2-QZVP CBS CBS

1 -11.3 -10.5 -13.7 -9.4 -9.4
2 -11.8 -10.4 -13.8 -9.1 -8.9
3 -10.7 -10.8 -12.7 -8.6 -8.4
4 -10.3 -9.4 -13.3 -8.4 -8.3
5 -11.2 -8.7 -12.3 -7.5 -7.5

RMSE 2.6 1.5 4.7 0.2
a Ref 353
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E.2 Delocalization error

To characterize the delocalization error associated with rubrene twisting, Fig-
ure E.1 plots two electronic properties of tetracene for the BLYP family of density func-
tionals as a function of the exact exchange. Figure E.1a examines the Mulliken charges
(computed with the 6-31G(d) basis set) for the symmetrically unique carbon atoms. Sim-
ilar to what was seen for the twisting energies (Figure 3) in the main paper, the charges
vary nearly linearly with the increasing amount of exact exchange included in the functional.
Figure E.1b plots the change in the HOMO and LUMO orbital energies, which also exhibit
the expected variation with increasing amounts of exact exchange.

Moreover, twisting tetracene has a negligible impact on these properties. The
mean absolute atomic charge change is only 0.003 a.u. between the planar and twisted
conformations. Similarly, twisting alters the HOMO and LUMO orbital energies by 0.03 eV
or less. In other words, the twisting does not appear to impact the extent of π conjugation
significantly.

-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.0
BLYP

0.2
B3LYP

0.5
BH&HLYP

1.0
HF

C1

C2

C3

C4

C5

(a) Mulliken Charges

M
u
lli

k
e
n
 C

h
a
rg

e
 (

a
.u

.)

Fraction Exact Exchange

-7

-6

-5

-4

-3

-2

-1

 0

 1

0.0
BLYP

0.2
B3LYP

0.5
BH&HLYP

1.0
HF

(b) Frontier Orbitals

HOMO

LUMO

O
rb

it
a
l 
E

n
e
rg

y
 (

e
V

)

Fraction Exact Exchange

Planar
Twisted

Figure E.1: Impact of increasing the fraction of exact exchange in the functional on the (a)
Mulliken charges for the carbon atoms and (b) frontier orbital energies for the tetracene
backbone.
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E.3 Solid state polymorph energies

Table E.3 lists the relative polymorph energies for perfluororubrene and rubrene
before and after monomer correction. These energies match Figure 5 in the main paper.
Table E.4 lists the Monkhorst-Pack k-point grids used in the periodic DFT calculations.

Table E.3: Relative polymorph energies for Perfluororubrene and Rubrene, in kJ/mol. The
B86bPBE-XDM results were computed with periodic DFT, while the monomer-corrected
values represent the B86bPBE-XDM results after correcting the monomer conformational
energies with the indicated level of theory (as denoted with a ∆ symbol).

Perfluororubrene Rubrene
Method Planar Twisted Orthorhombic Monoclinic Triclinic

Periodic DFT
B86bPBE-XDM 0.0 -3.51 0.0 1.22 1.32

Monomer-corrected
+∆PBE-D3(BJ) 0.0 -3.30 – – –

+∆B3LYP-D3(BJ) 0.0 -3.01 – – –
+∆SCS-MP2D 0.0 3.11 0.0 1.05 -0.28

+∆DLPNO-CCSD(T) 0.0 3.61 – – –

Table E.4: Monkhorst-Pack k-point grids used for the periodic DFT calculations.

Polymorph CSD RefCode K-point grid

Perfluororubrene
Planar INELUK02 (3,3,1)

Twisted INELUK03 (1,3,1)

Rubrene
Orthorhombic QQCIG07 (1,5,1)

Monoclinic QQCIG13 (3,3,1)
Triclinic QQCIG14 (5,3,3)
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