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Abstract

The Positive and Negative Syndrome Scale (PANSS) is frequently described with five latent 

factors, yet published factor models consistently fail to replicate across samples and related 

disorders. We hypothesize that (1) a subset of the PANSS, instead of the entire PANSS scale, 

would produce the most replicable five-factor models across samples, and that (2) the PANSS 

factor structure may be different depending on the treatment phase, influenced by the 

responsiveness of the positive symptoms to treatment. Using exploratory factor analysis, 

confirmatory factor analysis and cross validation on baseline and post-treatment observations from 

3647 schizophrenia patients, we show that five-factor models fit best across samples when 

substantial subsets of the PANSS items are removed. The optimal model at baseline (five factors) 

omits 12 items: Motor Retardation, Grandiosity, Somatic Concern, Lack of Judgment and Insight, 

Difficulty in Abstract Thinking, Mannerisms and Posturing, Disturbance of Volition, 

Preoccupation, Disorientation, Excitement, Guilt Feelings and Depression. The PANSS factor 

models fit differently before and after patients have been treated. Patients with larger treatment 

response in positive symptoms have larger variations in factor structure across treatment stage 

than the less responsive patients. Negative symptom scores better predict the positive symptoms 

scores after treatment than before treatment. We conclude that sparse factor models replicate better 

on new samples, and the underlying disease structure of Schizophrenia changes upon treatment.
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1. Introduction

The Positive and Negative Syndrome Scale (PANSS) is a well-established scale for 

evaluating symptom severity in Schizophrenia (Kay et al., 1987), measuring 30 separate 

items such as “Hallucinatory Behavior” and “Blunted Affect.” Five latent dimensions or 

constructs, commonly referred to as factors, are assumed to underlie these 30 symptoms 

(White et al., 1997; Meyer, 2003; Van den Oord et al., 2006; Aggarwal et al., 2011), yet 

these proposed dimensions lack consistency across studies (Lehoux et al., 2009).

Many published factor models of Schizophrenia, empirically produced by exploratory factor 

analysis (EFA), subsequently fail to replicate across samples. Using confirmatory factor 

analysis (CFA), a recent study examined 25 published 5-factor models on a new dataset 

containing nearly 6000 patients from clinical trials (van der Gaag et al., 2006); none of the 

models fit the data well. A more recent study examined 29 published models with a new 

sample; again, none fit the data well (Wallwork et al., 2012). Failure of replication is an all-

too-common criticism of factor structures proposed for the PANSS.

It has been hoped that the factor structure of the PANSS or other rating scales will reflect 

latent dimensions of Schizophrenia and/or other mental disorders. Establishing the 

consistency of these dimensions is essential for the Research Domain Criteria project 

(RDoC), which “to develop a research classification system for mental disorders based upon 

dimensions of neurobiology and observable behavior” (Cuthbert and Insel, 2013). These 

factors of the PANSS could directly provide dimensional measures of psychotic illness 

(Cuthbert and Insel, 2013) by using the resulting factor scores on each dimension.

There are several reasons why the factors found in one study could fail to replicate in 

another. Factorial change could suggest instability in the consistency and accuracy of the 

actual measurement (Meredith, 1993; Vandenberg and Lance, 2000), a violation of 

methodological assumptions such as ordinality (Kelley et al., 2013) or differences in the 

subpopulations being studied (Khan et al., 2014). Factorial invariance is analogous to 

measuring weight using a different scale across subjects, where true differences among 

patients and treatments may be either blurred or artificially introduced by the variability 

among the measurement instruments used. Because of this, it is important to understand why 

the proposed factor models of the PANSS often fail to replicate across studies, and why the 

hypothesized dimensions of Schizophrenia, as defined by the PANSS, fail to reappear when 

using different samples.

The pyramidical model of the PANSS retained 25 items and four factors from an EFA 

analysis, omitting factors with smaller eigenvalues “since these latter components are likely 

to be describing error variances or factors of minor influence (Kay and Sevy, 1990).” In 

related work using CFA, we showed that none of five published factor models fit data from 

3647 Schizophrenia patients enrolled in randomized clinical trials (Anderson et al., under 

review). The best performing model in our CFA analysis, the Pentagonal model, retained 25 

of the 30 PANSS items (White et al., 1997), while the Marder model (Marder et al., 1997) 

containing all 30 items performed poorly, based on conventional goodness-of-fit statistics 

(root mean square error of approximation [RMSEA], and confirmatory fit index [CFI]). 
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Hayashi (Hayashi et al., 2002) reported that using fewer than half of the PANSS items 

produced the most resilient models across gender. These findings together suggest that 

models containing fewer items (but not necessarily fewer factors) may be more robust on 

new samples than models using all 30 items.

We hypothesize that PANSS factor models may replicate better on new samples when they 

include fewer items. Our secondary hypothesis is that the PANSS the factor structure might 

change before and after treatment, partially due to the prominence of positive symptoms 

prior to treatment. A change in the factor structure is additionally supported by the recent 

finding that the PANSS item relationships differ by illness phase (Khan et al., 2014). 

Collectively, this paper assesses whether the failure of PANSS models to replicate across 

samples is due to low-loading individual items, and whether the symptom structure 

measured by the PANSS might change in response to treatment because of the 

disproportionate response of the positive symptom domain to interventions.

2. Methods

We used clinical trial data from 3647 unique schizophrenia patients who participated in a 

medication treatment trial for at least 21 days, gathered from a total of 11 studies. Written 

informed consent for all patients was obtained after the study procedure was fully explained. 

Together, these studies examined six different treatments and included 36 countries. The 

demographic summary information for each study is presented in Table 1, detailed further in 

(Anderson et al., under review). A total of 10 PANSS administrations (out of 109,410) were 

missing from eight subjects and were imputed by using the overall median of other PANSS 

items within that patient. Baseline and post-treatment data were assessed separately. PANSS 

items with a score of “seven” were rare, and were recorded as “six” to increase stability of 

the subsequent analyses. We performed this analysis within R (R Development Core Team, 

2013) using the packages pysch (Revelle, 2011), semTools (Pornprasertmanit et al., 2013) 

and lavaan (Rosseel, 2012).

2.1. The Replicability of full and restricted PANSS factor models across samples

We assessed the comparative validity of full and restricted PANSS models using two 

different approaches. Firstly, we used cross-validated EFA/CFA models to assess whether 

models which include fewer PANSS items replicate better on new samples, varying not just 

the sampling partition, but also the rotation method and thresholding procedure used to 

decide which PANSS items were retained in the factor model. Secondly, we compared the 

fit of two 30-item PANSS factor models and two restricted PANSS models containing 18 

and 20 items, using the Bayesian Information Criterion along with the CFI, RMSEA, and the 

SRMR. Through this, we determined whether the model fit depends on the selection of 

items used, and whether subsets of PANSS items might replicate better on new samples.

We first tested whether sparser factor models fit better on new samples by cross-validating 

EFA derived factor models with a separate CFA, using the CFI of each parameter setting to 

measure how well the proposed model fit the new sample. We evaluated whether excluding 

certain PANSS items may increase the stability of the traditional PANSS 5-factor models 

across data samples, by varying the thresholds used for item inclusion between 0.2 and 0.65 
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by 0.05. The thresholds act as a gateway for items being included in a model (e.g., the item 

Hallucinations would be assigned to the Positive factor when the loading for Hallucination 

on the Positive factor was greater than the threshold). High thresholds can prevent items 

from contributing to more than one construct, resulting in sparse factor models. Moderate 

thresholds usually include all items but may result in items loading on only one factor. Low 

thresholds may include all items and allow items to influence more than one factor (cross-

loading), thereby revealing inter-factor correlation. By varying thresholds, we thus 

additionally tested whether models that allow cross-loadings are more resilient on new data 

samples.

Statistical models usually have superior fit on the dataset to which they were trained, 

allowing sampling variability to be the cause of replication failure (Efron and Efron, 1982). 

Cross-validation is a common statistical technique used to estimate prediction error in many 

other fields, although it has only rarely been used in psychometric analyses of the PANSS 

(van der Gaag et al., 2006). In 10-fold cross-validation, the data are partitioned into 10 folds, 

and models are trained using 90% of the data and tested (validated) on the remaining 10%. 

The average fit statistic over the 10 partitions is the “generalization error when the method 

is applied to an independent test sample from the joint distribution of X and Y” (Hastie et al., 

2009).

Applying 10-fold cross-validation here, we partitioned the schizophrenia baseline patients 

into 10 subgroups randomly. For each partition we performed an EFA on 90% of the data 

using polychoric correlations to account for the ordinal nature of the PANSS and tested it in 

a CFA on the remaining 10% of observations. We cycled through these partitions 10 times 

with different training and validation datasets each time, where a total of 100% of the data 

was used as a “testing” set. The average CFI fit over all partitions provides an estimate of 

how well the proposed factor model with a given threshold would perform on a new dataset, 

for a specific rotation method used (under the same conditions as the model used). This 

process was repeated separately using the post-treatment observations.

We used four different factor rotation methods to examine the sensitivity of model fit to 

rotation: orthogonal (Varimax) and oblique (Promax, Oblimin and Non-negative Matrix 

Factorization). The factor rotations rearrange the original mathematically-derived loadings 

to make the resulting patterns more intuitive; for example, the Varimax rotation enforces 

that each factor has a small number of large loadings and a large number of small loadings, 

basically ensuring that for each factor, a limited number of items will be associated with it. 

We additionally analyzed the effect of estimation procedures (robust vs. non-robust) for the 

Promax rotation using robust diagonally weighted least squares (DWLS) (Yang-Wallentin et 

al., 2010).

With the 10 partitions for creating and testing models, four rotation methods, 10 thresholds, 

and two treatment stages being evaluated, a total of 800 models were created and validated 

on separate data sets, to evaluate the underlying reason for the frequent failure of PANSS 

models to replicate. The average CFI for each partition is shown in Fig. 1. Through this, we 

observed whether the PANSS factor models replicated better on new data using sparser 
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models (i.e., with higher thresholding of the loading matrix), independent of the effects of 

the rotation methods and sampling variability.

We next tested whether removing PANSS items produced better fitting factor models by 

comparing the fit of a 30-item model, derived using the cross-validated factor loadings on 

the baseline data (“full model”), with the fit of an 18-item model created with a higher 

threshold on the same cross-validated factor loadings. Each model was tested separately on 

the pre-treatment and post-treatment data using a CFA fit using DWLS to estimate the 

model parameters (Yang-Wallentin et al., 2010), using the full weight matrix to compute 

robust standard errors, and a mean- and variance-adjusted test statistic. For each CFA we 

extracted the chi-square value, RMSEA, SRMR (Standardized Root Mean Residual), CFI, 

and Bayesian Information Criterion (BIC). The BIC calculation was computed separately 

from the other fit statistics using the maximum likelihood estimation. We formally 

compared the fit of competing models using the BIC: a 30-item factor model proposed by 

this dataset with a restricted 18-item factor model, where a lower BIC indicates either better 

fit, fewer explanatory variables, or both, and supports sparse models. A BIC difference 

greater than 10 indicates strong evidence for the competing model (Kass and Raftery, 1995). 

For CFI, a value of >0.9 is considered a good fit (Bentler, 1990). For RMSEA, a value of 

zero indicates a perfect fit with RMSEA <0.05 being considered a good fit, and RMSEA 

increases as the fit decreases (Browne et al., 1993; Chen et al., 2008). These comparisons 

were performed on both the baseline and post-treatment data, with the results of these tests 

provided in Table 4.

2.2. Change in PANSS factor structure across treatment stage

We assessed whether the fit of the factor models differed by treatment stage for the 30-item 

full model proposed by this data, the 30-item Marder model (Marder et al., 1997), and the 

restricted models proposed separately for the baseline and post-treatment data from the 

cross-validated analysis. Formally, we assumed the null hypothesis that the RMSEA 

obtained from the CFA was similar before and after treatment, holding constant the model 

being evaluated. To test equality of two parameters when the standard errors are 

approximately equal at the 5% significance level, approximately 83% confidence intervals 

of the parameters can be compared for overlap (Payton et al., 2003). We computed 90% 

confidence intervals, which further reduces the Type 1 error below the 5% significance 

level. These confidence intervals were compared within factor model, across treatment 

stages; if for a given model the pre-treatment and post-treatment RMSEA confidence 

intervals obtained through a CFA did not overlap, we then rejected the null hypothesis that 

the RMSEA for that model was similar across the baseline and post-treatment observations, 

at the 5% significance level.

The resulting confidence intervals for the models, before and after treatment, are provided in 

Table 4. We also measured the fit of the restricted baseline, restricted post-treatment, full, 

and Marder models (Marder et al., 1997) across treatment stage using the CFI, SRMR and 

the BIC. These results are supplied in Table 4. For the baseline and post-treatment data, the 

squared multiple correlations are additionally provided as Table 5; the squared multiple 
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correlation of a variable with the remaining variables in a matrix is sometimes used as initial 

estimates of the communality of a variable.

As a technical note, fit statistics derived in a CFA do not test whether, for a given threshold, 

the same items fall into the same factors. Instead, the fit statistics measure differences in the 

covariance structure of the observed symptoms compared to the covariance structure 

suggested by the model. These fit statistics are then compared within a single model, across 

treatment stages.

We hypothesized that the change in factor structure was caused by the responsiveness of 

positive symptoms to treatment. To assess this, we segmented the patients into two groups 

using median-split based on the patient's total change in positive symptoms, and performed a 

CFA using the full model (proposed by the entire dataset) on each of the subgroups: high-

response pre-treatment, high-response post-treatment, low-response pre-treatment, low-

response post-treatment. A larger difference in fit across treatment stage for the patients who 

also demonstrate large changes in their positive symptom subscale scores would support this 

hypothesis.

Finally, we compared the relationship of the positive and negative symptoms subscales 

before and after treatment, using a general linear mixed effects model fit using restricted 

maximum likelihood: we predicted the total positive symptom subscale using the negative 

symptom subscale score, the treatment phase, and the interaction between treatment phase 

and negative symptom subscale scores as fixed effects, modeling the patient as the random 

effect. The interaction effect, between the negative symptoms and the treatment stage in 

predicting the positive symptoms, tests whether the relationship of the positive and negative 

items (subscales) differs based upon treatment. A significant slope is directly related to the 

covariance and the correlation between the negative and positive symptoms (using β = r(σy/

σx)). Change in the regression slope between positive and negative symptoms based on 

treatment phase is additional evidence for the change in factor structure depending on 

treatment phase.

3. Results

The PANSS factor models with fewer symptoms had the highest CFI fit on new data 

samples. The strongest PANSS models were those with high thresholds, which excluded 

40% of the total PANSS items, shown in Fig. 1. Low-threshold models also performed well, 

which included all PANSS items with cross-loadings when the loadings were above the 

threshold. Models which were created using moderate thresholds typically contained all 

symptoms but no cross-loading items, and performed the worst. This suggests that the most 

reproducible five-factor models are those that remove PANSS items, but alternatively 

retaining all PANSS items while allowing cross-loadings provides more resilient models 

than those models that allow symptoms to map to only one factor.

Thresholding models at 0.55 led to roughly 12 PANSS items being removed in the baseline 

data (depending upon cross-validation iteration and rotation criterion used). Increasing this 

to 0.65 led to roughly 10 retained PANSS items (of the original 30) and provided optimum 

fit, yet frequently did not allow model convergence since some factors (especially 
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disorganized) were removed entirely as they did not contain any items. Rotation method did 

not significantly influence model resiliency and retained similar variance levels, although 

NMF performed substantially worse than both oblique and orthogonal rotation methods. 

Secondary estimation using the DWLS (robust) optimization technique yielded a statistical 

tie for the thresholds of 0.55 and 0.50, with corresponding average CFI values of 0.8574 and 

0.8592. Based on this, we recommend the EFA threshold of 0.55, for all rotation methods 

and optimization procedures assessed here.

The optimal baseline reduced-PANSS factor model (Oblimin rotation) with the full loadings 

(averaged across 10 data folds) is provided in Table 2. We defined the optimal model as that 

which retained highest fit while still converging across all 10-samples. This model does not 

contain cross-loading items because of the high-threshold used.

• Negative=Blunted Affect+Emotional Withdrawal+Poor Rapport+Passive Apathetic 

Social Withdrawal+Lack of Spontaneity and Flow of Conversation+Active Social 

Avoidance

• Positive=Delusions+Unusual Thought Content+Hallucinatory Behavior

+Suspiciousness Persecution

• Disorganized=Stereotyped Thinking+Conceptual Disorganization+Poor Attention

• Excited=Poor Impulse Control+Hostility+Uncooperativeness

• Anxiety=Anxiety+Tension

The eliminated items at baseline were Motor Retardation, Grandiosity, Somatic Concern, 

Lack of Judgment and Insight, Difficulty in Abstract Thinking, Mannerisms and Posturing, 

Disturbance of Volition, Preoccupation, Disorientation, Excitement, Guilt Feelings and 

Depression.

The post-treatment factor model contained 20 PANSS items (Oblimin rotation) with a 

threshold of.55, which is presented as follows. The full loadings (averaged across 10 data 

folds) are provided in Table 3.

• Negative=Blunted Affect+Emotional Withdrawal+Poor Rapport+Passive Apathetic 

Social Withdrawal+Lack of Spontaneity and Flow of Conversation+Motor 

Retardation+Active Social Avoidance

• Positive=Delusions+Unusual Thought Content+Hallucinatory Behavior

+Suspiciousness Persecution

• Disorganized=Conceptual Disorganization+Poor Attention

• Excited=Poor Impulse Control+Hostility+Uncooperativeness

• Anxiety=Anxiety+Tension+Depression+Guilt Feelings

The eliminated items at post-treatment were Grandiosity, Stereotyped Thinking, Somatic 

Concern, Lack of Judgment and Insight, Difficulty in Abstract Thinking, Mannerisms and 

Posturing, Disturbance of Volition, Preoccupation, Disorientation, Excitement, Hostility.

Anderson et al. Page 7

Psychiatry Res. Author manuscript; available in PMC 2016 February 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The “Full Model” which assigned every PANSS item to exactly one domain based on the 

maximal average cross-validated pre-treatment loading matrix is

• Negative=Blunted Affect+Emotional Withdrawal+Poor Rapport+Passive Apathetic 

Social Withdrawal+Lack of Spontaneity and Flow of Conversation+Motor 

Retardation+Active Social Avoidance

• Positive=Delusions+Unusual Thought Content+Hallucinatory Behavior

+Suspiciousness Persecution+Grandiosity

• Disorganized=Conceptual Disorganization+Poor Attention+Mannerisms and 

Posturing+Difficulty in Abstract Thinking+Disturbance of Volition+Preoccupation

+Disorientation+Stereotyped Thinking+Lack of Judgment and Insight

• Excited=Excitement+Poor Impulse Control+Hostility+ Uncooperativeness

• Anxiety=Anxiety+Tension+Depression+Guilt Feelings+Somatic Concern

Each model was tested separately on the pre-treatment and post-treatment data in a CFA, as 

shown in Table 4. For all models, the BIC was markedly reduced for the models with fewer 

items (BIC difference exceeding 10), providing strong evidence for the simplified factor 

models. Other fit indices such as the CFI, RMSEA, and SRMR also showed improved fit for 

more parsimonious models.

To evaluate whether the factor models differed by treatment stage, we computed 90% 

confidence intervals of the population RMSEA for the CFA using data from before and after 

treatment. Non-overlapping 90% confidence intervals for a given model implied that the 

model fits were significantly different before and after treatment, holding constant the 

model. The confidence intervals (Table 4) do not overlap for the full models, so we reject 

the null hypothesis and conclude that the factor structure differs across treatment stages (p < 

0.05). The confidence intervals for the reduced models did not overlap for the non-robust 

estimation method but did overlap for the robust estimation method; based on this 

inconsistency we do not reject the null hypothesis for the restricted models.

We computed the squared multiple correlation to assess how the items varied with other 

items, before and after treatment, which are used as communality estimates. After treatment, 

symptoms were more strongly correlated with the remaining symptoms for all symptom 

domains, as shown in Table 5. This suggests that the treatment decreased the variability seen 

across symptoms, or could be a “floor” effect where the variance decreased since patients 

total score was at the lower end of the spectrum.

We hypothesized that the responsiveness of the positive symptoms to treatment may be 

responsible for the variability in factor structure across treatment stage, and tested this by 

performing a CFA using the full model in both high and low-responders (split by median 

positive symptom change). The CFI of the fits for each partition are shown in Table 6. 

Patients who had higher changes in positive symptoms had a change of .13 across treatment 

stage, compared to a change of .043 in patients who had lower positive changes. This 

suggests that patients who show high positive symptom treatment response also show more 

variability in their factor structure across treatment.
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Finally, we tested whether the correlation of the negative and positive symptoms changed 

after treatment, using a general linear mixed-effects model including patient ID as the 

random effect (Table 7). The significant interaction effect between the negative symptoms 

and the treatment stage indicates that the relationship between these domains is significantly 

different before and after treatment (p < 0.005). The change in slope directly suggests a 

change in either the covariance structure of the two symptom domains, a change in the 

variance of the negative symptoms, or both. This change in slope we present in Fig. 2.

4. Discussion

Simplified PANSS factor models fit better across samples than models which retained all 30 

symptoms, when the five-factor structure was imposed on the PANSS. Using a simplified 

PANSS with an oblique rotation instead of a full PANSS led to a more stable factor 

structure, yet still this five-factor structure did not generalize across treatment phase; even 

the “best” models were technically not good enough according to standard fit metrics. This 

suggests that the methodological framework used to model the PANSS may not be 

appropriate, as the problems may be with the model family rather than the PANSS itself.

The strong performance of sparse factor models, which removed large portions of the 

PANSS, suggests that low-loading items are sources of variability because they are not 

unique to a single factor; these low-loading items need multiple measurements (i.e. cross-

loadings) in order to be reproducible across samples. However, the majority of methods 

reported to date use an assumption that the underlying dimensions are unrelated to each 

other and that there is no residual correlation, with the notable exception of van der Gaag et 

al. (2006). This assumption stipulates, for example, that Preoccupation is either a Positive 

item or Disorganized item, but not both. This is problematic because the loadings of items 

are inherently continuous, and a binary winner may be chosen based on a statistical tie.

The factor structure differed depending on whether a patient had received a treatment. This 

problematically implies that the PANSS may capture different constructs across treatment 

phases, analogous to using a different scale to measure weight at different timepoints. The 

factor structure changing with treatment phase is supported by the well-established finding 

in drug trials that positive symptoms tend to be more responsive to treatment. The change in 

factor structure then does not necessarily indicate a flaw in the PANSS scale; it may not be 

possible to create an instrument resilient to treatment stage which can also capture a defining 

feature of schizophrenia: the positive symptoms. However, this does suggest that negative 

symptoms, which here were similar to the Marder model's original definition, may provide a 

set of “anchor items” which might be more resilient. Analyses may be improved then by 

holding the change in total scores constant not with respect to the total PANSS score, which 

includes positive symptoms, but instead with respect to only the “anchor” items.

The failure of the five-factor model to replicate across studies similarly does not suggest that 

the correspondence between items and factors does not replicate for any factors, but instead 

could be driven by the variation in a single factor. This is supported by the consistency of 

the negative factor across studies. In this study, the negative symptoms observed were 

remarkably similar to the Marder model, which has been replicated in patients with differing 
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illness phases (Lancon et al., 2000; Emsley et al., 2003; Mohr et al., 2004; Klingberg et al., 

2006).

This study has limitations; the baseline values were captured when most patients were 

clinically unstable or acutely ill. These results might differ for patients who were clinically 

stable or being successfully treated with medications, a direction for future work. This is 

supported by the finding that pathological characteristics differ among first-episode, chronic 

and ambulatory patients with Schizophrenia (Khan et al., 2014), as well as the finding that 

the factor structure differed across treatment stage.

Although only simplified PANSS models were reproducible across samples, this does not 

imply that the omitted symptoms did not contain useful information about the underlying 

illness, or that a reduced version of the PANSS still measures what it is intends to measure. 

Rather, this suggests that factorial models of the PANSS need to venture outside the 

traditional orthogonal five-factor domain, incorporating other dimensions onto which all 

items could cross-load, such as bifactor models. This study nominates low-loading PANSS 

items as a source of noise, but in the future we will use item response theory (IRT) (Khan et 

al., 2011) and bifactor models (Reininghaus et al., 2013) to evaluate the reliability and 

validity of the PANSS items, and to measure whether the weak items are themselves 

sample-dependent. These models will help elucidate the dimensions measured by the 

PANSS, to improve the accuracy and reliability of measuring and detecting, changes in the 

underlying illness severity.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
(L) As the threshold increased, the number of included PANSS items decreased. (C) Higher 

thresholds led to better model fits on new samples. (R) Model fit was increased on new 

samples when fewer items were retained per dimension. Results shown are from baseline 

observations using a 10-fold cross-validation where a model is trained on 90% of the data, 

and tested on the remaining 10%, 10 separate times. CFI measures how well the model fit 

the new data. A higher CFI implies a stronger model fit.
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Fig. 2. 
After treatment, an increase in negative symptoms was associated with higher scores in 

positive symptoms (p <0.005). Before treatment, the negative symptoms were less predictive 

of the positive subscale scores.
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Table 5

The squared multiple correlation of PANSS items increased after treatment, for every item. This suggests that 

the treatment introduced more regularity in the symptom covariance structure.

Item Pre-treatment Post-treatment

Emotional Withdrawal 0.626 0.746

Passive Apathetic Social Withdrawal 0.613 0.717

Delusions 0.613 0.788

Hostility 0.590 0.715

Poor Rapport 0.568 0.677

Blunted Affect 0.547 0.628

Anxiety 0.527 0.698

Uncooperativeness 0.524 0.658

Tension 0.514 0.695

Lack of Spontaneity and Flow of Conversation 0.511 0.596

Suspiciousness Persecution 0.508 0.714

Unusual Thought Content 0.507 0.676

Excitement 0.494 0.695

Poor Impulse Control 0.484 0.628

Conceptual Disorganization 0.452 0.650

Active Social Avoidance 0.449 0.597

Depression 0.421 0.537

Motor Retardation 0.414 0.479

Hallucinatory Behavior 0.391 0.601

Preoccupation 0.377 0.566

Poor Attention 0.365 0.571

Disturbance of Volition 0.349 0.498

Lack of Judgment and Insight 0.348 0.555

Guilt Feelings 0.343 0.424

Stereotyped Thinking 0.342 0.557

Difficulty in Abstract Thinking 0.292 0.477

Grandiosity 0.286 0.480

Mannerisms and Posturing 0.239 0.401

Disorientation 0.233 0.400

Somatic Concern 0.116 0.335
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Table 6

CFI measurements of CFA for 30-item PANSS model, by subgroup. Patients were split using the median 

positive symptom change. Patients who exhibited stronger changes in their positive symptoms had greater 

variability in the factor structure fit across treatment stage than patients who exhibited weaker changes in 

positive symptoms.

Low Positive Subscale High Positive Subscale

Baseline 0.71 0.692

Post-treatment 0.753 0.822
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Table 7

After treatment, the relationship of the positive and negative symptoms change (p <0.005), as seen by the 

significant interaction effect between negative symptoms and treatment stage.

Covariate Estimate Std. error t value

(Intercept) 22.20506 0.40924 54.26 ***

Negative Symptoms 0.20997 0.01751 11.99 ***

Treatment Stage −12.78332 0.44426 −28.77 ***

Negative Symptoms: Treatment Stage 0.40528 0.02047 19.8 ***
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