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Abstract 

People often learn about risks from other people. In the current 

study, we investigated the impact of social learning on risky 

decisions from experience by incorporating direct 

observational learning. Participants were placed in pairs – one 

participant observed the other participant sampling from 

different options, and then both made decisions based on this 

personal/observed experience. Participants tended to 

underweight rare outcomes less when learning from observed 

experience, particularly with high-value rare outcomes. This 

difference was not reliably significant, however, suggesting a 

subtle effect. The study discusses potential contributing factors 

such as active hypothesis testing, psychological distance, social 

environment, competitiveness, and goal alignment to explain 

the results. Overall, the findings contribute to understanding 

the dynamics of social learning in risky decision-making. 

Keywords: risky decision-making; learning from experience; 

observational learning; social learning. 

Introduction 

People live in an environment that consists not only of objects 

but also of intelligent agents, such as other people. The 

impact of this social environment on decision-making 

processes is substantial (Izuma & Adolphs, 2013; Mahmoodi, 

Bahrami, & Mehring, 2018; Misyak, Noguchi, & Chater, 

2016). Social learning by observing other agents’ actions and 

outcomes can be an effective learning strategy especially in 

risky settings because it detaches the learner from potentially 

costly outcomes, saves personal energy, and decreases the 

search space (Hills et al., 2015; Markant & Gureckis, 2013). 

In decision-making research, two general experimental 

paradigms are used: Decisions from Description and 

Decisions from Experience, which represent two general 

ways people learn about risk (Hertwig & Erev, 2009; Wulff, 

Mergenthaler-Canseco, & Hertwig, 2018). Less is known, 

however, about how people make choices from observing 

others making risky decisions. Here, we incorporate such 

observational learning into two experiments on risky choice, 

by having people make decisions after observing the odds and 

outcomes that other people have experienced.  

 Personal and social learning differ in at least two ways. 

First, in personal learning, one actively makes choices and 

receives outcomes, but in social learning, one passively 

encounters someone else making choices and outcomes–a 

distinction which parallels the distinction between active and 

passive hypothesis testing (Markant & Gureckis, 2013). 

Second, in personal learning one reaches an understanding 

through direct interaction with the environment by living 

through events (e.g., Hertwig, Hogarth, & Lejarraga, 2018); 

in social learning, on the other hand, one learns by facilitated 

interaction with another individual or the products created by 

them  (Heyes, 1994; Rendell et al., 2011). These two learning 

modes, however, are seldom used in isolation. The 

complementarity of personal and social learning is especially 

vivid in risky decision-making because rare or extreme 

events only happen to a small minority of individuals. In a 

social context, the nature of rare events can be harnessed to 

help other individuals, who have not experienced rare or 

extreme events, to adapt to such potential outcomes (Csibra 
& Gergely, 2009; Kasperson, Kasperson, Pidgeon, & Slovic, 

1988; Wang, 2008). This social aspect of risk, and 

specifically, social learning, is rarely discussed in decision-

making research. But, it might be crucial in understanding 

risk perception in learning and decision-making (Boyd, 

Richerson, & Henrich, 2011).  

 The classical example of social learning is learning 

through observation (Bandura & Walters, 1977; Heyes, 

2016a; Myers, 1970). Observation of experience can be direct 

and real-time (e.g., watching a competition) or indirect (e.g., 

watching a recording on a video of the competition) and can 

be represented as information transfer from one agent to the 

other (Cloninger, 1981; Hill, Boorman, & Fried, 2016; 

Olsson, Knapska, & Lindström, 2020). When observing 

others, people can either receive information about actions 

that others make by inferring what they try to achieve based 

on actions (i.e., goal-directed learning) or they can copy the 

actions of others without knowing which goal they are trying 

to achieve (i.e., imitation).  

 In terms of decision-making, observational learning can 

increase the subjective value of selected choices by others, 

which are then more likely to be selected by observers 

(Chung, Christopoulos, King-Casas, Ball, & Chiu, 2015; 

Suzuki, Jensen, Bossaerts, & O’Doherty, 2016). The value of 

chosen options is dependent on individual risk preferences: 

the same risky choice made by others can be perceived as a 

gentle nudge for a risk-seeking observer or as a strong push 

for a risk-averse observer (Chung et al., 2015). In general, 

however, people use information about the choices of others 
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similarly to information from their own risky decisions 

(Michael et al., 2020; Suzuki et al., 2012).  

 In risky choices, people often decide differently 

depending on whether they learn about the odds and 

outcomes through explicit description or from personal 

experience (Hertwig & Erev, 2009). In particular, they tend 

to act as if they overweight rare events in description yet 

underweight them in experience. This phenomenon is known 

as the Description-Experience Gap, which we examined here 

from a social perspective. One possible reason for this gap 

arises from the fact that descriptions are social creations, in 

that they necessarily come from another individual. Thus, we 

hypothesized that introducing a social element into 

experience might make those decisions more similar to 

description (i.e., less underweighting). In a pair of 

experiments, we incorporated social learning into a decision-

from-experience design with rare events. In this novel 

variation of the task, in some rounds, participants observed 

samples drawn by another individual and then decided based 

on this observed experience. The main hypothesis of the 

conducted experiments was that when people learn from 

others via observation, the underweighting of rare events 

would be reduced compared to learning from experience.  

 Both experiments also tested the following competing 

hypotheses: On one hand, the social component may create a 

competitive environment, whereby people seek to secure a 

higher return than others, and thus may be more risk-seeking 

overall when observing others. Alternatively, people are 

often more risk-averse for others than themselves (Charness 

& Jackson, 2009; Olschewski, Dietsch, & Ludvig, 2019). 

Thus, the social environment might lead people to be more 

risk-averse when learning from others. Finally, in line with 

the usual findings in decisions from experience, people 

should act as if they underweight rare events when learning 

from personal experience, acting risk averse. All the above 

hypotheses were preregistered. 

Methods 

The raw data files, code for experiments, methods, 

hypotheses, exclusion criteria, and planned analyses were 

preregistered on the Open Science Framework (OSF) at 

https://osf.io/ucemz for Experiment 1 and  

https://osf.io/68ewd for Experiment 2. 

Participants 

In both experiments, participants were recruited in groups of 

2-8 via the SONA system from a paid participant pool at the 

University of Warwick. The number of participants was 

determined using a power analysis with 80% power to find a 

small-medium effect size using GPower 3.1 (Mayr, Buchner, 

Erlder, & Faul, 2007). In Exp 1, the minimum effect size of 

interest of d = 0.4 at the 5% significance level was used. In 

Exp 2, the effect size of key results of Exp 1 was used, which 

was d = 0.27. In Exp 1, 102 participants took part, and, in 

Exp 2, 145 participants took part. In both experiments, data 

collection was stopped following the necessary number of 

participants fulfilling the exclusion criterion (see below).  

 Participants were randomly divided into pairs. From the 

collected sample, six participants in Exp 1 and nine in Exp 2, 

were excluded from the analysis as they had no partner and 

performed a substitute computer task. In Exp 1, from the 

participants who were successfully paired, six were excluded 

because they did not complete the task due to a software error 

and 10 were excluded based on the pre-registered exclusion 

criteria, leaving 80 participants (Mage = 23.3±2.3, 56 women). 

In Exp 2, from the participants who were successfully paired, 

34 were excluded – either they did not follow the instructions 

or they or their partner failed to pick the dominant option on 

the catch trials; a further four participants experienced a 

software error, leaving 98 participants (Mage = 21.7±0.7, 46 

women). In both experiments, participants were paid £3 as a 

show-up fee with a chance to make an additional bonus of up 

to £22. The mean bonus in Exp 1 was £1.86, and the mean 

bonus in Exp 2 was £2.97. The research was approved by the 

relevant University of Warwick research ethics committee. 

Design 

Both experiments had a within-participants element and a 

matched-design element. First, within participants, we 

compared the risky choices based on a participant’s sampling 

from the different options against choices made by that same 

participant based on observing another participant’s 

sampling. Given the stochasticity in the sampling from a 

random distribution and differences in choices made during 

the sampling phase, this comparison is likely made about 

situations with slightly different experienced outcomes and 

probabilities. As a result, this analysis was supplemented 

with a matched-design comparison. Here, we compared the 

choices of the observed with the observer – in this case, both 

partners’ experiences were identical, but the experience was 

obtained from different conditions. 

Materials 

Both experiments consisted of choice problems between a 

safe option providing a Medium payoff (M) with certainty 

and a risky option providing a High payoff (H) with 

probability P and a zero payoff otherwise. Table 1 details the 

five choice problems in Exp 1 and the six choice problems in 

Exp 2. Each choice problem was between one risky and one 

safe option. The risky option had one rarely occurring 

outcome with 5-10% probability (see Table 1), and the safe 

option always provided the same medium outcome.  

Figure 1: The computer screen during sampling choice 

problems. Participants repeatedly chose between two 

doors and received feedback about the selected door. 
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 In Exp 1, in Problems 1 and 2, the rare outcome was the 

high outcome, and the common outcome was the zero 

outcome. In Problems 3 and 4, for the risky option, the rare 

outcome was the zero outcome and the common outcome was 

a high outcome. Thus, the high outcomes could be either a 

rare or a common event, ensuring no confounding of risk-

seeking and underweighting of rare events. The expected 

values were the same for risky and safe options in Problems 

1-4. In Choice Problem 5, the safe option always yielded an 

outcome which was higher than either possible outcome on 

the risky option; this was a trick problem, serving as a 

manipulation check with a dominant safe option to ensure 

that participants were properly incentivised and paid 

attention to the task.  

 In Exp 2, in all the choice problems, the rare outcome 

was always the high outcome. Two choice problems from 

Exp 1 were used (Problems 1 and 2), plus three novel choice 

problems and one novel catch choice problem (see Table 1). 

The expected values were the same for risky and safe options 

in Problems 1-5. Problem 6 served as a catch problem. In Exp 

1, for each option, outcomes were randomly drawn without 

replacement from a list of 40 possible outcomes, with 2 (5%) 

or 4 (10%) rare events (i.e., shuffled outcomes). In Exp 2, the 

outcomes occurred in a random order, based on the 

predefined probability.  

 

 Table 1: Choice problems used in the experiments. 

  

Problem Risky (H) P(H)   Safe 

Exp 1 

1 22 0.1 2.2 

2 20 0.05 1 

3 5 0.9 4.5 

4 2 0.95 1.9 

5 (trick) 3 0.9 5 

Exp 2    

1 22 0.1 2.2 

2 20 0.05 1 

3 16.7 0.06 1 

4 12.5 0.08 1 

5 20 0.1 2 

6 (trick) 2 0.1 4 

Note: H = higher outcome for risky option; Low outcome in 

risky choice was always zero (not shown). 

Procedure 

The experiments were performed on Windows 10 computers 

using PsychoPy software version 1.90.3 (Peirce, 2009). 

Participants were first presented with a summary of the study 

and provided informed consent. Participants initially sat 

back-to-back facing their computers. The experiment began 

with instructions on the computer screen of each participant’s 

computer. As can be seen in Figure 2, participants started 

each round at their computers and were then informed 

whether, in the upcoming round, they were to sample for 

themselves as the experiencer, or their partner would sample 

and they would observe, as the observer. When a participant 

sampled for themselves, they stayed at their computer and 

waited for their partner to sit next to them to observe. When 

participants observed their partner, they moved to sit next to 

their partner’s computer. As illustrated in Figure 1, on each 

trial, participants were presented with pictures of two doors, 

and they indicated which door they wished to sample by 

using the keyboard arrow key (left or right arrow) for the 

corresponding door. The procedure was analogous to the 

Ludvig & Spetch (2011) Doors Task. Selections were 

immediately followed by feedback for 1.2 s, which showed 

the points corresponding to that door only, as in the sampling 

paradigm (Hertwig & Erev, 2009). One participant (the 

experiencer) sampled 40 times from the two options using the 

arrow keys, while the observer observed the selections; both 

participants observed the feedback after each selection as 

shown on the right of Figure 1. After the round finished, the 

observer moved back to their computer and indicated their 

preferred option based on the 40 viewed samples, as a single 

final decision (Figure 2). Participants did not observe each 

other’s final decisions. During the task, participants were 

asked not to talk nor directly intervene in any way in their 

partner’s selections.  

 Each participant experienced all choice problems twice, 

once by sampling from the options themselves while their 

partner was observing them (i.e., standard Decisions from 

Experience, DfE), and once by observing their partner’s 

sampling from the same choice problems (i.e., Decisions 

from Observation, DfO). The order of rounds was randomly 

shuffled for each pair. Each round had a different pair of door 

images representing the two options. This shift was necessary 

to limit the possibility that participants recognized that the 

choice problems were repeated in the observed and 

experienced conditions and only differed in terms of the 

sampling differences between the participants. Nevertheless, 

in the qualitative feedback after the experiments, about a third 

of the participants reported that they recognized that they 

played the same choice problems twice. The pay-out for 

participants depended on the final choices: out of the ten 

choices they made, one of their chosen options was randomly 

selected and then played out using the generative odds as 

given in Table 1. This outcome served as a bonus in addition 

Figure 2: Schematic of the experimental set up. Participants 

played the choice problems in pairs. In the sampling phase, 

one of the participants in a pair sampled the doors using the 

arrow keys, while the other participant observed them. For 

the final choice, the participant who observed went back to 

their own computer, so that each participant made their 

final choice without observing what the other chose. 
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to the show-up fee, making all final choices incentive-

compatible. The experiments lasted less than 30 minutes.  

Data Analysis 

The dependent measures were the proportion of risky choices 

and the underweighting of rare events in Exp 1 and the 

proportion of risky choices only in Exp 2. The proportion of 

risky choices was defined as the ratio of the number of times 

the risky option was chosen in the final decision and 

calculated across all (non-trick) choice problems in each 

condition (see Table 1). In Exp 1, the degree of 

underweighting was defined as the sum of safe choices made 

in Problems 1-2 (where the rare event was a large win) and 

risky choices made in Problems 3-4 (where the rare event was 

a zero outcome) divided by four, the overall number of choice 

problems. The proportion of risky choices and degree of 

underweighting were calculated for each participant.  

All statistical comparisons were made twice: once within 

participants and once with matched participants. The within-

participant comparison pitted the final choices in Experience 

against those in Observation or the same participant. The 

matched-participant comparison pitted the final choices for 

the observed in their Experience and the observer in their 

Observation.  

The data from all non-excluded participants was tested for 

normality using a Kolmogorov-Smirnov test and tested for 
equality of sample variances with Levene's test. In 

Experiment 1, a one-sample Kolmogorov-Smirnov test 

showed that both variables–proportion of risky choices and 

underweighting of rare events–were not normally distributed 

(D(79) = 0.5, p <.01 for both tests). Levene's test for equality 

of variances showed that the variability in the two conditions 

for both proportion of risky choices (F = 1.65, p = .20) and 

underweighting of rare events (F = 0.18, p = .67) were not 

reliably different. Because the data did not meet the 

requirements for a parametric test (i.e., the data was not 

normally distributed), Wilcoxon tests for within-subject 

comparison were performed. As a robustness check, standard 

t-tests were also performed and yielded qualitatively similar 

results. Bayes Factors were also calculated using the 

BayesFactor library in R and are reported below. 

In Experiment 2, Kolmogorov-Smirnov and Levene's tests 

were performed to assess differences in the distribution and 

variance of samples in each population. Both the proportion 

of risky choices and the underweighting of rare events was 

not normally distributed (D(98) = 0.5, p < .001 and D(98) = 

0.5, p < .001 respectively). The distribution between the two 

conditions was not different (D(98) = 0.112, p = .568), and 

the variances between the conditions were also not reliably 

different (F(1,194) = 3.01, p = .085). Thus, for Experiment 2 

data, paired-sample and matched-sample t-tests for within- 

and between-subject comparisons were performed 

accordingly.  

All data analysis was conducted in RStudio (Version 

1.2.5033). Effect sizes were calculated as Cohen’s d, and 

mean differences are presented with 95% confidence 

intervals. The data analyses followed the pre-registered plan, 

except for the exploratory analysis which is acknowledged.   

Results 

The main hypothesis in the experiment was that, given the 

proposed mapping between personal and social learning, DfO 

would differ from DfE (i.e., less underweighting of rare 

events). As shown in Figure 3A, participants tended to 

underweight rare events in DfO (54.0±3.1%) 5.7% less than 

in DfE (59.7±3.0%), although this trend was non-significant 

in a one-tailed test, W(n=80) = 926, d = 0.23, p = .076; BF = 

0.439. In Observation, participants did not reliably act as if 

they underweighted rare events, but rather acted as if they had 

no preference for the safe or risky option (z = 1.34, d = 0.14, 

p = .18, BF = 0.228). As predicted, however, when making 

choices from experience, participants did underweight rare 

events, z = 3.06, d = 0.36, p = .002, BF = 9.870. The direction 

and the mild effect are in line with the hypothesis that 

learning from observation is different from experience, but 

the evidence was limited. 

 

 We also hypothesised that participants may be more risk-

seeking when observing others, or they may be more risk-

averse when learning from others as compared to learning 

from personal experience. Figure 3B shows that people were 

non-significantly more risk-seeking in observation as 

compared to experience, 46.6±3.0% vs. 40.3±3.1% 

respectively; z = 1.77, d = .23, p = .076, BF = 0.439. Deciding 

from observation led participants to be slightly more risk-

seeking compared to deciding from personal experience, 

thereby decreasing the usual bias observed in the decisions 

from experience literature. However, in experience, 

participants also acted as would be expected from the 

literature, by underweighting rare events. As hypothesized, 

when comparing the proportion of risky choices in 

Experience against chance level, participants were risk-

Figure 3: Experiment 1. Mean proportion of (A) 

underweighting of rare events and (B) risky choices across 

all choice problems for Observation and Experience 

conditions. The dashed line represents chance level. Error 

bars represent 95% CI. 
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averse, choosing the risky option significantly less often than 

chance level, z = 3.07, d = 0.35, p = .001, BF = 1.15. Overall,  

people were acting as if they were underweighting rare events 

in Experience, but there was no reliable difference between 

the Observation and Experience conditions. The matched-

sample analysis, controlling for the variability in the 

encountered sampling, showed a similar picture as in the 

paired comparison but with slightly statistically more robust 

results. In Experiment 1, people underweighted rare 

outcomes less in Observation as compared to the Experience 

condition (W(n=80) = 558.5, d = 0.18, p = .051, BF = 0.228;  

Fig.3A) and also chose the risky option with similar 

frequency in the observed as compared to the experienced 

condition (W(n=80) = 847, d =0.17, p = .076, BF = 0.174, 

Fig. 3B).  

 As part of an exploratory analysis, the data from Exp 1 

was split based on the choice problem type: high-value (£22 

and £20) or low-value (£0) outcome choice problems (see 

Table 1). As shown in Figure 4, participants chose the risky 

option significantly less often in choice problems with high- 

Figure 5: Experiment 2. (A) Mean (95% CI) proportion 

risky choice in Observation and Experience. (B) Proportions 

of participants who picked the risky option for each choice 

problem comparing Observation and Experience conditions. 

Dashed line represents chance. 

 

value rare outcomes than in those with low-value rare 

outcomes, W(n=80) = 621, d = 0.3, p = .007, BF = 1.834.  

More notably, however, with the high-value rare outcomes, 

people were slightly more risk-seeking with observation, 

thereby acting as if they underweighted the rare events less, 

as hypothesized. This result motivated Exp 2, which only 

used high-value rare outcomes. 

 The main hypothesis of Exp 2, as in Exp 1, was that 

Observation would exhibit a pattern more similar to that 

generally seen with Description. Specifically, based on the 

previous results, we predicted that participants would 

overweight the high-value rare outcomes more and thus 

select more riskily in Observation than in Experience. As 

Figure 5 shows, as expected, people were significantly 

riskaverse in DfE, acting as though they underweighted rare 

events, t(97)= -4.51, d = 0.46, p < .001, BF = 903.7. People 

were also risk-averse in DfO, choosing the risky option 

significantly less often than chance level, t(97)= -3.36, d = 

0.34, p = .001; BF = 20.1. People again chose the risky option 

slightly more often in DfO (40.3±5.3%) than in DfE 

(36.7±5.9%) condition, but the difference was not significant 

in a one-tailed paired t-test, t(97) = 1.43, d = 0.14, p = .078; 

BF = 0.301. This result was supplemented by a matched-

sample analysis, which controls for the sampling the 

participants encountered, and the picture was the same for the 

paired comparison, with no difference between the 

conditions, t(97) = 1.25, d = 0.12, p = .106, BF = 0.206.  

Discussion 

This study examined risky decision-making in individuals 

learning from personal experience compared to social 

experience. The results of Exp 1 confirmed the participants 

acted as if they underweighted rare events, acting risk-averse 

whenever the rare events were big wins by the decision-

making literature, even whilst being observed by another 

person (Ruggeri et al., 2020; Wulff & Hertwig, 2018) The 

hypothesis that participants may be more risk-seeking simply 

because they observe others did not hold as well as the 

hypothesis stating that people might be more risk-averse 

when learning from others. In observation, this 

underweighting bias decreased, but participants still 

underweighted rare events as they usually do in DfE. Thus, 

learning from social experience, specifically from observing 

a partner making risky choices, though an abstraction from 

personal experience, is still similar to personal experience.  

 In both experiments, participants decided from social 

experience similarly to personal experience, with only a 

marginal difference. The difference manifested in a smaller 

underweighting bias in decisions from experience. In Exp 1, 

two choice problem types were used: (i) rare high value (£22 

and £20) or (ii) rare low value (£0). In Observation, 

participants were more risk-seeking compared to learning 

from personal experience, with a decreased underweighting 

bias. However, the results were mild and appeared in the rare 

high-value choice problems only. In the low-value rare 

outcome choice problems, however, people chose almost 

Figure 4: Exp 1. Mean proportion of risky choices in 

Observation and Experience for each choice problem. The 

dashed line represents the chance level. 
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identically when learning about choice problems by personal 

experience or observing others’ experiences. In Exp 2, 

learning from observation and personal experience was 

further explored using high-value rare-outcome choice 

problems only (aka “rare treasures”). With only rare high-

value choice problems, the effect was expected to be higher, 

but the difference between learning from personal and social 

experience was again not statistically different, even though 

the results of Exp 2 confirmed the direction of Exp 1.  

 One possible explanation for the slight difference in 

conditions is the greater emotional distance in observation.  

In both experiments, the sampling phase was not directly 

incentivized, but participants could still experience the ups 

and downs of the sampling experience — more so if they 

were experiencing it directly. Even though there was a similar 

trend in Exp 2 as compared to Exp 1, when only looking at 

high-value rare-outcome choice problems, the effect was 

marginal. Potentially, the low-value rare outcomes impacted 

both the Observer and the Experiencer, but a rare high 

outcome only impacted the experiencer due to the extremity 

of the outcome and the potential emotional charge 

(Konstantinidis et al., 2017a; Madan et al., 2014; Zaki, et al, 

2016). Furthermore, this effect is likely to be relative, 

because in Exp 2, only the very highest outcomes produced a 

greater difference between the decisions based on different 

learning modes. This suggests that given similar goals, risk 

preferences based on observational learning likely depend on 

more basic elements of the choice, such as the proportion of 

risky samples and the magnitude and frequency of rare 

events. Indeed, attention to learning from experience is often 

directed towards the outcome rather than the probability of 

these events (Fiedler & Glöckner, 2012). 

 Observation can be viewed as a passive hypothesis 

testing that lacks personal agency to select options (Denrell 

& Le Mens, 2007; Markant & Gureckis, 2013). The 

Experiencer’s choice was responsible for what both the 

Experiencer and Observer encountered in sampling, and thus, 

influenced both partners’ final choice. In hypothesis testing 

by reception, a learner is in a passive mode of inference 

where they need to make sense of the information that is 

received to which they have no or only partial control 

(Bruner, 1961). In a risky-choice setting, passive learning can 

be particularly advantageous – there is no need to risk 

personal resources by engaging in actions and outcomes. 

Passive learning helps to limit affective sampling, hot-stove 

effects, and recency bias, increasing performance in some 

tasks (Chi, 2009; Gureckis & Markant, 2012; Markant & 

Gureckis, 2013).  

 The similarity of risky choices in the personal and social 

experience conditions can be explained through partner-

aligned goals. Goal alignment happens when making 

decisions based on other’s choices, which maximise personal 

utility or when there is small or no difference between 

personal and others’ risk preferences manifested in choice 

(Baker, Saxe, & Tenenbaum, 2009; Michael et al., 2020; 

Shamay-Tsoory, 2019). Given that the partner’s goals were 

identical  – to receive as many points as possible in the final 

choice – both partners’ risk preference was learnt in 

sampling, with the only difference in who was actively 

choosing (Baker et al., 2009). The observer’s subjective 

values were thus dependent on the Experiencer’s selected 

options, which impacted individual risk preferences (Chung 

et al., 2015; Suzuki et al., 2016). This preference could also 

play a role in identifying bias in partners’ sampling. This 

suggests that even in the current experiments where there was 

little difference between the Experiencer and the Observer, 

passive sampling might create a necessary abstraction from 

choice to adjust bias. An alternative explanation is that 

Observers might have had lower engagement with the task 

during observation because they were not directly involved 

in sampling. To account for this, a future experiment could 

potentially make the sampling phase consequential: Partner 

A would do the sampling, but Partner B would receive the 

consequences.  

Limitations 

One limitation of the current experiments is that they did not 

contain losses. In Exp 1, the value of the rare outcome (high 

or low) influenced whether there was a difference between 

the decision from experience or observation. One possibility 

would be to introduce problems with rare, large losses (“rare 

disasters”). Similar to Exp 1, underweighting large losses 

leads to risk aversion, which is opposite to what happens with 
underweighting big wins. This would also allow a clear 

distinction between the effects on risk preference and the 

effects on rare-event weighting which was not addressed in 

Exp 2. One additional limitation of the current study was that 

in these experiments, the repetition of the choice problems 

across observation and experience was only camouflaged by 

shuffling the problems across trials between the participants 

in a pair, even while the outcomes were similar across 

different problems (see Table 1).  

Conclusion 

The experiments provide a new angle to the study of risky 

decisions from experience by introducing a social element, 

through decisions from observation (DfO). The two 

experiments suggest that learning from social experience by 

direct observation is similar to learning from experience in 

this novel experimental setting. Even though the results were 

not significant, people showed a consistent trend in the 

hypothesized direction, whereby social learning decreased 

the underweighting bias found in learning from personal 

experience (DfE). This difference, however, was mild with a 

particular effect of “rare treasures” as compared to rare low-

value outcomes. The decrease of underweighting bias in 

observation can potentially be explained by passive 

hypothesis testing given an aligned goal with experience 

when learning about risk. In conclusion, despite these 

intriguing trends, directly observing experience was not 

sufficient to reliably reduce the underweighting of rare event 

bias in risky decision-making. 
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