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Abstract 

Carbon dioxide emissions represent the primary driver behind the accelerated global 

warming problem. While mitigating these emissions from key sectors may necessitate a 

protracted timeframe, several promising technologies offer the potential for short-term 

advancements in full or partial decarbonization efforts. In pursuit of establishing a 

sustainable and reliable zero-carbon energy system, the deployment of energy storage 

systems integrated with clean and renewable resources becomes imperative. Solar and 

wind technologies are ubiquitously available across numerous nations and have attained a 

level of maturity conducive to widespread deployment on a grid scale. The combination of 

solar and wind energy with energy storage serves to expedite the decarbonization of 

electricity generation processes. Notably, the industrial and transportation sectors are 

difficult to be decarbonized, requiring decades to decarbonize due to the imperative of 

either developing novel technologies or optimizing existing ones to boost efficiency and 

cost-effectiveness. Giving priority to decarbonizing processes or sectors that can be 

mitigated relatively easily accelerates the broader decarbonization of more complex 

counterparts, thereby promoting a comprehensive approach to carbon mitigation strategies. 

The electricity generation is an important first step in decarbonizing the rest of sectors.  In 

this dissertation, I investigated the challenges and the potential solutions for decarbonizing 

the electricity generation using clean and renewable sources of energy. Furthermore, I 

explored the possibility of decarbonizing some of the industrial processes using solar 

thermal technology. Eventually, I proposed the possible opportunity for Direct Air Carbon 

Capture (DACC) for indirect decarbonization of other hard-to-be-decarbonized 

processes/sectors like steel and cement industry and aviation sector. 

To achieve 100% renewable electricity grid, all the carbon emitting resources are replaced 

by a renewable resources like solar and wind for all the years from 2015 to 2020. The real 

historical demand and generation data are used. We explored various 100% renewable 

electricity grid scenarios by using different mixes between the available renewable 

resources (solar, onshore wind, offshore wind, and geothermal) with different overbuild 

capacities. Our findings indicate that while summer currently poses the greatest challenge, 

a solar-dominant grid shifts this challenge to the winter, contingent upon solar and storage 

capacities. 

To reduce the storage size and decrease the severity of the winter challenge, we investigated 

the potential of winter-dominant onshore wind and the usage of a clean dispatchable source 

of energy like the Allam cycle sequentially. We found that the storage size can be reduced 

by 30%-40% and we can generate about 37% of the total annual electricity consumption 
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using the available winter-dominant onshore wind. Further analysis of the energy storage 

indicates that part of it is used frequently every day to supply the electricity demand during 

the nights (diurnal storage) and another big part of it is used to compensate the limited solar 

generation during the winter (seasonal storage). The rest of the energy storage is used to 

cover the cloudy days across the year (cross-day storage). 

Decarbonizing the industrial sector will add to the current electricity demand. Thus, we 

investigated the possibility of decarbonizing some of the industrial processes using solar 

thermal technology that does not rely on the electricity grid. We presented a comprehensive 

assessment of the performance of a novel solar thermal system, the Non-tracking 

Asymmetric Shadeless (NASH) concentrator, highlighting its efficiency and energy 

generation capabilities. A steady-state model developed for the system offers valuable 

insights into its operational dynamics and performance trends. 

Other industrial processes and sectors are hard to decarbonize, (e.g. the steel industry, the 

cement industry, and the aviation sector). It may take decades to decarbonize these 

processes/sectors. We proposed that we use Direct Air Carbon Capture (DACC) to capture 

the carbon emissions from these processes/sector. The DACC will be powered by the 

surplus electricity generated by a 100% renewable electricity grid.  

By combining empirical data analysis with theoretical modeling, this dissertation 

contributes to advancing our understanding of the challenges and the potential solutions 

for decarbonizing electricity generation, offering crucial insights for policymakers and 

stakeholders navigating the transition to sustainable and reliable clean energy systems. 
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Chapter 1 

Introduction 

 

1.1 Background 

1.1.1. Future of the Fossil Fuels 

Energy is the source of any motion. Finding a low-cost, continuous clean source of energy 

will help solve the top worldwide problems like water, food, environment, poverty, war, 

disease, education, democracy, and population. 

Oil, along with gas, is tremendously important. The history of oil is the history of modern 

civilization as we have known it for the past 100 years. The projections of the future world 

population are expected to be about 10 billion by 2056 [1] [2] [3]. It will not go higher than 

that too much as the yearly percentage change is continuously decreasing due to the 

decrease in the fertility rates [4] [5]. To give all 10 billion people on the planet the average 

power consumption that people in the United States are accustomed to, about 8 kilowatts 

per person [6], we would need to have an average of 80 terawatts around the planet— the 

equivalent of 1 billion barrels of oil per day [3]. 

Studies [7] [8] predict that the oil production will decay with time as shown in Figure 1.1 

for a typical production behavior of an oilfield. The global oil production depends on the 

number of rigs looking for a fresh source of oil. But the oil production for each rig will 

follow the production trend shown in Figure 1.1. It is increasing at the beginning, constant 

for some time and eventually it declines.  

 
Figure 1. 1 Theoretical production profile of an oilfield, describing various stages of development in an 

idealized case [7] [8]. 
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In the United States, most of the oil comes from Texas which was once the premier oil 

producer in the world. The US oil production had an increasing trend till 1970 then it started 

to decrease till 2008. After that oil production started to have an increasing trend again as 

shown in Figure 1.2. Due to COVID-19 the production decreased again in 2020. Then, the 

world’s oil production and consumption are increasing since after the COVID-19 pandemic 

[9] as well. 

 
Figure 1. 2 U.S. Field Production of Crude Oil Annual Historical Data [10] 

1.1.2. Climate Change Challenge 

The heavy usage of fossil fuels in the 20th century as the primary source of energy in the 

world leads to a continuous increase in the CO2 level and the average earth’s surface 

temperature as shown in Figures 1.3, 1.4 and 1.5. Increasing CO2 emissions has a direct 

effect on increasing the atmosphere temperature. Carbon dioxide absorbs the heat and traps 

the solar radiation within the earth’s atmosphere resulting in temperature rise. Currently, 

we are on a path to a catastrophic 2.7°C warming. The devastating consequences of that 

warming motivates us to stop burning more fossil fuels and emitting more greenhouse 

gases [11]. The safe threshold for global warming is 1.5°C. However, such a goal is still 

difficult to achieve. 
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Figure 1. 3 World's Petroleum Products Consumption and Petroleum CO2 emissions Annual Historical 

Data [12] [13] 

 

 
Figure 1. 4 The change in global surface 

temperature relative to 1951-1980 average 

temperatures [14] 

 
Figure 1. 5 Atmospheric carbon dioxide levels 

measured at Mauna Loa Observatory, Hawaii, in 

recent years. [15] 

Global warming is an accelerating problem (Fig. 1.6) as 2023 tied for Earth’s warmest year 

on record [16] [17]. It motivates a lot of countries to take quick action towards minimizing 

their greenhouse gases (GHG), as they are the leading cause of this massive problem. 

Decarbonization is a long-term target for a growing number of countries. The United States 

is working hard to decrease such emissions. The U.S. is one of the leading countries in this 

transition. Browning, et al [18] provide a plan for each of the 50 U.S. states to switch to 

all-solar, wind, and water-powered energy systems for industry, transportation, and 

electricity. The country has already taken major initiatives to reduce emissions, and 

emissions from the electricity sector have been decreasing for the last few years, as shown 

in Figure 1.7. The generation technologies newly added to the grid mostly avoid the 

burning of fossil fuels as a majority of the new power plants are run by renewable 

resources, as clearly represented in Figure 1.8. US electric power generation was 
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responsible for around 40% of total CO2 emissions in 2009, whereas the fraction was 

reduced to 25% by 2020. 

 
Figure 1. 6 Monthly global temperature compared with preindustrial levels [17] 

 

 
Figure 1. 7 Recent Trends in U.S. Greenhouse Gas Emissions and Sinks by Sector [19] 
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Figure 1. 8 Electricity production and new power plant capacity addition in 2021, by source [20]. 

1.2 Our Contribution: Developing a reliable and sustainable 100% renewable energy 

electricity grid in California that is capable of decarbonizing other sectors. 

Carbon dioxide emissions are about 76% of the total GHG emissions [21]. CO2 is emitted 

mainly from the transportation sector, industrial sector, and electricity generation as shown 

in Figure 1.7. To decarbonize the transportation sector, and the industrial sector, more 

electricity generation may be required, as electricity –and maybe a zero-carbon fuel like 

hydrogen- will be the main source of energy. Providing the electricity from a carbon-

emitting technology will just change the location where carbon is emitted. Carbon will be 

emitted in the power plant location instead of in the city or the industrial facility. 

Furthermore, in Figure 1.7 historically the electricity generation emissions are more than 

any other sector in the U.S. Starting from 2007, the electricity generation emissions started 

to decrease due to the governmental efforts to reduce the carbon emissions. So, 

decarbonizing the electricity grid is the starting point of decarbonizing the other sectors.  

In order to decarbonize the power sector, all the carbon emitting technologies that are in 

use nowadays to generate electricity should be replaced by a clean/renewable source of 

energy. The renewable resources by nature are not available all the time (Figure 1.9) and 

not everywhere (Figure 1.10), which limits their usage. Some locations are rich with 

specific renewable resources and other locations are not. As shown in Figure 1.10, the solar 

irradiance map of the U.S., states like California, Arizona, New Mexico and others are very 

rich with solar resources. Also, Figure 1.11 shows that states like Wyoming, Texas, 

Oklahoma, and others are very rich with onshore wind resources. California has a good 

offshore wind and few onshore wind resources. Not all renewable resources are mature 

enough to be deployed in a grid scale level, i.e. waves and ocean current energy, while 

others are still very expensive to be deployed, i.e. offshore wind. Thus, in this dissertation 

I focus on the usage of solar and wind (mainly onshore wind) resources as they are 

well matured renewable resources with low-cost electricity generation, and they are 

available in California which is the main research region of our work. The dissertation 
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investigates the challenges and potential solutions for decarbonizing the electricity 

generation using renewables and clean technology energy sources. Furthermore, the 

dissertation suggests a solution for partially decarbonizing the industrial sector. 

  
(a) (b) 

Figure 1. 9 U.S. Global Horizontal Solar Irradiance (a) January, (b) July [22] 

 
Figure 1. 10 U.S. Annual Global Horizontal Solar Irradiance (GHI) [22] 
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Figure 1. 11 Annual average wind speed at 200 meters above the surface level [23] [24] 

As previously mentioned, and shown in Figure 1.9, solar is not constant the entire year. By 

replacing the carbon emitting technologies with solar, we will experience a power shortage 

during the nights and during the wintertime. Thus, we should look for another 

clean/renewable technology that can complement the solar resources to build a sustainable 

and reliable electricity grid, or an energy storage that can store the extra energy generated 

during the day and the extra energy generated during the summertime to be used during the 

nights and wintertime respectively. Historically [25], pumped hydro energy storage was 

the dominant energy storage technology. But it is not easy to expand this technology as it 

depends on the geography which is not available everywhere. Thus, a lot of efforts [26] 

[27] are directed towards reducing the cost of other energy storage technologies and 

developing more efficient, reliable, and sustainable energy storage.  

Integrating long-duration energy storage (LDES) with the grid will help in having high 

penetration of solar and wind generation. Initially I studied some scenarios for a 100% 

renewable energy grid that had a solar dominant generation (solar generation up to 80% of 

the total generation) combined with a hypothetical energy storage that can store the extra 

energy generated during the day and the extra energy generated during the summertime to 

be used during the nights and wintertime, respectively. We need energy storage to build a 

reliable, and sustainable electricity grid. However, reducing the size of the energy storage 

will allow lower electricity cost for the consumers if all else is equal. Thus, it is valuable 

to find another renewable energy source that can complement the solar generation. Onshore 

wind resources can be used to complement solar generation in some locations like Colorado 

as the wind blows during the wintertime during which the solar resources have limited 

availability. In California, I looked at sites that can be used for future onshore wind with 

winter dominant generation that generates electricity during the wintertime more than 

during the summertime.  
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One of the main advantages of the energy storage is providing an instantaneous power 

whenever it is needed. This advantage is available in a dispatchable source of energy like 

the combined cycle gas turbines (CCGT), but they are a carbon emitting technology. Thus, 

I studied the usage of a clean dispatchable source of energy like the Allam Cycle operated 

by natural gas derived from biomass. 

Figure 1.7 shows that the industrial sector contributes to the carbon dioxide emissions by 

a big chunk. Decarbonizing this sector will definitely help in reducing the carbon dioxide 

emissions. I studied replacing the natural gas and propane usage in the industrial process 

that need hot water with temperature up to 150°C. Solar thermal technology has the 

potential to decarbonize such processes without heavily relaying on the electricity grid. 

Thus, we can start decarbonizing these processes in parallel with decarbonizing the 

electricity generation. 

1.3 Dissertation overview 

1.3.1. Seasonal challenges for 100% renewable energy grid 

The methods typically used to meet resource adequacy in a fossil-fuel-powered grid differ 

substantially from those relevant to a grid operated by renewable resources, focusing more 

on how variable weather affects generation instead of how variable weather affects load. 

By nature, renewable resources are not available all day and all the year. So, linking storage 

with the renewable’s generation is almost mandatory unless there is a clean dispatchable 

source of energy available. Recently, studying the size and the types of storage required to 

achieve this target became a hot research topic. 

Solar and wind renewable resources have an electricity cost less than fossil fuel electricity 

cost in many parts of the world. These renewable resources are growing fast as shown in 

Figure 1.12 and they are ready to help in implementing a zero-carbon grid. However, the 

renewable energy generation profiles do not match the load profiles, so using storage is 

paramount to meet the load throughout the year. Many storage technologies are still not 

mature enough to be deployed on a grid scale and in a cost-effective scenario. Thus, storing 

the electricity will increase the final electricity prices. Accordingly, minimizing the usage 

of storage will be the best pathway to achieve low cost decarbonization.  

In chapters 2 and 3, I studied the energy storage requirements for a 100% renewable energy 

grid and what will be the most challenging season during the year to fulfill the energy 

demand. The scenarios studied in these two chapters are mainly solar dominant scenarios 

for California. The main conclusion was that winter will be the most challenging season 

during the year and the more renewable resources we build the less storage we will use and 

the more surplus energy we will have.  
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1.3.2. Onshore winter dominant wind potential 

To solve the winter seasonality challenge, I looked for a winter dominant renewable 

resource to complement the shortage in solar generation during the wintertime. In Chapter 

4, California’s onshore wind has a great potential to be a good winter dominant renewable 

resource. After disregarding the protected areas and the regions with slope > 20°, I estimate 

about 22GW of winter-dominant plants could be sited on available land. It represents about 

23% of the total potential and can generate 100 TWh/year which is 37% of the total 

electricity consumption. 

 
Figure 1. 12 (a) Pie charts showing the global share of electricity generation by technology for the indicated 

years. The "other" category includes biomass and geothermal. (b) Pie charts showing the global share of 

electricity-generation capacity by technology for the indicated year. (c) Pie charts showing the global share 

of net expansions of electricity-generation capacity by technology for the indicated years. [28] 

1.3.3. Evaluating storage requirements 

Adding a winter dominant onshore wind system will reduce the required energy storage, 

but we still need storage. Thus, in Chapter 5, I studied the need for three main types of 

storage: diurnal, cross-day, and seasonal storage. The diurnal storage is to be used mainly 

during the nights. The cross-day storage is to be used to discharge the stored energy after 
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storing it for a few weeks. The seasonal storage is to store the energy for long period of 

time (months).  

1.3.4. Dispatchable clean energy source 

Some of the days are not sunny and are not windy enough to cover the electricity demand. 

Thus, having a dispatchable clean source of energy that can be operated anytime during the 

year will be valuable for a zero-carbon grid. Gas turbine technology offers a very good 

source of dispatchable energy, but it is not clean technology. So, searching for a clean 

dispatchable technology that can be operated by biogas -low carbon fuel- is a useful action 

item on the world’s to-do list. An oxy-combustion cycle like the Allam cycle offers a 

dispatchable clean source of electricity. According to previous studies [29], the Allam cycle 

is the best clean dispatchable source of energy nowadays, economically, politically, 

technologically, and environmentally [30]. It is a closed-loop cycle that uses methane and 

oxygen to be combusted at high pressure. The water vapor is then separated from the gas 

stream, keeping the carbon dioxide ready for sequestration. The Allam cycle has the 

potential to be operated by biogas or coal with a competitive energy cost relative to 

nowadays Combined Cycle Gas Turbines CCGT [31]. In Chapter 6, I explored using biogas 

with the Allam cycle in a solar dominant renewable energy driven grid to understand its 

effect on the energy storage requirements. 

1.3.5. Decarbonizing the industrial and commercial sectors 

The U.S. industrial sector is considered a “difficult-to-decarbonize” sector because of the 

diversity of energy inputs and the heterogeneous array of industrial processes and 

operations [32]. In 2020, the industrial sector accounted for 33% of the nation’s primary 

energy use and 30% of energy-related carbon dioxide (CO2) emissions [33]. Process 

heating consumes more energy than any other end-use with U.S. manufacturers consuming 

8 quadrillion BTUs/year (2 X 103 TWh/year) of fuel, steam, and electricity for this purpose 

in 2018, accounting for 51% of total onsite manufacturing energy [34]. The magnitude of 

process heat energy use and its carbon footprint motivates the identification of low-carbon 

solutions. The optimal solutions are anticipated to depend on the temperature of the needed 

process heat. 

About 30% of total U.S. process heat demand is at temperatures below 150°C. The food 

and beverage industry in the U.S., for example, consumes approximately 0.5 quadrillion 

BTUs/year (~150 TWh/year) below 80°C and 0.4 quadrillion BTUs/year (~120 TWh/year) 

between 80°-150°C [35]. Onsite low-temperature process heating is thus a prime candidate 

for the rapid implementation of low-carbon sources of heat such as solar thermal 

technologies, which generate renewable heat from sunlight with solar-to-thermal 
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conversion efficiencies reaching 60% [36] [37] [38] [39]. Other zero-carbon emitting 

technologies like photovoltaic panels have an efficiency of around 20%. 

While solar thermal systems can achieve high efficiencies and are widely used for domestic 

hot water and water desalination/treatment in some countries [40] [41] [42] [43] [44] [45] 

[46], a key barrier to the wide adoption needed to meaningfully reduce GHG emissions 

associated with process heat is being cost-competitive with natural gas, which serves the 

majority of industrial heating processes. As natural gas prices increase, a low-cost solar-

thermal system that uses free sunshine to provide the required thermal demand to the 

industrial sector can be a potential solution for reducing the GHG emissions associated 

with process heat. Solar thermal technology can achieve low cost by adopting a stationary 

design that is simple, efficient, and broadly applicable without system-specific engineering. 

In Chapter 7, I document one year of continuous operation for a NASH solar thermal 

system as a source of heat energy in a temperature range of 100°C – 120°C. The system 

can be used to supply heat for temperatures below 120°C with efficiency up to 60%. Most 

of the previous studies show the performance of a solar thermal system for a few 

days/weeks or a full-year simulation of a solar thermal system to predict its annual energy 

output. However, our study presents data recorded once per minute over a full year for a 

newly designed system with automated controls to allow unattended operation, thus, 

accurately demonstrating the performance of the system for a wide range of operating 

conditions. 

1.3.6. Decarbonizing the atmosphere 

Decarbonizing the power, industrial and commercial sectors will definitely have a great 

effect on reducing the carbon emissions. But we still have carbon dioxide in the atmosphere 

that has already been emitted during the past 100 years. To solve the climate crises, we 

need to remove this carbon from the atmosphere. A Direct Air Carbon Capture (DACC) 

technology can be used as a flexible load. It can be operated by surplus electricity whenever 

it is available. It will help in reducing the carbon dioxide levels in the atmosphere and will 

help in making the best direct use of all the generated electricity instead of storing it and 

using it later. It needs a source of heat in a temperature range from 100oC to 900oC. The 

heat can be used directly from a solar thermal or geothermal plant, or an electric source 

like solar PV and wind connected to a heat pump. In Chapter 8, I explored the possibility 

of using DACC. 
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2.1 Abstract 

Today resource adequacy is most often maintained by installing natural gas plants to meet 

the peak load. In California, the current risk of inadequate electricity supply is highest 

around sunset in late summer. In a zero-carbon grid, resource adequacy will increasingly 

require adequate stored energy throughout the entire year. Here we seek to develop an 

intuition about the times of the year when resource adequacy may be most challenged for 

a solar-dominant system. We use a simplified approach and show that the month of the 

biggest challenge occurs in winter and can shift by more than two months depending on 

the amount of solar and storage that are built.  

Keywords: storage, zero-carbon grid, seasonal storage, solar 

2.2 Introduction 

California Senate Bill 100 (SB100) [1] establishes a target of 2045 for moving to a grid 

that delivers electricity reliably without carbon dioxide emissions. Meeting this target will 

require changes in resource adequacy planning [2] [3]. This challenge was highlighted in 

August 2020 when the California Independent System Operator (CAISO) declared an 

emergency and initiated rolling black outs on two days during a widespread heat wave [4]. 

This was the first time in about 30 years that the state initiated rolling black outs because 

the reserve margin dropped below safe levels. A root cause analysis showed that the 

problem arose from the extreme heat (and breadth of the heat wave) and inadequate 

planning targets for early evening hours. Several practices in the energy markets also 

exacerbated the supply challenges [5]. 
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A simple consideration of a similar situation for a grid without natural gas plants shows 

that storage will need to supply most of the load (about 40 GW) after sundown on a 

windless evening [6]. Thus, CAISO will need on the order of 40 GW of power supplied by 

storage [5] (more, if the load increases) and adequate energy storage to run through the 

night. It is less obvious whether California without natural gas plants will still be most 

susceptible to resource inadequacy during late August and early September or whether that 

risk will shift to other times of year. 

It is anticipated that CAISO’s future zero-carbon grid will be dominated by solar generation 

[7], [8], [9]. While wind and other renewable electricity will supplement solar, the wind 

generation in California has been reported to be highly variable and to be even less 

consistent than solar resource in the winter [10]. Taken on a monthly average, in California 

both solar generation and electrical load increase during the summer, but solar generation 

varies more between summer and winter than the load, while the monthly load varies less, 

suggesting that winter may be the more challenging season for a zero-carbon grid in 

California unless additional generation sources are identified for winter.  

This paper uses recent historical data to estimate the storage needed for a zero-carbon grid 

to understand when resource adequacy may be most difficult in California. We explore the 

effects of building more solar on the stored energy and on the needed storage. We also 

explore the effect of limiting the rate of charge. Finally, we discuss the intuition that is 

gained from the results toward understanding how these factors affect the time of year 

when resource adequacy is most challenging. 

2.3 Methodology 

The energy storage that will be needed to operate a zero-carbon grid in California is studied 

using historical CAISO electrical generation and load data for years 2015-2020 [11]. These 

datasets include 5-min. data for electrical generation by technology and for the electrical 

load. To simulate resource adequacy for the grid of the future, the electricity supply by 

thermal, nuclear, and imports are replaced with scaled-up solar generation. A hypothetical 

storage reservoir is created for balancing supply and demand. For each time point, the 

electricity available for charging the storage is calculated from Equation 2.1. 

𝐶ℎ𝑎𝑟𝑔𝑒 =  𝐴𝑑𝑑𝑒𝑑 𝑆𝑜𝑙𝑎𝑟 + 𝐻𝑦𝑑𝑟𝑜 +  𝑅𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒𝑠 − 𝐿𝑜𝑎𝑑 (2.1) 

where Added Solar is the historical solar generation multiplied by a variable factor and the 

other terms in Equation 2.1 are taken directly from the historical data [11]. When the right 

side of Equation 2.1 is positive, the state-of-charge of the hypothetical storage is increased 

and when it is negative, the stored energy is discharged into the grid. To simplify the 

analysis, battery charging and discharging efficiencies are assumed to be 100% with no 
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self-discharge loss. The minimum state of charge is set to zero, neglecting the need for any 

operating reserve margin or limited depth of discharge. The size of the storage reservoir is 

capped so that the state-of-charge at the end of the year equaled that at the beginning of the 

year. When the state-of-charge of the reservoir reached the cap, additional electricity 

available for charging is counted as surplus electricity. In practice, this electricity may be 

used for hydrogen production or some other load. For this study, to gain intuition about 

when the system may face resource adequacy issues, we calculate (1) the state-of-charge 

as a function of time of year, (2) size of reservoir needed, and (3) surplus electricity 

generated as we vary the amount of solar electricity generated.  

For a subset of the calculations, the charging rate is limited to 40 GW and the extra power 

beyond this limit is considered to be surplus electricity. 

This approach gives realistic results in which the generation and load profiles are based on 

observed data. However, this approach does not (1) consider transmission constraints, [12] 

(2) adjust hydro generation to best meet the supply/demand imbalances, nor (3) adjust the 

load profile, which can be driven by electric vehicle adoption, heat pump adoption, demand 

management, and many other things.  

In order to calculate the daily discharge, the discharge time was divided into two parts, the 

first one starting from midnight to the minimum state of charge in that day and the second 

part starting from the maximum state of charge in that day to midnight (check the inset in 

Figure 2.1). The statistics were calculated over all the days for each year. 

2.4 Results and Discussion 

The state-of-charge of the storage as a function of time of year is shown in Fig. 2.1 using 

renewables generation and load data from 2019 (eq. 1), but with the solar generation scaled 

up to be able to meet or exceed the total load for the year. For all curves we observe that 

the state of charge is a minimum sometime during the winter, but when the charging is 

unconstrained (dotted lines) the time for the minimum shifts from mid-March when the 

total generation just meets the annual load to mid-January when a large solar build out is 

capable of exceeding the daily demand on sunny days. A close look at the data (see inset 

in Figure 2.1) confirms that the minimum state of charge occurs near sunrise. Thus, the 

most challenging time of year to retain adequate reserve shifts from sunset in late summer 

(observed today) to sunrise in the winter (when storage is required to get through the winter 

months).   

This calculation for 2019 is compared with similar data for years 2015-2020 in Figure 2.2. 

We select calculations with fairly similar solar build outs for all six years by adjusting the 

amount of solar so that the total electricity generated in each year exceeds the total load for 
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that same year by 15 TWh, which allowed the years to be compared directly while limiting 

the surplus electricity. If no practical use could be found for the 15 TWh of surplus 

electricity, it would be curtailed, representing about 10% of the annual solar generation. In 

every year, the minimum state-of-charge for the energy reservoir is found to occur in late 

February or the first part of March, narrowing the time of low reserve margin to about one 

month. The predictability (about one month) of the most challenging time of resource 

adequacy is consistent with the current predictability of late August and early September 

(a time span of about one month) as the most challenging time for today’s grid. 

The upper part of Fig. 2.2 shows that the reservoir is not able to always recharge every day 

during the summer. The dips in the state-of-charge when the reservoir is mostly full come 

at different times each year. These could be caused by heat waves or by times of low solar 

generation. Our investigations show that the cause is dominated by low solar generation, 

which is associated with clouds or smoke as shown in the two satellite images [13] of 

California shown for a day when the reservoir is able to completely refill (July 1, 2019) 

and a day when the reservoir is not able to refill completely (July 25, 2019), showing the 

obvious cloud cover. The year 2020 is notable because of the large number of fires that 

burned late in the summer, corresponding to an early decline in the state-of-charge of the 

hypothetical battery in 2020, as shown in Fig. 2.2, green curve. Despite the abnormally 

large amount of smoke in late summer of 2020, the year ends with a state-of-charge that is 

comparable to 2018. 

 
Figure 2. 1 Calculated state of charge for stored energy using 2019 generation and load data adjusted to 

reflect zero-carbon grid scenarios with variable solar. Each curve reflects a different annual solar-

generation-to-load ratio (see legend). The charging rate was capped at 40 GW for all except for the 2 dotted 

lines. 
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Figure 2. 2 Calculated state of charge for stored energy as in Fig. 2.1, but for six different years with the 

solar build selected to always supply 15 TWh of surplus. 

Although smoke during the summer could be worrisome, Fig. 2.2 shows that a storage 

reservoir that is adequate for the winter will always be adequate during the summer, 

suggesting that our current concern for resource adequacy in late summer may disappear 

in the future when we have adequate storage. 

Studies have suggested that it will be beneficial to be able to charge the storage quickly 

when the sun is shining using a charge rate that is greater than the largest discharge rate 

[14]. Our comparison of unconstrained charging rates with charging rates limited to 40 GW 

(the common maximum discharge rate) is shown in Fig. 2.1. When the solar build out 

results in generation equal to 105% of the load, limiting the charging rate delays the date 

when the reservoir reaches full charge but has very little effect on the top (black) curve 

otherwise. The effect becomes greater when the solar fleet is built out more, enabling faster 

charging. For the red (bottommost) curve, unconstrained charging allows the reservoir to 

be completely filled one month earlier. It also decreases the size of the reservoir needed 

from about 7.3 to 6 TWh. The decrease in the size of the needed storage is significant, 

highlighting the benefit of being able to charge faster in a solar-rich grid.  We anticipate 

that the benefit of the higher charging rates will be even more apparent in situations when 

the storage is being filled behind the meter by a local solar plant rather than from the grid 

with no transmission constraints.  
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The size of the storage needed as a function of the solar build out is shown in Fig. 2.3. For 

2019, these data can be taken from Fig. 2.1. For the other years, the data were assembled 

in a similar manner. Only 3 of the six years are shown for clarity. As expected, the size of 

storage reservoir needed decreases with increased solar investment. In general, the size of 

the seasonal storage that is needed decreases a factor of three to ten for the range of solar 

investigated here (see Figure 2.3). The data from Fig. 2.3 as well as similar data for the 

other three years are tabulated in Table 2.1, showing the large effect of the solar investment 

on the needed seasonal stored energy. 

 
Figure 2. 3 Decrease of storage needed to meet minimal resource adequacy (left axis) and associated 

surplus electricity (right axis) as a function of solar buildout The thick and thin lines differentiate the 

storage needed when the storage is allowed to charge at a n unlimited rate or at a maximum of 40 GW, 

respectively. 

In contrast to the need for seasonal storage, the amount of storage needed diurnally changes 

very little with increased solar investment. For years 2015 – 2020 the diurnal storage varied 

between 0.23 and 0.31 TWh, showing, typically, only about a 10% reduction with the 

higher solar investment.  The average load during the nighttime discharging periods was in 

the range of 20 – 30 GW over the six years. The seasonal storage needed is up to a factor 

of 100 times the storage needed on a nightly basis, demonstrating the low probability of 

running out of energy in a single night during seasons when the large reservoir is close to 

full. 

Table 2. 1 Calculated energy storage reservoir size and associated hours of discharge assuming 25 GW load 

using 2015-2020 data. 

Year 

Seasonal Diurnal 

Energy Storage 

[TWh] 

Hours of Discharge 

at 25 GW Load 

Energy Storage 

[TWh] 

Hours of Discharge 

at 25 GW Load 
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Annual Solar Generation = 80% of Annual Load 

2020 22 880 0.27 ± 0.09 10.9 ± 3.6 

2019 20 800 0.27 ± 0.13 10.7 ± 5.2 

2018 15.8 632 0.27 ± 0.10 10.7 ± 3.9 

2017 16.3 652 0.26 ± 0.10 10.5 ± 4.1 

2016 17.4 696 0.28 ± 0.11 11.4 ± 4.3 

2015 19 760 0.31 ± 0.10 12.3 ± 4.2 

Annual Solar Generation = 125% of Annual Load 

2020 2.5 101 0.25 ±  0.06 9.9 ± 2.3 

2019 7.4 296 0.24 ± 0.10 9.6 ± 3.8 

2018 3.7 148 0.25 ± 0.07 9.8 ± 2.8 

2017 3.6 144 0.24 ± 0.07 9.6 ± 2.8 

2016 5.9 236 0.25 ± 0.07 10.2 ± 2.8 

2015 4.9 196 0.28 ± 0.10 11.0 ± 2.4 

 

As the needed storage decreases with added solar investment, the surplus electricity 

(dashed lines in Fig. 2.3) increases linearly with the amount of solar. This surplus electricity 

may be curtailed, but, more likely, it will be used to meet some other load. For example, 

the surplus electricity could be used in generating hydrogen. As renewable energy is used 

to meet energy needs for a wide range of applications, this “surplus” electricity may 

become a very critical resource for meeting the broader energy needs. 

2.5 Conclusion 

Today’s challenge of maintaining adequate reserve margin during late summer may 

become a challenge in winter or spring for a solar-driven, zero-carbon grid. If the solar 

investment delivers about 80% of the electricity needed to meet load in a year, the tightest 

reserve margin may fall in March. If the solar fleet is built about 50% bigger, the tightest 

reserve margin may shift to January and require a storage reservoir that is less than half the 

size. Limiting the rate of charging to 40 GW increases the amount of storage needed 

slightly but has a bigger effect on the time during which the storage reservoir is close to 

being depleted, moving that time to later in the winter. Thus, our intuition about resource 

adequacy for a zero-carbon grid will be informed by the solar investment as well as that 

storage’s ability to charge quickly.  

Cloudy, smokey days during the summer may cause a depletion of energy in the storage 

reservoir but will not lead to tight reserve margins during the summer – a major change 

from today’s picture. This change will only be reinforced by expected changes in load 

patterns driven by electrification of heating in place of gas furnaces (resulting in growing 
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winter loads). We note that these conclusions would not apply to locations that have a 

strong wind resource during the winter and have not considered the challenges of matching 

supply and demand on a local level. 
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3.1 Summary 

Currently, the most difficult time of year for California to supply the demanded electricity 

is around sunset on very hot summer days. As California uses more renewable electricity, 

that challenge may shift to any time of the year depending on the supply of electricity more 

than on the demand. We study various scenarios for applying a 100% renewable energy 

grid using six years (2015-2020) of historical demand and scaled-up solar and wind 

generation to investigate the main function of the storage in affording adequate electricity 

supply at all times of the year. We identify the times of year that may be most challenging. 

We detect that, for a solar dominant generation profile, the ultimate challenge shifts from 

summer to winter. Furthermore, the critical time of the year may be shifted by one or two 

months depending on the amount and the mix of the renewable generation that will be built. 

Keywords: Energy Storage, renewable-energy grid, resource adequacy 

3.2 Introduction 

Adequate supply of electricity to maintain reliable grid function will be a key element of 

successful implementation of a renewable-energy driven grid. Decarbonizing the 

electricity grid [1] [2] [3] [4] is a long-term target for a growing number of countries. 

During the wide-spread heat wave in California in August 2020, resource inadequacy 

around the time of sunset forced California Independent System Operator (CAISO) to cut 
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electricity supply to customers [5]. Such events raise questions about the practical 

penetration level of variable electricity sources (solar and wind) and have motivated much 

discussion [6] about CAISO’s ability to meet demand in the coming years, especially when 

the Diablo Canyon nuclear plant is scheduled to be decommissioned by 2025 and the 

availability of imports may be reduced during critical hours as nearby states rely more on 

renewable electricity. Similar challenges are anticipated around the world as the use of 

variable solar and wind electricity generation increases.  

Resource adequacy for a fossil-fuel powered grid may be met by installing relatively 

inexpensive peaker plants that are anticipated to sit idle for much of the year and then 

operated only during times of high demand. In California, during times of acute shortages, 

prices may increase to $1000/MWh [7], enabling the investors in the peaker plants to 

receive substantial income during those short times. As solar and wind electricity become 

key sources of electricity, battery storage is becoming increasingly important toward 

meeting instantaneous demand. Mallapragada, et al predicted that 4% lithium-ion storage 

would be needed for 40% to 60% penetration of solar and wind [8]. In 2021, close to 30% 

of electricity generation in California will be from solar and wind and the state is routinely 

providing 2% of power from batteries during times of peak demand, consistent with 

Mallapragada’s prediction. Resource adequacy for a renewable-energy driven grid requires 

resources to deliver the peak power and, to the extent that those resources use stored 

energy,1 adequate stored energy must also be available. The dual focus on both power and 

energy for a renewable-energy-driven grid represents a change in the discussion of resource 

adequacy [9]. Thus, the methods typically used to meet resource adequacy in a fossil-fuel 

powered grid differ substantially from those relevant to a grid supplied by renewable 

resources, focusing more on how variable weather affects generation instead of how 

variable weather affects demand [10] [11]. 

 

 
1 Inclusion of nuclear power and fossil generation with carbon capture and sequestration are possible 

approaches and largely avoid the need to consider the stored energy, but are outside of our scope, which 

focuses on a renewables-driven grid. 
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Figure 3. 1 Monthly electricity generation from solar and wind in California (CAISO) and Colorado. 

Studies have identified times when a lack of solar and wind over several days or weeks 

will limit the ability of high levels of solar and wind to provide resource adequacy. Shaner, 

et al [11] found that several weeks of energy storage would be needed to get through 

variable weather in a solar and wind-driven grid unless solar and wind plants are built to 

supply surplus electricity.  Dowling, et al [10] showed how long-duration storage (with 

lower costs associated with increased energy capacity) could help to address times when 

solar and wind electricity would be unavailable [8]. Rinaldi, et al extended that study to 

focus specifically on California, finding that when California was treated as an island, costs 

could be reduced by 21% by using long-duration storage [12]. Tarroja, et al also considered 

California with a 100% renewable energy electricity system [13]. While Tarroja’s focus 

was on the materials usage, their calculations shed light on the question of the most difficult 

times to retain adequate energy in storage, concluding that storage will fill during the 

summer and reach low levels during the winter for the scenarios they presented. 

Here we build on our previous study [14], which demonstrated that building many solar 

plants could easily supply the needed electricity during the summer, but that stored energy 

might run low during the winter without an adequate storage reservoir. We use an energy 

balance approach to identify the seasonal storage challenges that California (and other 

locations like it) may anticipate if a renewables-plus-storage approach is used to reach a 

zero-carbon-emissions grid. We start by reviewing the resource mix that California may be 

able to access and why it may experience a seasonal challenge that is not found in many 

locations. Then, we present results showing how energy balance of energy into and out of 

storage is affected by the selected scenario and describe how the time to be most concerned 

about resource adequacy in California will change from what it is today for plausible 

renewable-energy-driven scenarios. In the STAR Method section, we describe our energy-

balance approach which assumes that practical (i.e., low-cost and efficient) storage is 

available and perfectly connected. In the Method Details section, we present a flow chart 

for the in-house python code that is used in this study. 
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3.3 Results and discussion  

3.3.1 Background – resource and technology availability 

While storage may be used on short time scales, here we focus on seasonal storage to 

answer the question “what times during the year will we be most concerned about resource 

adequacy?” We seek to answer this question in the context of a renewable-electricity-driven 

grid in sunny locations like California. The need for seasonal storage in a renewables-

driven grid may be avoided in many locations by adjusting the relative installation of solar 

and wind power plants [15], [16], [17], [18], [19]. Figure 3.1 compares historical monthly 

solar and wind electricity generation in California (as reported by California Independent 

System Operator – CAISO) and Colorado (as reported by the Energy Information Agency 

- EIA). As expected, the solar electricity generation is at a minimum around January each 

year. Less expected, the historical California wind-generated electricity also shows a 

minimum in January or during winter months. In contrast, wind in Colorado tends to 

increase during the winter. In both locations, the wind tends to blow more at night, allowing 

it to complement the daytime solar electricity very well, but the Colorado wind is much 

better than the California wind in complementing the seasonality of the solar electricity 

generation. 

Thus, a renewables-driven grid in Colorado may select an optimal ratio of solar and wind 

to meet the year-round demand in a more consistent way. In contrast, balancing solar with 

wind doesn’t decrease seasonal storage needs when the generation profiles look like those 

shown in Fig. 3.1 for California. California may benefit from importing wind from 

locations like Colorado. Additionally, there may be locations onshore within California that 

could provide stronger wind resource during the winter [20]. Alternatively, offshore wind 

may provide more consistent electricity generation. 

Offshore wind speeds in California also decrease during the winter, but the offshore wind 

speeds are higher than onshore wind speeds, resulting in more consistent generation 

throughout the year [21]. California is discussing installation of offshore wind starting in 

2026 [22]. California’s coast has very little opportunity for wind in shallow areas, so 

floating platforms will be needed, increasing the cost and the risk, but there is substantial 

potential as well as substantial interest [23]. Nevertheless, the available resource for both 

onshore and offshore wind is estimated to be limited [24] suggesting that it will be difficult 

to find enough economically attractive sites to enable an optimal balance between solar 

and wind generation. 

Today, geothermal and biomass plants are typically operated in California with a constant 

output, though it may also be possible to operate these as flexible generators [25]. These 

could be helpful in meeting winter load, but in 2020, the electricity generated by 
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geothermal and biomass were 3.7% and 1.2%, respectively, out of the total generation 

reported by CAISO [26], [27]. The use of biomass is not anticipated to grow substantially 

because of the low availability of low-cost feedstocks and because of the high cost of 

collecting materials. However, there is a possibility that the need for reducing fuel in forests 

to reduce the severity of wildfires will motivate investment in collecting forest waste, 

allowing electricity generation from those materials to become cost effective. A possible 

estimate for that potential may assume the availability of about 50 million tons of biomass 

per year [28]. If this biomass can generate electricity with a higher heating value of 15 

MJ/kg with 25% conversion efficiency, about 50 TWh can be generated from California’s 

biomass each year. Use of biogas from landfills and installations of digesters at waste-water 

treatment plants is increasing under incentives such as the Low Carbon Fuel Standard [29], 

supporting the possibility of reaching the 50 TWh/year generation potential, but biogas is 

not increasing fast enough to motivate inclusion of these levels in modeling [24].  

Similarly, geothermal power generation is found to be relatively expensive and unlikely to 

expand by even a factor of two [24]. However, investment from the oil and gas industries 

[30] could rapidly reduce the cost. If cost reduction were achieved, the resulting geothermal 

resource could provide ample power [31].  

Hydropower can play the dual roles of generation and storage [32] [33]. It may directly (as 

pumped hydro) or indirectly (by controlling output) act as storage. However, in a dry year, 

it may not contribute much and in a wet year it may need to be used in a continuous manner 

to provide stable flow in the rivers or may need to be used when the reservoirs fill, limiting 

its ability to match supply and demand, especially in a reliable way.  

The conclusion that solar and wind are the primary available resources is common for many 

locations around the world [3], especially because of the low costs that solar [34] and wind 

electricity have now reached [35], enabling them to compete with fossil-fuel electricity. 

The lack of wind to complement solar resource is also found in, for example, Florida, India, 

and most places near the equator. While each location will vary in its needs, the approach 

we present here may be applied to most locations and the conclusions will be similar, to 

the extent the available renewable electricity resources are similar. 
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Figure 3. 2 Calculated state of charge for stored energy using 2015-2020 generation and load data adjusted 

to reflect renewables-only grid scenarios. The charging rate is constrained to 50GW with storage round-trip 

efficiency of 80%. 

In order to be cost effective and reliable, a 100% renewables-driven grid will require a 

large amount of storage [10] [11], [36]. Here, we have assumed adequate availability of 

storage at an acceptable cost without attempting to identify the source of the technology. 

Storage technology is evolving rapidly with many innovations being explored [37] [38] 

[39]. While the weather dependence of solar and wind are critical to defining the 

challenging times of year, it is less clear that the choice of storage technology will affect 

the time of year when storage may be depleted. Thus, we do not attempt to define a specific 

set of storage technologies but create a hypothetical central storage reservoir for accounting 

purposes. 

In the rest of the paper, we explore the impact of a range of renewables-driven scenarios 

on the time of year when the energy resource adequacy may be most challenged. The 

scenarios were chosen to explore the effects of the various possibilities, even those that are 

unlikely. We then discuss the implications in the context of which of the scenarios are most 

plausible based both on the cost and scalability of the various generation technologies, 

reflecting the information presented in this section. 

3.3.2 Energy balance model results 

The effect of the size of the solar buildout on the calculated state of charge is shown in 

Figs. 3.2 and 3.3. These calculations used data for 2015-2020 in Fig. 3.2 and only 2020 in 



Chapter 3 

 32 

Fig. 3.3 to show more detail. The historical thermal generation, nuclear generation, and 

imports  [27] were replaced with additional solar generation according to Equation 1.  

 
Figure 3. 3 Calculated state of charge for stored energy using 2020 generation and load data adjusted to 

reflect renewables-only grid scenarios. 

Using the solar multipliers in Table 3.1 to achieve a total annual generation to total annual 

load of 105%, 110%, 120%, and 135% for each year separately. The state of charge is 

graphed as a percentage of the average of the six years annual loads. This six-year analysis 

clearly shows that for each year the time of the biggest challenge is around February. 

However, in some years, the storage retained much more reserve even in February. The 

two years that showed the lowest states of charge (2015 and 2020) correlate with the 

smallest hydropower (5.4% in 2015 and 6.5% in 2020) so there is more dependence on the 

storage to supply the grid in those years. However, the details of which year is most 

challenged also depends on the amount of the solar overbuild. The scenarios with more 

solar show less dependence on the hydropower and more on the solar resource. 

Specifically, while Table 3.1 shows a systematic decrease in the solar multiplier during the 

years from 2015 to 2019, reflecting the increasing deployment of solar in California, the 

solar multiplier used for 2020 increased, reflecting the low solar output that was observed 

for that year. A more detailed inspection of the data (not shown) revealed that the solar 

𝐴𝑑𝑑𝑒𝑑 𝑃𝑜𝑤𝑒𝑟

=  𝐴𝑑𝑑𝑒𝑑 𝑏𝑢𝑖𝑙𝑑 𝐹𝑎𝑐𝑡𝑜𝑟 

×  𝐻𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙 𝑅𝑒𝑠𝑜𝑢𝑟𝑐𝑒 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

(Equation 3.1.a) 

𝑇𝑜𝑡𝑎𝑙 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝐴𝑑𝑑𝑒𝑑 𝑃𝑜𝑤𝑒𝑟 + 𝐻𝑦𝑑𝑟𝑜 +  𝑅𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒𝑠 (Equation 3.1.b) 
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generation was low during late 2019 as well as early 2020, causing the storage to deplete 

very rapidly from its filled state in summer of 2019, especially for the scenarios that were 

relatively more dependent on solar electricity (with high overbuild). 

Table 3. 1 Generation mixtures used for Fig. 3.2 (X means multiples and % means percentage relative to 

the annual load) 

Resources / Year 2015 2016 2017 2018 2019 2020 

Solar 

Multiplier 

105% 12.1X 8.2X 6.1X 5.6X 5.0X 5.2X 

110% 12.8X 8.8X 6.6X 6.0X 5.4X 5.5X 

120% 14.3X 9.9X 7.5X 6.8X 6.2X 6.3X 

135% 16.5X 11.5X 8.9X 8.0X 7.3X 7.4X 

Total 

Added 

Solar 

105% 81.4% 73.7% 67.3% 68.8% 65.5% 70.9% 

110% 86.4% 78.7% 72.3% 73.8% 70.5% 75.9% 

120% 96.4% 88.7% 82.3% 83.8% 80.5% 85.9% 

135% 111.4% 103.7% 97.3% 98.8% 95.5% 100.9% 

Historical 

Renewables 
18.3% 21.5% 24.0% 26.8% 27.5% 27.6% 

Large Hydro 5.4% 9.8% 13.7% 9.4% 12.0% 6.5% 

In Fig. 3.3 the resulting annual generation mix to exactly meet 2020’s load (≅220 TWh) 

included 79.6% solar, 7.4% wind, 6.5% hydropower, and 6.5% other renewables 

(geothermal, biomass, biogas, and small hydropower). The reservoir is found to reach its 

minimum state of charge between Jan 24 for large solar build out (annual generation = 

135% × annual load) and March 21 for small solar build out (annual generation = 105% × 

annual load). The systematic shift in the time of minimum energy in storage is a direct 

result of how quickly the storage can be filled during daytime hours from the solar 

electricity. Greater solar build out enables the storage reservoir to begin to refill in January, 

while minimal solar build out requires March’s longer days. 

While the California August 2020 emergency occurred around sunset, the storage reservoir 

in Fig. 3.3 reaches a minimum charge state just after sunrise, as shown in Fig. 3.4, which 

expands the data from Fig. 3.3 to view days in January and July for two levels of generation. 

The times for sunrise and sunset were taken for the centrally located California City. On 

most days, the minimum and maximum in the state of charge are observed approximately 

an hour after sunrise and before sunset, respectively, reflecting that the sun needs to be 

away from the horizon before the solar electricity generation increases enough to supply 

much of the load. These observations pertain to the energy balance of California’s entire 

grid with generation dominated by solar generation. The times of day for the minima and 
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maxima are expected to vary with the weather, location, and the technology mix used for 

the generation. 

Similar calculations for 2015-2020 (Fig. 3.5) showed that the minimum state-of-charge in 

the reservoir is always observed during the winter or early spring, even in 2020 which 

experienced lower than usual solar generation because of wildfires and cloudy weather. 

Although the exact date of the minimum state-of-charge varies each year, for a given level 

of build out, the date of the minimum varies by less than one month, suggesting that once 

the build out is defined for a solar-dominated grid, the time of highest risk for resource 

inadequacy can be well predicted. 

When defining a storage asset, we may consider the energy rating and the power ratings 

for both charging and discharging. In Figures 3.2-3.5 we have described the energy in the 

reservoir assuming that the charge rate was limited to 50 GW based on the maximum load 

during the 2015-2020 period [40]. Some types of storage reservoirs use different converters 

for the charging and discharging, enabling differing power ratings. In Fig. 3.6 we show the 

effect of enabling higher charge rates and see that unconstrained charging has very little 

effect when the build out is small (105% curves) but hastens the recharging of the reservoir 

and decreases the storage needed slightly when the annual generation is 135% of the annual 

load. 

It is fairly unlikely that an all-renewables grid in California will be constructed by building 

only solar. [11] We repeated the calculation of Fig. 3.3, expanding the generation using the 

generation profiles for onshore wind (from the historical data), offshore wind (simulated), 

and a constant (“flat”) value. The results are shown in Fig. 3.7. For each of these cases, the 

reported 2018 generation from solar, hydropower, wind, and other renewables was retained 

while scaling up one of the generation profiles to replace the thermal and nuclear generation 

with that resource. As shown in Fig. 3.1, the California onshore wind tends to be greater in 

the summer compared with winter, so an even larger storage reservoir is needed. Offshore 

wind and flat renewables come closer to matching the load seasonally, so a much smaller 

storage reservoir is needed. While adding onshore wind, solar, or offshore generation 

results in the minimum storage level in February or March, a similar build out with a flat 

generation profile results in the minimum shifting to October and extending for a couple 

of months after the high load in July and August depleted the storage. 

If the resources are built out in a bigger way as shown in Fig. 3.8, only the solar build out 

and the added onshore wind result in a minimum state of charge in winter. Again, build out 

of onshore wind results in the need for the largest energy reservoir. Adding a flat generation 

profile to meet a total annual generation equal to 135% of the total annual load resulted in 

adequate electricity generation at all times. In the case of the offshore wind build out, the 
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reservoir reaches near zero at times ranging from July to November, or throughout the year 

for other years, reflecting the greater variability of the offshore wind resource. 

In addition to a shift in time for when the minimum state of charge is observed, Figs. 3.2 

and 3.3 show that the needed storage reservoir decreases as the solar generation is 

increased, as would be expected, and as shown in Fig. 3.9 for years 2015-2020. Fig. 3.9 

also shows how the surplus electricity increases linearly (by design) with the annual 

generation as the solar generation is increased. We suggest that this “surplus” may be used 

for the transportation sector, the chemical sector and other energy demands. If, for example, 

the “surplus” electricity was used to make hydrogen for production of fertilizer and to fuel 

trucks, steel making, and furnaces, the demand for the “surplus” electricity might be 

substantially greater than what we have described. In that case, resource adequacy concerns 

could be met by providing low electricity prices to the companies using the “surplus” 

electricity in return for their promise to stop using the electricity whenever the generation 

is challenged to meet the current load. An analysis of the feasibility of directing this surplus 

electricity (which is mostly generated during the times of the year when the storage 

becomes full as shown by the ‘plateaus’ in Fig. 3.2) is beyond the scope of this paper, but 

we note that the United States Energy Department’s “Solar Futures” study suggests that the 

United States will need 1.6 TW of solar for a decarbonized grid and an additional 3 TW of 

solar to decarbonize the other energy sectors [41].  Thus, the need for energy for other 

energy sectors (which may be more flexible in its timing) is likely to be larger than the 

energy needed for the power sector and these cross-sector applications will benefit from 

even more expansion of the generating capacity than we have modeled here. An even 

greater build out of solar energy plants would further reduce the size of the needed storage 

but would have smaller effect on the time of year when the storage would reach its minimal 

state of charge. 

 



Chapter 3 

 36 

 
Figure 3. 4 Magnifying two days of January and another two days of July to show the daily charging and 

discharging details. 

The < 10% losses we show in Fig. 3.9 are relatively small. If daytime loads can always be 

met directly, while nighttime loads require storage, then roughly half of the delivered 

electricity will suffer the inefficiency of the charging and discharging. Thus, we may expect 

that the losses should always be a little less than half of the round-trip charging loss, as 

reported here. 

A future renewable-energy driven grid in California is likely to include a mixture of 

technologies, rather than expanding a single technology, as shown in Figs. 3.7 and 3.8. The 

effect of adding wind alongside of solar is shown in Fig. 3.10, comparing the addition of 

1) equal amounts of solar and onshore wind, 2) only solar (as for Fig. 3.2, 3.3 and 3.5), and 

3) equal amounts of solar and offshore wind. In general, adding the mixture of onshore 

wind and solar required a larger reservoir while a mixture of offshore wind and solar 

required a smaller reservoir compared with all-solar additions. The calculations are done 

similarly to Fig. 3.2 but for the resource combinations shown in the legend. The results of 

Fig. 3.2 and Fig. 3.10 show some similarities and some differences. Notably, the scenario 

that uses offshore wind at a high level shows highly variable times of year for each year’s 

minimum state of charge. This is more consistent with the common assumption that 

renewable-energy grids need to analyze resource adequacy for all times of the year [9]. 

Whether the 50% offshore wind scenario is plausible is debatable. We estimate that this 

scenario would require about 13 GW of offshore wind, more than is planned. Consistent 
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with Fig. 3.2, Fig. 3.10 appears to show that the years of 2015 and 2020 would have had 

the lowest charge states, probably caused in part by those years being low in hydropower.  

Based on our analysis, we anticipate that, as more renewable electricity generators are 

installed, California will use more solar than wind and little more geothermal or biomass 

(which are currently about 4% of total generation). We anticipate that load profiles will 

change as electrification is increased. Electrification of heating applications will increase 

demand during the winter, just when a solar-driven system is already under the most stress. 

Electrification of the transportation sector will have much less effect on the seasonal 

challenges. If capabilities are developed for geothermal, biomass, and/or for hydropower 

to be able to be dispatchable, the need for storage will be greatly reduced. Alternatively, 

California may choose to add nuclear, natural gas coupled with carbon sequestration, 

hydrogen-powered generation, or a number of other technologies to the renewable-driven 

scenarios studied here. These fully dispatchable technologies may play the role of the 

storage reservoir studied here or may be used more like dispatchable thermal plants are 

used today. Each of these will contribute to provide the needed resource adequacy, probably 

in ways that are more similar to how resource adequacy is handled. We have omitted these 

from our study because of our desire to understand what would be needed by a renewables-

driven grid. 

 
Figure 3. 5 Calculated state of charge for stored energy using data from 2015 to 2020 but showing only the 

total annual generation = 110% of annual load case for each year. 

3.4 Conclusion 

Exploring the question “When during the year will resource adequacy be most challenged 

for a renewable-electricity-driven grid in sunny locations like California?” we find the 

highest risk times to be around sunrise during January, February, or March, depending on 
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the amount of solar generation that is built. The renewable-energy-driven scenarios we 

explored show that the technology mix can have a large effect on the times of year when 

there is risk of resource inadequacy. However, based on the premise that California will 

use more solar than wind and that the current wind generates more electricity in summer 

than in winter, we conclude that the most challenging time will always be in the winter.  

As more solar electricity is made available, the time of the seasonal challenge shifts from 

March to January. None of the plausible scenarios calculated the storage to reach < 10% of 

full charge during spring or summer. On the other hand, addition of substantial wind 

generation at a fairly unlikely level may result in risk of the reservoir running too low at 

almost any time of year.  

The seasonal storage needed to balance supply and demand may be cut in half by building 

30% more electricity generating capacity as shown by our comparison of building 

generation to provide a total annual generation that is 135% vs 105% of the total annual 

load over a year. The surplus from the added electricity generation is anticipated to be not 

only useful for reducing the needed storage but may turn out to be essential for generating 

hydrogen for transportation, heating, chemical, or other applications.  

The effects of electrification on load profiles were not included in this study, but the 

addition of heat pumps to the load profiles is likely to further exacerbate the resource 

adequacy challenge during winter, suggesting even stronger confidence in our assertion 

that resource inadequacy challenges of a renewable-driven grid in California will occur in 

winter around sunrise. We expect similar conclusions for other low-wind, sunny locations 

like Florida and India, though the details will vary. The conclusions would be changed for 

locations with stronger wind generation during the winter and for zero-carbon grids that 

are not primarily driven by solar electricity. The energy-balance approach provides a 

straightforward method based on realistic data for exploring a wide range of scenarios. 
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Figure 3. 6 Calculated state of charge for stored energy using data from 2020 but comparing calculations 

when the charge rate was limited to 50 GW and unlimited, using two build out levels, as indicated. 

 
Figure 3. 7 Calculated state of charge for stored energy using 2018 generation and load data with thermal, 

nuclear, and imports replaced with electricity generation from a single technology (as indicated) to deliver 

total generation equal to 105% of the annual load. 
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Figure 3. 8 Calculated state of charge for stored energy using 2018 generation and load data with thermal, 

nuclear, and imports replaced with electricity generation from a single technology (as indicated) to deliver 

total generation equal to 135% of the annual load. 

 

 
Figure 3. 9 Storage needed to meet minimal resource adequacy and the losses due to storage round-trip-

efficiency (left axis) and associated surplus electricity (right axis) as a function of solar build out. 
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Figure 3. 10 Calculated state of charge for stored energy using renewables generation and load data for 

years 2015-2020 adding additional solar and wind generation as indicated in the legend to replace thermal, 

nuclear, and imports. 

3.5 Limitations and assumptions of the study 

This study can be expanded to include multiple features in a future study. Currently, this 

approach gives realistic results in that the generation and load profiles are based on 

observed data from the years 2015-2020 in the CAISO zone. We calculate the state of 

charge of the storage reservoir as a function of time of year to demonstrate the effects/trends 

of the following: 

1. The amount of solar electricity generation 

2. Limiting the charging rate 

3. Other renewable electricity generation resources usage  

while including a realistic round-trip efficiency for the storage. We focus on how these 

choices affect the time of the year when resource adequacy may be most challenged. We 

also explore how the size of the needed storage reservoir, the amount of surplus electricity 

generated and the losses due to storage round trip efficiency are interrelated. 

However, this approach doesn’t include the following: 
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1. Transmission constraints considerations (we balance the supply and demand for the 

state of California not locally) including power flow limitations, operational 

limitations like ramp-up-rate limitations, etc. 

2. Adjusting the hydro generation to better meet the supply/demand imbalances. 

3. Adjusting the load profile, which may be driven by electric vehicle (EV) adoption, 

demand management, heat pump adoption, and many other things. 

4. Modeling generation profiles of the future that may differ from the historical 

profiles, especially because of geographical choice and system design. 

5. Detailed cost tradeoff between technology choices, including duration, efficiency, 

capacity, renewables overbuild, and material resources required. 

6.     Inclusion of non-renewable energy solutions. 
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3.7 Method details 

Our energy-balance approach provides a straightforward way of quantifying seasonal 

challenges to supplying energy when it is needed. In the end, many factors should be 

considered in determining the optimal technology mix [42], but being able to generate (and 

store, if needed) enough electricity to meet the load in real time is foundational to every 

solution. All selected scenarios use historical renewable electricity generated in California 

to meet California’s electrical load. It is useful to use historical data as these can differ from 

simulated data as can be seen if one compares simulated wind data for California [12] with 

the observed wind data for California. Importing and exporting of electricity is neglected 

as we focus on the worst-case situation of needing to meet all demand with local resources 

and follow the currently observed trend that California is increasingly less able to import 

electricity during times of high load [43]. 
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The generation profiles for solar, wind, and hydropower electricity were taken using 

historical CAISO data [27] for years 2015 - 2020. To ensure that air conditioning and other 

weather-dependent loads realistically align with the solar and wind generation profiles, we 

used California load profiles from the same data sets. Fig. 3.11 shows solar, wind, and load 

profiles for 2018 (a year that is representative of the typical trends). These 5-min data sets 

were first screened for missing and anomalous data. About 0.16% of the data were found 

to be missing. Some of them were short intervals (5 – 20 minutes) and others were long 

intervals (up to 7 hours). The short intervals were treated by linear interpolation using the 

previous and the next data points, while the long intervals were treated by linear 

interpolation using the previous and the next day’s data points in the same time intervals. 

The reported electricity from thermal, nuclear, and imported resources were replaced with 

scaled-up solar or wind using Equation 3.1, where 𝐴𝑑𝑑𝑒𝑑 𝑃𝑜𝑤𝑒𝑟 is the historical 

generation multiplied by an added build factor (see Table 3.1 for a sample) and the other 

terms in Equation 3.1 are taken directly from the historical data [27], as shown for 2018 in 

Fig. 3.11. A flat generation profile was also included to simulate the consistent output that 

might be obtained from a geothermal plant or other constant output generator. For some of 

the calculations, offshore wind data were simulated using wind-speed data [44] at a height 

of 120 m for a location with a latitude of 35.03 and a longitude of -121.52. This offshore 

location provides higher capacity factors than the historical onshore wind generation 

profiles reported for California but does not reflect the variability of the offshore wind 

generation profiles along California’s coast, which is outside of the scope of this paper. We 

modeled the wind power profile using the power curve for aerodyn SCD 8.0/168 [45]. Data 

for 2018, with each curve normalized to its maximum two-week average, are shown in Fig. 

3.11; data from 2015 - 2020 were used for the calculations shown in the rest of the paper. 
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Figure 3. 11 Relative generation and load profiles taken from CAISO database for 2018 with simulated 

offshore wind data. 

When generation exceeded the load, the excess was placed in a single storage reservoir 

until the reservoir was full, with the overflow counted as “surplus” electricity as shown in 

Equation 3.2a. This surplus energy can be used in hydrogen production through electrolysis 

or can be supplied to industrial processes at a low price to provide low-cost products. When 

the generation was less than the load, energy was taken from storage to meet the remaining 

demand as shown in Equation 3.2b. The size of the reservoir was adjusted so that the state 

of charge of the reservoir at the end of the modeled time period matched that at the 

beginning of the time period (the time period was either one year or multiple years). 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝐿𝑜𝑎𝑑 + 𝑆𝑡𝑜𝑟𝑎𝑔𝑒 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 +  𝑆𝑢𝑟𝑝𝑙𝑢𝑠 (Equation 3.2a) 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 + 𝑆𝑡𝑜𝑟𝑎𝑔𝑒 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 𝐿𝑜𝑎𝑑 (Equation 3.2b) 

To be realistic, storage round-trip efficiency was assumed to be 80% with equal charging 

and discharging efficiencies [46]. We explored the effect of losses and found that 

inefficiencies caused the need for more generation to keep a fixed surplus percentage but 

did not significantly affect the time when the resource adequacy was challenged. The losses 

due to inefficiency were compensated by more generation. The generation is divided into 

two main parts: 1) the historical generation from the renewable resources like solar, wind 

and hydro, and 2) an added generation that is a multiple of one or more of the historical 

renewable resource’s generation, depending on the generation combination we select to 

study. The difference between the total generation and the load at each time point gives the 

amount of charge that should be added to or withdrawn from the storage. The minimum 

state of charge was set to zero as a reference point. Unless otherwise noted, the charging 
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rate was limited to 50 GW (the maximum discharging rate according to CAISO peak load) 

[40] and the extra power beyond this limit was added to the electricity counted as surplus. 

The calculations were done using an in-house Python code that follows the following flow 

chart. 

3.8 Key resource table 

REAGENT or RESOURCE SOURCE IDENTIFIER 

California Independent System 

Operator (CAISO) generation 

and demand data 

CAISO 

http://www.caiso.com/informe

d/Pages/ManagingOversupply

.aspx  

California Independent System 

Operator (CAISO) monthly 

renewables performance report 

CAISO 

http://www.caiso.com/Docum

ents/MonthlyRenewablesPerf

ormanceReport-Jan2021.html 

California Independent System 

Operator (CAISO) peak load 

history 

CAISO 

https://www.caiso.com/docum

ents/californiaisopeakloadhist

ory.pdf 

Offshore Wind Speeds 

National Renewable 

Energy Laboratory 

(NREL) WindTool 

Prospector 

https://maps.nrel.gov/wind-

prospector 

Monthly Net Generation United 

States for all sectors 

U.S. Energy 

Information 

Administration (EIA) 

https://www.eia.gov/electricit

y/data/browser/ 
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Chapter 4 

Onshore wind potential in California 

 

4.1 Motivation 

From my previous study of the seasonal challenges for a 100% renewable energy grid in 

California [1] [2], I concluded that the wintertime will be the most challenging season in 

case of replacing all the carbon emitting technologies with a renewable energy sources like 

solar, onshore wind, offshore wind and others. As I showed before, California is very rich 

by solar energy, thus the 100% renewable energy grid will be most likely a solar dominant 

grid with most of the generation coming from solar. This makes the grid able to supply all 

the electricity demand during the summertime, however during the winter with less solar 

resource it becomes challenging to fulfill all the energy demands unless we use energy 

storage or winter dominant renewable resources that can generate energy during the winter 

more than during the summer. Previously, I studied adding energy storage, but the energy 

storage size was too big to be a cost-effective solution. Thus, in this chapter I will explore 

the potential of winter dominant onshore wind in California [3]. 

4.2 Introduction 

The solar and wind generations are different from one country to another and from one 

state to another inside the United States. Sometimes they complement each other and other 

times they follow each other. As shown in Figure 4.1, in Colorado the solar and wind 

generations are complementing each other. During the winter, wind generation is more than 

during the summer and the opposite for solar. However, in California the solar and wind 

generations are following each other. Both are high during the summer and low during the 

winter. This raises the question about California future wind resources. Will all of 

California future wind resources be summer dominant resources with more summer 

generation than winter generation, or can we find some locations in California at which the 

wind winter generation is more than the summer generation? In this chapter I will explore 

the potential of winter dominant onshore wind in California.  
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(a) 

 
  

(b) 

 
Figure 4. 1 (a) Seasonality of solar and wind generation for Colorado and California for 2019. (b) 

Seasonality of solar and wind generation for Colorado (top) and California (bottom). [4] [5] [6] [7] 
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4.3 Methodology and data collection 

First, we studied the currently available wind resources in California by analyzing the 

seasonal generation trend of existing wind power plants. We used the California Energy 

Commission’s CEC-1304 Power Plant Owner Reporting Database, [7] EIA 860 (nameplate 

capacity) [8] and EIA 923 (electricity generation) [6] as a primary dataset for obtaining the 

measured generation and nameplate capacity from the existing power plants in California. 

Using these data and Equation 4.1, we calculated the Winter-Summer difference. In 

Equation 4.1, the W-S difference can be positive or negative. If it is positive, it indicates 

that the site has winter-dominant wind resources, however, if it is negative, it indicates that 

the site has summer-dominant wind resources. 

𝑊 − 𝑆 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒

=
𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝐶𝐹 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑤𝑖𝑛𝑡𝑒𝑟 𝑎𝑛𝑑 𝑠𝑢𝑚𝑚𝑒𝑟 𝑚𝑜𝑛𝑡ℎ𝑠

𝑎𝑛𝑛𝑢𝑎𝑙 𝐶𝐹
 

(4.1) 

where, CF is the capacity factor. The mean CF is used to calculate the nominator, while the 

annual CF is used to calculate the denominator in equation 4.1. In this case, we defined the 

winter as the months of December, January, and February, while the summer months are 

June, July, and August. 

Second, 5-minute resolution data for the wind speed at 100 m for 97,650 locations across 

the entire state of California is used to examine the seasonal trend and resource quality of 

the wind power. We used the open-access data from the NREL WIND Toolkit [9]. Using a 

specific wind turbine GE 2.5-120, we were able to simulate the annual capacity factors for 

all the wind speed data. Then, by using Equation 4.1, we identified the locations with high 

winter onshore wind capacity factor after excluding the protected areas [10] and areas with 

slopes more than 20%. The selected locations for winter dominant onshore wind have an 

annual capacity factor greater than 0.4 and W-S difference greater than 0. 

For each selected location, the wind power capacity and annual generation are estimated 

using Equations 4.2-4.4. To estimate the wind power capacity, we used capacity density 

(CD) of 3MW/km2 based on onshore wind power studies [11].  

𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 = ∑(𝐶𝐷 × 𝑎𝑖)

𝑖∈𝑊

, (4.2) 

𝐴𝑛𝑛𝑢𝑎𝑙 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 =  ∑(𝐶𝐷 × 𝑎𝑖 × 𝐶𝐹𝑖 × 8760)

𝑖∈𝑊

, (4.3) 
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𝑊(𝐶𝐹𝑖 > 0.4) ∩ (𝑊 − 𝑆𝑖 > 0), 𝑖 = {1,2, … ,97650}, (4.4) 

where 𝐶𝐷 is the capacity density in 𝑀𝑊 𝑘𝑚2⁄ , ai is the area that satisfies 𝑊 − 𝑆 difference 

and 𝐶𝐹 criteria in 𝑘𝑚2. 𝐶𝐹𝑖 and (𝑊 − 𝑆)𝑖 are the capacity factor and 𝑊 − 𝑆 difference in 

site 𝑖, respectively. 

4.4 Results and Discussion 

Figure 4.2 shows California map for wind potential. The left map shows the W-S difference 

of wind resources. The map is divided into three categories (1) 0<W-S<3, (2) -1<W-S<0, 

and (3) -2<W-S<-1. The first category is covering about 75% of the state. It is the best 

category as it has winter generation more than summer generation. Around 45% of the state 

has W-S difference between 0 and 1, and 30% of the state holds W-S difference greater 

than 1. The middle map shows the annual capacity factor. Almost 47% of the state has wind 

resource capacity factor larger than 30% and 17% of the state has wind resource with 

capacity factor more than 40%. The right map shows the combination between the first two 

maps. It shows the sites with annual capacity factor more than 0.4 and W-S difference 

higher than 0. About 8.8% of California satisfy the capacity factor and W-S difference 

criteria. 

 
Figure 4. 2 Wind maps for the (a) W-S difference, (b) annual capacity factor, and (c) Good winter sites 

with CF>0.4 and W-S difference > 0 in California. 

By examining the available area that satisfies both criteria of W-S difference and annual 

capacity factor, and by applying Equations 4.2-4.4, we find that California has a potential 

of 25GW of onshore winter-dominant. Figure 4.3 shows the state of California map after 

excluding the protected areas and regions with slope>20°. After excluding areas with slope 

>20%, the available potential will reduce to 22GW. This can produce 100 TWh/year which 

is about 37% of the total electricity consumption in California in 2019 (272 TWh/year). 
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Figure 4. 3 High-CF, winter-dominant, available wind power potential (CF>0.4, W-S difference >0, 

excluding regions with slope >20°, and protected areas) 

4.5 Conclusions 

While moving forward towards decarbonizing the power sector in California, the need to 

identify the good locations for the new power plants becomes more important. Selecting a 

winter-dominant site for an onshore wind farm may change the wind generation during the 

winter to be twice as much as in the summer. After disregarding the protected areas and the 

regions with slope > 20°, we estimate about 22GW of winter-dominant plants could be 

sited on available land. It represents about 23% of the total potential and can generate 100 

TWh/year which is 37% of the total electricity consumption. 
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Chapter 5 

Evaluating storage requirements for renewable-energy-driven 
grids 

 

5.1 Motivation 

To decarbonize the power sector, all the carbon emitting technologies should be replaced 

by a non-carbon emitting technologies that are mainly renewable resources like solar, wind, 

and geothermal. The main challenge in using renewable resources is that they are non-

dispatchable resources. While using them, you have to follow the availability periods of 

each resource. California is very rich in solar resources especially during the summer. As 

shown in Chapter 4, in California both solar and wind are available during the summer 

more than during the winter. This is the main reason for our conclusion for Chapters 2 and 

3, that winter is the seasonal challenge for California’s 100% renewable energy grid as 

solar and wind are not enough to fulfill the energy demand. Consequently, we need to use 

energy storage to store some of the generated energy during the summer to be used during 

the winter. In this case, the energy storage is mainly seasonal storage as it stores the energy 

generated during one season (summer) and discharges it during another season (winter). 

On the other hand, we don’t have solar energy during the nights. That means we need 

another type of storage to store the energy generated during the day to be used during the 

night. This storage is called diurnal storage. Another condition that we should consider 

while studying the required energy storage needed for a 100% renewable energy grid is, 

what will happen if we have cloudy days during the summer? In this case we need a third 

type of storage that can store the energy from one day and use it after a few days; we call 

it cross-day storage. In this chapter I study the storage size and the usage frequency for 

each storage type for a multiple scenarios of a 100% renewable energy grid. 

5.2 Methodology 

The main method used is an energy balance approach that balances the electricity 

production and demand by charging and discharging a hypothetical set of storage bins. The 

charge is calculated for each time step, t, based on the difference between the generation 

and demand. The charge can be positive or negative. A positive charge means the storage 

is charging while a negative charge means the storage is discharging. The charging rate is 

limited to 50 GW as it is the same peak demand in California. The assumption of the 

charging rate limit is based on storage with the same charging and discharging rate limits. 

Thus, the discharging rate is also 50 GW to supply 100% of the demand in case of having 
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zero generation from all the available resources. If the difference between the generation 

and demand is more than 50 GW, that means the storage will be charged with 50 GW and 

the extra generation power over the 50 GW will be considered as surplus that most probably 

will be curtailed. An 80% round trip efficiency is assumed for the used storage. In reality 

it can be more or less depending on the energy storage technology that will be used. 

The hypothetical energy storage used in this study is divided into a set of 10 GWh storage 

bins. The bins are charged and discharged based on the calculated energy balance, 

including the round-trip efficiency losses. We set up the calculation to have the same state 

of charge on January 1st and December 31st and a minimum state of charge equals zero. 

The first bin is always used first to charge and discharge. If it is empty and the storage is 

discharging, then we will look at the second bin and so on. If it is full and the storage is 

charging, then we will pass the charge to the second bin and so on. We record the state of 

charge for each bin along the year as shown in Figure 5.1.  

 
Figure 5. 1 State of charge of each storage bin using the hierarchical approach. The figure on right 

represents daily charging and discharging of bins [1]. 

Based on the number of cycles per year for the storage, we divided it into three types: 1) 

diurnal storage that charges and discharges completely at least once every two days (it is 

greater than 183 cycles per year), 2) seasonal storage that cycles 1-2 times per year, and 3) 

the cross-day storage that has a number of cycles between 2 and 183 per year. 

In this study two main types of scenarios are studied; they are added solar and added wind 

scenarios. The 2019 CAISO data [2] for load and generation are used. All the renewable 

(non-carbon emitting) generations are considered as historical generation. Then, we added 

more renewable generation (solar or wind depends on the scenario) to replace the carbon 

emitting generation in 2019. Furthermore, we added extra generation of 20% of the annual 
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demand, thus the total generation is 120% of the load on an annual basis. The baseline 

scenario is mainly 40% historical generation + 80% of scaled up 2019 historical solar 

profiles. The solar and wind scenarios are following Figure 5.2, where the alternate solar 

profiles are latitude tilt solar and zero tilt solar and the alternate wind profiles are Northern 

offshore, southern offshore [3], summer dominant onshore, and winter dominant onshore 

[4]. 

 
Figure 5. 2 Energy generation mix for different scenarios. [1] (developed by Zabir Mahmud) 

For added wind scenarios, in the top right of Figure 5.2, the first step uses 20% solar and 

0% wind while the last step takes 20% wind and 0% solar. In each step, wind increases and 

solar decreases by 2% to make the total amount 20%. For added solar scenarios, the bottom 

right of Figure 5.2 shows how the historical solar decreases and alternate solar increases 
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by 5% in each step resulting in 80% of the total annual load. Energy mix marked by a red 

dashed line represents the baseline scenario. 

The alternative wind and solar profiles are selected based on RESOLVE candidate 

resources [5] and EIA 923 [6] generation data for selecting sites. For each site the NREL 

WIND toolkit [7] and PVWatts [8] are used to simulate the wind and solar output, 

respectively. All wind calculations are done using a 5-min interval data while we use hourly 

data for solar. A power curve of Aerodyn SCD 8.0/168 turbine and wind speed at 120-m 

height is used for the offshore scenarios. The onshore wind calculations use a GE 2.5-120 

turbine power curve and 100-m wind speed. 

In the results section we show the examined scenarios to see the amount and frequency of 

use of energy storage to balance the electricity demand and supply. We assume energy 

storage bins with 80% round-trip efficiency are available to the grid. We didn’t consider 

any growth or modifiers in the demand profile, nor did we consider imports from other 

geographical regions. 

5.3 Results and Discussion 

Figure 5.3 shows the relation between the fraction of total annual load and the minimum 

number of cycles per year for all the scenarios we studied. The x axis is labeled based on 

the fraction of the total annual load. The Figure shows that the first bin is cycled every day 

(365 times per year) while the seasonal storage is used to store about 3% to 9% of the total 

annual load. The diurnal storage reaches up to 0.1% of the total annual load while the cross-

day storage is up to 0.3% of the total annual load. 

 
Figure 5. 3 Minimum number of cycles as a function of storage amount expressed in terms of the fraction 

of total annual load using log-log axes. Horizontal dashed lines for the number of cycles = 183 (indicating 

cycling on average of 1*/2 days) and =2 (indicating cycling 2*/year) are drawn to differentiate types of 
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storage applications. Two circles highlight the difference between the added-solar and added-wind 

scenarios. For each scenario, 40% of the total annual load is from the 2019 historical generation. Energy 

mix used for the other 80%: added-solar cases = 80% from 2019/latitude/zero tilt solar and added-wind 

cases = 60% from 2019 solar and 20% from the indicated wind generation profile [1]. (developed by Zabir 

Mahmud) 

Figure 5.4 shows the minimum requirement for each storage type (diurnal, cross-day, and 

seasonal) for different historical solar generation replaced by wind or other solar (% of 

total). It is clear in Figure 5.4 that replacing solar generation with wind generation reduces 

the diurnal storage but increases the cross-day storage by a similar amount. Thus, adding 

wind generation effectively decreases the cycling frequency while still needing a storage 

fleet with a similar energy capacity when the diurnal storage and cross-day storage are 

considered together. 

 
Figure 5. 4 Variations in the minimum required size of diurnal, cross-day, and seasonal energy storage for 

eight scenarios as a function of the fraction of the historical solar generation that was replaced by one of the 

wind- or other-solar-generation profiles. Solar scenarios are extended to 80% and wind scenarios are up to 

20% reflecting the relative availability of solar and wind. The black dots represent the baseline scenario 

results. [1] (developed by Zabir Mahmud) 
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5.4 Conclusion 

For solar-driven grids, we need diurnal storage to get through the night, a cross-day storage 

that will be cycled less frequently, and a much larger amount of seasonal storage that is 

cycled once or twice a year. A grid that is driven by a mixture of wind more than solar 

needs almost the same amount of storage but cycles that storage less frequently, that may 

increase the lifetime of the storage. Moreover, the latitude-tilt solar and the winter dominant 

wind greatly reduce the seasonal storage requirement.  
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6.1 Abstract 

Slowing climate change requires reducing emissions of carbon dioxide. So, moving 

towards a 100% renewable energy grid is paramount. Solar energy has great potential but 

identifying how to provide power when the sun sets and during the winter is a challenge. 

Here we focus on how to use biomethane to reduce the size of that challenge. We analyze 

strategies for using biomethane and identify the novel Allam cycle technology instead of 

the current Combined Cycle Gas Turbines (CCGT). We use a simple approach to identify 

the best combination between solar and the Allam cycle to enable high penetration of solar. 

Keywords: storage, zero-carbon grid, Allam Cycle, Solar 

6.2 Introduction 

Powering the grid from solar and wind will require a plan for what to do when the sun sets, 

and the wind stops blowing. An obvious strategy is to use storage. However, using the 

storage connected to the grid may cause losing some energy in the charging and discharging 

process. Also storing the energy will increase electricity prices. So, it is better to minimize 

the use of storage in the electricity grid by using another technology with a dispatchable 

generation that can be used to provide power while having shortage in the renewable’s 

generation and during the winter as it will be the seasonal challenge in a 100% renewable 

energy grid in California with solar dominant generation [1] [2]. 

In this study we start by analyzing the potential for biomass to make a significant difference 

to a solar-dominated grid and evaluate the best technology for using biomass resources. We 

then introduce our methodology for quantifying the seasonal mismatch between generation 

and demand and apply the methodology for a range of assumptions. We then discuss the 

optimal strategy for using the biomass resources to reduce the seasonal challenge and 
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identify the best months of the year to dispatch the biomass generation to best match the 

load. 

6.3 Biomass resources and usage 

Biomass resources are incredibly valuable as it can be converted to a source of clean 

energy. It is broadly available in California. Studies showed that about 56 million bone dry 

metric tons per year are available from agricultural residue, municipal solid waste, gaseous 

waste, and forest biomass by 2045. Converting such massive amounts of waste biomass to 

fuels and using it to operate clean technologies will result in about 84 million tons of 

negative carbon dioxide emissions per year which represents about 67% of the required 

negative carbon dioxide emissions to achieve the carbon neutrality [3]. About 170 billion 

cubic feet of biogas can be gotten from these biomass resources per year by 2045. The 

biogas is mainly methane and carbon dioxide. At least 50% of the biogas is methane, so, 

this amount can be used to operate a clean technology like Allam cycle to generate about 

15TWh of electric energy annually. 

The Allam cycle (see Figure 6.1) is a zero-carbon emission technology that uses carbon 

dioxide as a working fluid and methane as the fuel that is combusted with oxygen of at 

least 98% purity at 300 bar. It has a competitive value relative to the current CCGT (see 

table 6.1). It can be operated using methane or coal. While using methane, the cycle net 

efficiency goes up to 59% which is about the same as CCGT. An Allam cycle power plant 

has a footprint ratio of 1/3 relative to a CCGT plant with a similar capital cost. The main 

advantage of the Allam cycle is, it has zero carbon emissions and zero criteria pollutants as 

it is a closed loop cycle. At a specific stage in the cycle carbon dioxide is bled at about 300 

bar to be sequestrated underground to a depth of 3000ft in which it has almost the same 

properties as oil so it can stay for millions of year. So, the Allam cycle has intriguing 

potential for moving towards zero-carbon grid. 

 
Figure 6. 1 Allam cycle schematic drawing [4] 
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Table 6. 1 Comparison between Allam cycle and the current thermal technologies used in electricity 

generation. (ct: combustion turbine, cc: combined cycle, cc-ccs: combined cycle with carbon capture and 

sequestration) 
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CT 20-35 850 <1 0.3-0.5 >0 

CC 50-60 1000 1 0.1-0.3 >0 

CC-CCS 50-60 2000 >1 0.01-0.03* -- 

Allam Cycle 59 800-1000 1/3 Zero Zero 

* Assuming 90% for carbon capture and sequestration efficiency. 

6.4 Methodology for evaluating seasonal challenge. 

The seasonal storage required to balance a zero-carbon grid in California was sized starting 

from California Independent System Operator (CAISO) historical electrical generation and 

load data [5]. The data were first screened for any missed or anomalous data. A linear 

interpolation is used to calculate the missed data. To have a zero-carbon grid, the thermal, 

nuclear, and imports were replaced with added solar, wind and biomass generations. A 

hypothetical storage reservoir was considered in the analysis to balance supply and 

demand. Equation 1 summarizes the energy balance approach [1] [2]in both cases storage 

charging (1.a) and storage discharging (1.b). 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝐿𝑜𝑎𝑑 + 𝑆𝑡𝑜𝑟𝑎𝑔𝑒 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 + 𝑆𝑢𝑟𝑝𝑙𝑢𝑠 (6.1.a) 

𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 + 𝑆𝑡𝑜𝑟𝑎𝑔𝑒 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 = 𝐿𝑜𝑎𝑑 (6.1.b) 

where 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 is the historical renewables generation, biomass, scaled up solar and 

wind generations to achieve annual total generation equal to 105% of the annual load. The 

charging and discharging efficiencies for the storage was assumed to be 80% [6] with no 

self-discharge loss and a zero minimum state of charge. The losses due to charging and 

discharging efficiencies are compensated by increasing the added generation to achieve the 

required annual total generation to annual load ratio. The extra generation in case of full 

storage is considered as surplus. The storage sized is capped to achieve equal initial and 

final state of charge. The charging rate for the storage was capped to 50 GW which is the 

maximum discharging rate according to CAISO peak load [7]. 

6.5 Results and Discussion 

The state-of-charge curve for the seasonal storage as a function of time of the year is shown 

in Fig. 6.2 for year 2020 using the historical generation and load data. In Fig. 6.2, the red 
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curve represents a scenario for scaled up solar and wind generations (added generation) to 

replace the thermal, nuclear and imports generations. In this scenario the added generation 

is divided half and half between solar and wind. The blue curve represents another scenario 

of using biomass for 7 months according to table 6.2. In this case the thermal, nuclear and 

imports generations are replaced by biomass and scaled up solar and wind generations. The 

scenarios in Fig. 6.2 reflects a total annual generation of 105% of the total annual load. 

Biomass generation is operated during the time of the year in which the state of charge 

curve has a discharging trend to decrease the usage of the storage and so the need for 

smaller storage. 

Using biomass generation for different months during the year gives different required 

storage size. Fig. 6.3 shows 8 scenarios for biomass generation usage compared with no 

biomass scenario with respect to the storage size required. Table 6.2 shows which months 

are used for each scenario. The months are mainly selected based on the generation is not 

enough to supply the load so there is a requirement to discharge the storage. Adding a flat 

generation like biomass generation during these months decreases the grid dependency on 

the storage and so a smaller storage is required. The minimum storage size was observed 

to be for the 7 months scenario, though the 3-6 months scenarios gave similar results. So, 

it may be useful to store the biogas for about half of the year using this time for annual 

maintenance. Comparing between the maximum and the minimum storage sizes in Fig. 6.3 

shows a decrease in the storage size by about 40% which we expect to significantly 

decrease electricity prices during those times. 

A similar analysis is done for years 2015-2021 in Fig. 6.4. A comparison between using 

biomass generation for 7 months scenario and no biomass scenario shows that using 

biomass generation for 7 months will always decrease the storage size for all the years. The 

analysis was based on using 15TWh of annual generation divided equally for 7 months of 

the year to have a flat continuous generation for 7 months. For all the years the total annual 

generation is 105% of the total annual load. To get a generation of 105% of the annual load, 

the solar and wind are scaled up and considered as an added generation. Table 6.3 shows 

the generation for all the years by percentages relative to each year annual load. 
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Figure 6. 2 Calculated state of charge for stored energy using 2020 generation and load historical profiles. 

Solar and Wind generations are scaled up to reflect zero-carbon grid scenario (red curve) while adding 

biomass (blue curve) operated for 7 months along the year from January 2020 to the end of February 2020 

then from September 2020 to the end of December 2020. Both scenarios represent total annual generation 

105% of the total annual load. The charging rate was capped at 50 GW and the storage charging-

discharging efficiency was 80%. 

 
Figure 6. 3 scenarios of biomass use compared to no biomass scenario with respect to the required storage 

size for year 2020. 
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Table 6. 2 The starting and ending months for each scenario in fig. 6.3. 

Months 9 7 6 5 4 3 1 

From Jan Jan Jan Jan -- -- -- 

To Mar Mar Feb Jan -- -- -- 

From July Aug Sep Sep Sep Oct Dec 

To Dec. Dec. Dec Dec Dec Dec Dec 

 

 
Figure 6. 4 Comparison between using biomass for 7 months scenario with no biomass scenario to show 

the decrease in the required storage size for all the years 2015-2021 while having a total annual generation 

of 105% of the total annual load. The right vertical axis shows the percentage change between the two 

scenarios. 
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Table 6. 3 Generation by technology as a percentage of annual load for years 2015-2021 to reflect a total 

annual generation of 105% of the total annual load for both scenarios while using biomass for 7 months and 

while not using biomass. 
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2015 18.2 5.4 13.0 34.2 34.2 40.7 40.7 

2016 21.4 9.8 13.0 30.4 30.4 36.9 36.9 

2017 23.9 13.7 13.0 27.2 27.2 33.7 33.7 

2018 26.8 9.4 13.4 27.7 27.7 34.4 34.4 

2019 27.6 12.0 13.6 25.9 25.9 32.7 32.7 

2020 27.5 6.5 13.8 28.6 28.6 35.5 35.5 

2021 30.3 4.5 13.6 28.3 28.3 35.1 35.1 

 

6.6 Conclusion 

The Allam cycle is a zero-carbon emission technology which can be operated by biogas 

which comes from biomass resources, so we don’t need to extract more underground 

natural gas. It can have equal efficiency compared with today’s best gas turbines used to 

generate electricity. Also, it occupies a smaller footprint with a lower capital cost.  

By using its biomass resources California can generate 15 TWh annually (assuming 170 

billion cubic feet/year of biogas). We concluded that using the biogas will decrease the 

needed seasonal storage by 30%-40% in a typical year when it is used for 7 months during 

the year from January to March and from August to December. Eventually, in a solar 

dominant grid, the solar resources can be complemented by biomass to help address the 

seasonal challenge. The Allam cycle provides a good way to use biogas because it results 

in negative carbon emissions and zero criteria pollutants. 
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7.1 Abstract 

This work documents a full-year performance of a new design of a non-tracking zero-

latitude-tilt external compound parabolic concentrator (XCPC) solar thermal system called 

Non-tracking Asymmetric Shadeless (NASH) concentrator. The system has a horizontal-

aperture design that offers several advantages in terms of land use efficiency because of 

zero row-to-row spacing, reduced capital costs, and improved heat management. The 

horizontal aperture (no tilt) design enables it to be scaled to a large area easily without lost 

area from row-to-row shading as experienced by a tilted design. The system was tested at 

the University of California Merced, Castle test facility for a full year. The data are 

analyzed to investigate the system efficiency and thermal energy generated during the year. 

The system generated 766 kWh/m2 during 2022 with annual efficiency of 41%. A steady-

state model is developed to predict the system performance based on the direct- and diffuse-

light optical efficiencies, radiative and manifold heat losses, and observed soiling rate. The 

system efficiency decreased by up to 14% over a month due to soiling in this test location. 

The model gives a good estimation of the steady-state operation during July and predicts 

the general annual trend of the generated thermal energy.  

Keywords: NASH-XCPC, Process heat, Solar thermal, Full year performance, Industrial 

Sector Decarbonization. 
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7.2 Nomenclature 

XCPC External Compound Parabolic Concentrator 𝑄𝑙𝑜𝑠𝑠𝑒𝑠  Thermal energy losses 

CPC Compound Parabolic Concentrator 𝑄𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛  Radiative heat transfer 

GHG Greenhouse Gases 𝑄𝑆𝑜𝑙𝑎𝑟  Solar insolation 

HTF Heat Transfer Fluid 𝑇𝑐𝑜𝑙𝑙𝑜𝑢𝑡
 

Collector outlet 

temperature 

NASH Non-tracking Asymmetric Shadeless 𝑇𝑐𝑜𝑙𝑙𝑖𝑛
 Collector inlet temperature 

ACPC 
Asymmetric Compound Parabolic 

Concentrators 
𝑇𝑐𝑜𝑙𝑙𝑚𝑒𝑎𝑛

 
Collector mean 

temperature 

𝜂 System efficiency 𝜎 
Stefan-Boltzmann 

constant 

𝜂0 Optical efficiency 𝜀 Emissivity 

GHI Global Horizontal Irradiance 𝐴 Area 

𝑐𝑝 Specific heat at constant pressure 𝑆 Soiling effect index 

�̇� Mass flow rate 𝐷 Days 

TMY Typical Meteorological Year   

7.3 Introduction 

7.3.1  US process heat energy demand 

Global energy consumption in 2020 was 600 quadrillion BTUs (1.8 X 104 TWh) and is 

expected to increase by 50% by 2050 [1]. The United States, which accounts for 1/6th of 

global energy use or 100 quadrillion BTUs/year (0.3 TWh/year), obtains approximately 

80% of its primary energy from fossil fuels, with the remaining 20% provided by nuclear 

and renewables. In 2022, this released an associated 5 billion metric tons of carbon dioxide 

[2], contributing to global warming. Significant greenhouse gas (GHG) emissions 

reductions are needed to moderate the severe impacts of ongoing climate change [3]. This 

will require a transition from a carbon-emitting fossil-based energy system towards one 

that is powered by renewable, non-carbon-emitting sources and will require a broad array 

of new technologies deployed on a vast scale. 

The U.S. industrial sector is considered a “difficult-to-decarbonize” sector because of the 

diversity of energy inputs and the heterogeneous array of industrial processes and 

operations [4]. In 2020, the industrial sector accounted for 33% of the nation’s primary 

energy use and 30% of energy-related carbon dioxide (CO2) emissions [5]. Process heating 

consumes more energy than any other end-use with U.S. manufacturers consuming 8 

quadrillion BTUs/year (2 X 103 TWh/year) of fuel, steam, and electricity for this purpose 
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in 2018, accounting for 51% of total onsite manufacturing energy [6]. The magnitude of 

process heat energy use and its carbon footprint motivates the identification of low-carbon 

solutions. The optimal solutions are anticipated to depend on the temperature of the needed 

process heat. 

About 30% of total U.S. process heat demand is at temperatures below 150°C. The food 

and beverage industry in the U.S., for example, consumes approximately 0.5 quadrillion 

BTUs/year (~150 TWh/year) below 80°C and 0.4 quadrillion BTUs/year (~120 TWh/year) 

between 80°-150°C [7]. Onsite low-temperature process heating is thus a prime candidate 

for the rapid implementation of low-carbon sources of heat such as solar thermal 

technologies, which generate renewable heat from sunlight with solar-to-thermal 

conversion efficiencies reaching 60% [8] [9] [10] [11] . Other zero-carbon emitting 

technologies like photovoltaic panels have an efficiency of around 20%. 

While solar thermal systems can achieve high efficiencies and are widely used for domestic 

hot water and water desalination/treatment in some countries [12] [13] [14] [15] [16] [17] 

[18], a key barrier to the wide adoption needed to meaningfully reduce GHG emissions 

associated with process heat is being cost-competitive with natural gas, which serves the 

majority of industrial heating processes. As natural gas prices increase, a low-cost solar-

thermal system that uses free sunshine to provide the required thermal demand to the 

industrial sector can be a potential solution for reducing the GHG emissions associated 

with process heat. Solar thermal technology can achieve low cost by adopting a stationary 

design that is simple, efficient, and broadly applicable without system-specific engineering. 

7.3.2  New design of XCPC (NASH) 

Compound parabolic concentrators (CPCs) are a class of non-imaging optical 

concentrators known for their ability to provide low levels of solar concentration (1-2X) 

from a stationary position. In 2017, Lillo et al. [19] simulated the performance of an 

evacuated all-glass (Dewar) tube collector paired with CPC reflectors in Argentina, 

showing annual energy production between 636–872 kWh/m2-year (38–42% annual 

efficiency) at 100°C and 449–656 kWh/m2-year (27–31% annual efficiency) at 150°C. 

Capital costs were assumed to be €325/m2 with O&M costs at 2.5% of the capital cost. 

Lillo-Bravo et al. (2018) [20] also performed a similar simulation in Spain on an evacuated 

(Dewar) tube collector with CPC reflector, showing average annual efficiencies between 

42–49% at 100°C, 34–42% at 125°C, and 28–35% at 150°C for an estimated investment 

cost between €225-325/m2 and O&M costs between 1.5 and 2.5% depending on the size 

(50 m2 vs. 5,000 m2).  

The external compound parabolic concentrator (XCPC) is an emerging solar thermal 

technology [21] that combines non-imaging optics and metal-glass vacuum tube 
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technology to provide solar-generated heat up to 200°C from a stationary collector [22]. 

Unlike all-glass Dewar evacuated tubes, the XCPC technology uses a metal-glass vacuum 

tube with an inserted metal fin and fluid channel for increased heat transfer [23]. The most 

recent iteration of the XCPC technology has demonstrated module-level solar-to-thermal 

efficiencies of 60% at 150°C and 50% at 200°C [24] [25]. The technology has also been 

demonstrated at the array level for space heating and cooling [26], food processing [27], 

and wastewater evaporation [28]. Previous study for a latitude-tilted XCPC installed at the 

UC Merced Castle test facility showed an estimated annual generation of ~1100 kWh/m2-

year at 80°C, ~1000 kWh/m2-year at 100°C, ~900 kWh/m2-year at 120°C, ~800 kWh/m2-

year at 140°C, and ~700 kWh/m2-year at 160°C [29]. Most recently, a life cycle assessment 

showed the XCPC could generate heat with a carbon footprint 97% lower than natural gas 

and 98% lower than propane combustion in regions of high solar insolation [30].  

Table 7. 1 Comparison of non-tracking solar thermal technologies designed to deliver heat at 150°C or less. 

Technology 

Operating 

Temperature* 
Stationar

y 
 Tilt 

V** 

(cm

) 

Cost 

($/m2

) 

Close 

packing***

*  
<80°

C 

80-

150°

C 

Flat Plate 

collector [32] 
Y N Y Y 0 --- N 

All-glass 

(Dewar) 

evacuated tube 

collector [33] 

Y N Y Y 3.2 
271 

[34] 
N 

Evacuated flat 

plate collector 

[35] 

Y Y Y Y 6.1 
307 

[36] 
N 

Conventional 

CPC [29] 
Y Y Y Y 1.6 300 N 

 The New Design 

NASH  
Y Y Y N 1.4 

160*

** 
Y 

*Operating temperature is calculated based on an ambient temperature of 20°C. 

𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑡𝑒𝑚𝑝. =
𝑠𝑡𝑎𝑔𝑛𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑚𝑝−𝑎𝑚𝑏𝑖𝑒𝑛𝑡 𝑡𝑒𝑚𝑝

2
 

** 𝑉 =
𝐸𝑣𝑎𝑐𝑢𝑎𝑡𝑒𝑑 𝑣𝑜𝑙𝑢𝑚𝑒

𝑚𝑜𝑑𝑢𝑙𝑒 𝑔𝑟𝑜𝑠𝑠 𝑎𝑟𝑒𝑎
 

*** The cost is calculated based on $130 for materials, $30/m2 for manufacturing, 

assembly labor @ 1.5 Man-hrs per m2 and $20/hr labor. These numbers are based on our 

experience in acquiring materials and services. 
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**** close packing: “N” means space is needed between the modules to avoid self-shading; 

“Y” means no space between the modules. 

Table 7.1 summarizes the main solar thermal designs, identifying those that can reach 

higher temperatures while also assessing their potential for low cost. Many solar thermal 

systems designed to reach high temperatures use tracking combined with concentrating 

optics. However, active solar tracking is not needed to collect solar thermal energy at 

temperatures < 150°C, as shown in Table 7.1. A key strategy for a stationary collector to 

increase operating temperature is to evacuate the space around the surface that is heated. 

However, evacuated products tend to have higher costs. The parameter V shown in Table 

7.1 quantifies the evacuated volume relative to the collector area. As expected, designs with 

smaller evacuated volumes correlate with lower area costs. The new design of XCPC called 

NASH (last row of Table 7.1) reaches the desired 150°C while having the lowest cost, both 

according to the reported costs and according to the volume that is evacuated [31]. In 

addition to its design that enables stationary operation (keeping cost low), the NASH 

design described in the last row of Table 7.1 also does not need to be tilted. It has a 

horizontal-aperture design that has zero row-to-row spacing, decreasing the cost, 

increasing the ease with which the systems can be installed almost anywhere, and enabling 

scale-up to large area without area losses. 

In this study, we document one year of continuous operation for a NASH solar thermal 

system as a source of heat energy in a temperature range of 100°C – 120°C. The system 

can be used to supply heat for temperatures below 120°C with efficiency up to 60%. Most 

of the previous studies show the performance of a solar thermal system for a few 

days/weeks or a full-year simulation of a solar thermal system to predict its annual energy 

output. However, our study shows full-year real one-minute data of unattended operation 

of a newly designed system, thus, accurately demonstrating the performance of the system 

for a wide range of operating conditions. 

The paper starts by describing the design of the collector to optimize efficiency and 

minimize cost. We then describe how the new collector design is integrated into a system 

that transfers the thermal energy from the collector using a heat transfer fluid (water) to a 

storage tank and how the system operation is monitored to obtain the relevant data. We 

develop a model for the steady-state operation of the system. We show the performance for 

the entirety of 2022 including system efficiency, solar insolation, thermal energy, and 

system temperatures. Then we compare the steady-state model to data collected over July. 

Finally, we summarize the advancements we have made with this study. 
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7.4 System Design and Experimental Setup 

7.4.1  Collector Design 

Based on our previous experience with non-imaging optical concentrator designs for solar 

applications (the Compound Parabolic Concentrator (CPC) [37] [29] [24] [22]) and using 

new innovations, we optimized a new collector design for performance and cost. The main 

design parameters for a CPC are the absorbing area and the angular acceptance. For 

example, an East-West (EW) oriented CPC can be constructed by defining the absorber 

(e.g., tube with a diameter of 92 mm) and an acceptance angle of ±40°. This allows the 

construction of the reflector profile. The entire collector is then typically tilted at an angle 

equal to the site latitude to maximize annual solar incidence on the aperture. The whole 

system includes multiple arrays; each array typically includes three rows of collectors. A 

tilted structure is specifically built to avoid row-to-row shading between two successive 

arrays. One of our previous systems [29] has a row-to-row spacing of 1.52 meters and an 

array width of 1.15 meters inclined at an angle of 37° which means a land use of 55%. To 

improve on this design, we designed a collector that would not need to be installed at a tilt. 

 

Unlike the traditional latitude-tilted collectors (Figure 7.1 - left) which require row spacing 

to prevent row-to-row shading, the new design (Figure 7.1 – right) has a horizontal aperture 

and provides several additional benefits. A horizontal aperture means there is no self-

shading by collectors and therefore no need for row-to-row spacing. This allows the 

modules to be installed closer together, increasing land use efficiency to approximately 

100%, compared with a typical value of 55%, as described above. A densely packed array 

also requires less pipe, insulation, and heat transfer fluid within the solar field which 

reduces capital costs (material and labor), reduces heat losses from the solar field, and 

reduces the total amount of thermal mass that must be heated to reach operating 

temperatures. This allows the technology to heat to operating temperatures faster, reducing 

parasitic warmup losses, and improving overall daily efficiencies. The faster heat-up could 

increase thermal fatigue, but an analysis of the lifetime of the system was outside of the 

scope of this study. Finally, the collector also has a very low wind loading profile which 

relaxes structural requirements and reduces frame and foundation material and cost. While 

the economics of the solar field are subject to change, the combined effects of the flat 

aperture shown on the right side of Figure 7.1 should result in increased efficiency for the 

solar field, reduced space, and reduced costs. The costs we have estimated here reflect our 

testing experience in California. We anticipate that costs will vary depending on extreme 

conditions (e.g. high wind, extreme temperatures, seismic stress). 
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Figure 7. 1 On the left: traditional latitude-tilted collectors. On the right: New NASH flat-aperture 

collectors 

 

Table 7. 2 Geometric parameters of the three XCPC-derived designs with horizontal (flat) aperture 
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Reflector Profile 
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(ACPC) 

558 1.93X 394.1 1252 2.20X 

 

Half-ACPC 491 1.70X 234.5 867 1.80X 

 

Traditional design New NASH design 

Ground 
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NASH 498 1.72X 253.8 797 1.60X 

 

We considered three collector designs to use in the flat (horizontal) aperture (Table 7.2) 

design, each using a circular absorber with a diameter of 92 mm and an outer glass diameter 

of 102 mm. The asymmetric CPC designs (ACPC) optimize the shape of the reflector for 

this configuration, while the NASH design uses a standard CPC collector shape while 

rotating the collector by an angle equal to the latitude of the installation location and then 

cutting the reflectors so that they have a flat (horizontal) aperture. The acceptance angle of 

±40° combined with the EW orientation enables the system to operate without the need for 

tracking or seasonal adjustment as long as the construction is adjusted for the latitude (by 

rotating the collector by the angle of the latitude before cutting to create the flat aperture). 

Reflector profiles are generated using the end-point projection method [38], where the 

edge-ray principle is established at the end of each reflector segment, which is projected 

out from the attachment point stepwise in 1 mm lengths.  

All three designs were analyzed using ray-tracing software to understand the direct beam 

and diffuse optical efficiencies of the three designs as shown in our previous study by 

Bhusal, et al. [31]. The results are tabulated in Table 7.3. As a result of this analysis, we 

expect that the NASH design provides slightly better conversion efficiencies for both direct 

beam and diffuse radiation. Thus, we chose the NASH collector design for this project. 

Table 7. 3 Comparison between three flat-aperture designs with respect to the direct-beam and diffuse 

efficiencies 

Design Full ACPC Half ACPC NASH 

Direct-Beam Efficiency 68.6% 68.9% 71.8% 

Diffuse Efficiency 36.8% 43.0% 43.3% 

7.4.2  System description and operation 

The system was built using two modules, each module had three NASH collectors. Each 

collector was installed as a series of non-imaging optical reflectors paired with evacuated 

glass tubes with U-tube receivers which absorb the concentrated sunlight and transfer heat 
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into a circulating heat transfer fluid (HTF) as in Figure 7.2(a). The heat generated in the 

solar field is transferred to the water tank via a piping system, heat transfer fluid, and 

circulation pump. The non-imaging optical design of the reflector enables the NASH 

collector to concentrate sunlight year-round from a stationary position. This means no 

moving parts (except a pump), reducing system complexity and cost, and enabling set-and-

forget installations. The reflectors were manufactured from aluminum sheet metal 

laminated with Mylar film that has a reflectivity of 84% [29]. It provides 1.72X solar 

concentration with an acceptance angle of ±40°. The collector is designed for optimal 

performance when installed in a location with a latitude ranging from 30° to 40°. The wide-

angle optics also collects a fraction of the diffuse solar resource (light scattered by clouds, 

dust, and the atmosphere) which allows for operation in regions with high diffuse fractions 

(such as California’s central valley or coastal areas). Selective coatings applied to the 

absorber surface inside the receiver tubes are designed to maximize absorption of light 

within the solar spectrum and minimize emission of thermal radiation from the hot absorber 

surface at operating temperatures. Unlike all-glass vacuum tubes, the absorber fin and heat 

transfer fluid channels are ultrasonically welded to achieve low thermal resistance and 

efficiently transfer the collected thermal energy into the heat transfer fluid. Finally, vacuum 

jacketing around the absorber eliminates convective heat loss, maintaining high thermal 

efficiencies even in cold environments. 

The setup (as shown in Figure 7.2(a)) consists of two modules connected in series. The 

external copper pipes that connect the system components are insulated to reduce heat 

losses. The pipe connections are made professionally to be as short as possible and soldered 

to prevent leakage. The HTF used is city water. It is pumped to a pressure of 75PSIg while 

circulating inside the system. A tank is connected to the system to store the hot water. The 

tank is open to the atmosphere for heat dumping purposes, however, in a real application 

the hot water will be securely stored, and the heat will be used in the required application 

according to the customer’s desire. The flow starts from the water tank where the water is 

stored. The flow is then pressurized by passing through the pump. Then, the Coriolis flow 

meter is used to measure the mass flow rate. It has an uncertainty of ±0.1%. The flow 

enters the first module, then the second module then returns to the water tank. The 

temperatures are measured at the inlets and the outlets of the collector and the tank using 

T-type and K-type thermocouple probes with an instrument error of ±1°𝐶 and ±2.2°𝐶, 

respectively. 

For older systems, we reported results for operation of a day at a time [29]. This work 

represents the first time we operated any of our solar thermal systems unattended every 

day for more than one year. We observed zero system failure during the entire year. The 

system is automatically turned on and off using a SunEarth controller [39]. The solar 
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irradiance reading is used as a threshold value to turn the pump on and off. We used a 

pyranometer manufactured by EKO Instruments Co., Ltd, model MS-60 and class B to 

measure the solar irradiance. If the solar irradiance is above 125 W/m2 the pump will turn 

on and the system delivers hot water to the tank. 

Rainwater drainage was facilitated by tilting the collectors away from the center manifold 

by approximately 2 inches, which allows water to run off from the sides as shown in Figure 

7.3.  To retain high optical efficiency, the collectors were cleaned on the first day of most 

months. The collectors were sprayed with regular tap water and then sprayed with 

pressurized distilled water and allowed to air dry. 

 

 

(a)  

 
 

(b)  

 

 

(c)  
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(d)  

 
Figure 7. 2 (a) The figure shows the flow direction inside the system. (b) One module of the NASH design 

with three glass tubes. The figure shows the reflectors, frame, ribs, and manifold. (c) The side view of the 

module shows the curvature of the collectors and is flat on the ground. (d) Enlarged view of the receiver 

tube with the fins and fluid inlet/outlet channels. 

7.4.3  Test facility and experimental setup. 

The solar-thermal system is located at the University of California, Merced, test facility at 

Castle. The location has a latitude of 37.375° and a longitude of -120.579°. As shown in 

Figure 7.3, the collectors are set flat on the ground facing south and slightly tilted in the 

longitude direction (east-west direction). The collectors are installed along the East-West 

direction. The system began operation in November 2021. Data are presented for the 2022 

year only. We installed the system in a position far from the shade of any surrounding 

object. The data are collected using DATAQ instruments DI-808 data logger  [40] that is 

connected to the internet to facilitate continuous data monitoring. 
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Figure 7. 3 The images show the main system components, two modules with six vacuum glass tubes, a hot 

water tank, and other system components. The lower photo has a line added to emphasize the small tilt used 

to shed rainwater. These photos were captured on Feb 10th, 2023, at 10:19 AM after about 447 days of 

operation. 

7.5 Methodology 

7.5.1  Data collection and filtering. 

The data collection started in November 2021. The 1-minute data set includes solar 

irradiance, collector inlet temperature, collector outlet temperature, tank inlet temperature, 

tank outlet temperature, mass flow rate, wind speed, wind direction and ambient 

temperature. For analysis and presentation of system performance we filtered the data to 

exclude timesteps when the solar irradiance was measured to be less than 0 𝑊/𝑚2. This 

excluded the nights from the data set. Due to pump operational disruption, sometimes the 

mass flow rate became very low in the middle of the day (around noon), when the solar 

irradiance was almost maximum. In this case the flow stagnated inside the tubes, causing 

a sudden increase in the temperature, then the system returned to steady state operation 

once the pump started again. Stagnation occurred about 20 times during the year. 

Sometimes it happened for a long period of time (on the hours scale) and other times it 

happened for a short period of time (on the minutes scale). These data were not filtered in 

order to accurately capture the performance over the entire year. Due to a power outage in 

the test facility most of the data for April 24th, 2022, were lost. Thus, we estimated this 

day’s data from the data collected on April 23rd, 2022, and April 25th, 2022, by averaging 

the data for the affected time steps, which were about 10 hours. For example, the point for 

noon on April 24th was found by averaging the points measured at noon on April 23rd and 

25th. Other than the estimation of missing data for April 24th, 2022, and exclusion of the 

nighttime (< 0 W/m2) data, all data are used in describing the system performance unless 

otherwise stated.  

The thermal power density is calculated according to Equation 7.1 while considering 

constant specific heat at constant pressure (𝐶𝑝 = 4.18
𝑘𝐽

𝑘𝑔.𝐾
) for water. 
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𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 =
�̇�𝑐𝑝(𝑇𝑐𝑜𝑙𝑙𝑜𝑢𝑡

− 𝑇𝑐𝑜𝑙𝑙𝑖𝑛
)

𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑜𝑟 𝑎𝑟𝑒𝑎
 (7.1) 

where �̇� is the mass flow rate of the heat-transfer fluid, 𝑇𝑐𝑜𝑙𝑙𝑜𝑢𝑡
 is the collector’s outlet 

temperature, and 𝑇𝑐𝑜𝑙𝑙𝑖𝑛
 is the collector’s inlet temperature. For steady state operation the 

heat-transfer fluid mass flow rate is about 28-30 gm/sec. The daily solar insolation at the 

site, the daily thermal energy density generated by the collectors and the daily solar-to-

thermal conversion efficiency are calculated according to Equations 7.2, 7.3, and 7.4, 

respectively.  

 

𝐷𝑎𝑖𝑙𝑦 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 = ∑ ∑
𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑝𝑜𝑤𝑒𝑟

60

60

𝑚=1

24

ℎ=1

 (7.2) 

𝐷𝑎𝑖𝑙𝑦 𝑠𝑜𝑙𝑎𝑟 𝑖𝑛𝑠𝑜𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑
𝑠𝑜𝑙𝑎𝑟 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒

60

60

𝑚=1

24

ℎ=1

 (7.3) 

𝜂 =
𝐷𝑎𝑖𝑙𝑦 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦

𝐷𝑎𝑖𝑙𝑦 𝑠𝑜𝑙𝑎𝑟 𝑖𝑛𝑠𝑜𝑙𝑎𝑡𝑖𝑜𝑛
 (7.4) 

 

where the summations were limited to the 1-min data points when the measured irradiance 

> 0 W/m2. 

7.5.2  System modeling 

As a first step toward being able to predict the performance of this system in an arbitrary 

location, we developed a steady-state model that estimates the efficiency related to optical 

and radiative thermal losses experienced under steady-state conditions. We selected the 

month of July because the weather was quite consistent with steady-state operation 

observed in the middle of the day almost every day. The model is a good tool to estimate 

the steady-state performance of the system if it is installed somewhere else, rather than 

Castle, Atwater, CA. In this model, solar insolation and radiative thermal loss are included. 

Soiling loss is also included when soiling-rate data are available, as indicated for each 

figure. 

We propose to model the system efficiency from the optical efficiency and radiative 

thermal losses for a specific system as in Equation 7.5 [24]. 



Chapter 7 

 87 

Where, 𝜂 is the system efficiency, 𝜂0 is the system optical efficiency taken to be 67.5% by 

weighting the efficiencies in Table 7.3 to reflect 85% direct-beam irradiance, 𝑄𝑠𝑜𝑙𝑎𝑟  is the 

solar insolation for the chosen time step and system area, and 𝑄𝑙𝑜𝑠𝑠𝑒𝑠  is the lost radiative 

thermal energy during the same time step and for the same system area. In this model we 

considered one dimensional heat transfer loss. Thus, the HTF temperature is assumed to be 

constant along the inner tubes in the collectors. We calculated the collector's mean 

temperature, 𝑇𝑐𝑜𝑙𝑙 𝑚𝑒𝑎𝑛 from Equation 7.6. 

𝑇𝑐𝑜𝑙𝑙𝑚𝑒𝑎𝑛
= (

𝑇𝑐𝑜𝑙𝑙𝑜𝑢𝑡
+ 𝑇𝑐𝑜𝑙𝑙𝑖𝑛

2
) (7.6) 

where, 𝑇𝑐𝑜𝑙𝑙𝑜𝑢𝑡
 is the collector outlet temperature and 𝑇𝑐𝑜𝑙𝑙𝑖𝑛

 is the collector inlet 

temperature. To accurately model the losses, we considered the mean temperature of the 

absorber fin to be 20°C higher than the HTF mean temperature, reflecting conduction of 

heat by the absorber fin to the two copper tubes fluid channels that are ultrasonically 

welded to the absorber fin. According to our previous analysis [28] [41] [24] [42] , we 

found that using 20°C temperature difference is a reasonable value. The radiative heat 

transfer, 𝑄𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 , is estimated as in Equation 7.7 [43] [44].  

𝑄𝑙𝑜𝑠𝑠𝑒𝑠 = 𝑄𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 = 𝜎𝜀𝐴(𝑇𝑐𝑜𝑙𝑙𝑚𝑒𝑎𝑛
+ 20)

4
  (7.7) 

where, 𝜎 is the Stefan-Boltzmann Constant, 𝜀 is the emissivity, A is the area, and 𝑇𝑐𝑜𝑙𝑙𝑚𝑒𝑎𝑛
 

is in Kelvin. The radiative emissivity is selected to be 0.08 [24]. The heat loss from the 

selective coating layer is primarily from radiation between the selective coating layer and 

the inner glass tube surface; conduction through the vacuum inside the glass tube is 

negligible. Thus, we considered the radiative heat losses only. The radiative heat losses will 

transfer to the outer side of the glass tube through conduction and then to the surrounding 

atmosphere by radiation and convection. Then, calculating the radiative heat loss between 

the selective coating layer and the glass tube will be enough to estimate the heat transfer 

loss.  

The steady-state model can be further refined to include soiling of the system. Working in 

the open air allows soiling and results in reduced reflectivity of the collectors, affecting the 

optical efficiency term in Equation 7.5. To measure the effect of soiling, we selected the 

peak experimental efficiency for each day during July; these occurred around noon. We 

𝜂 = 𝜂𝑜 −
𝑄𝑙𝑜𝑠𝑠𝑒𝑠

𝑄𝑠𝑜𝑙𝑎𝑟
 (7.5) 
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excluded July 13rd as it was cloudy day2. The daily peak experimental efficiency values are 

plotted for July in Figure 7.4b. July is selected specifically as it has almost constant daily 

solar energy with standard deviation of 0.48 as shown in Figure 7.4a. The soiling reduces 

the system efficiency as shown in figure 7.4b. The regression-line slope for July is -0.478% 

per day with 𝑅2 value equal to 0.9527. The efficiency decreased by about 14% over the 

month. The soiling effect may vary depending on the operation location and the local 

atmospheric conditions. Accordingly, Equation 7.1 is modified to include the soiling effect 

as in Equation 7.8. 

 

(a) 

  

 

 

(b) 

 

 

 

(c) 

 

 

 

(d) 

  

 

Figure 7. 4 (a) Daily solar insolation for July, the figure shows almost constant solar energy during the 

month of July. July 13rd, was a cloudy day. Thus, its solar insolation is about 1/3 of July average solar 

insolation.  (b) The figure shows the peak hourly efficiency for each day for July. The data regression line 

is 𝑦 = −0.4756𝑥 + 66.463 with 𝑅2 = 0.9502. The negative slope means the soiling is decreasing the 

efficiency during the month. The efficiency is decreased by about 14% over the month. (c) Shows the 

 
2 On July 13rd, the total solar energy was about 1/3 of July’s average solar energy.  

𝟏

𝐒
= 𝟏

− 𝟎. 𝟎𝟎𝟕𝟑𝐃 
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values for 
1

𝑆
 in eEquation 7.9. The data regression line is 𝑦 = 1 − 0.0073𝐷 with 𝑅2 = 0.9502. (d) Shows 

the collectors before (left) and after (right) cleaning. This cleaning was done on May 17th, 2022, around 4 

PM. 

The flow charts in Figure 7.5 summarize the main steps for both performance analysis and 

system steady-state modeling. 
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(a) (b) 

Figure 7. 5 (a) shows the flow chart for the main steps to calculate the system performance. (b) shows the 

flow chart for the main steps used to model the system and includes the effect of soiling. 
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𝜂 =
1

𝑆
∙ 𝜂0 −

𝑄𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛

𝑄𝑠𝑜𝑙𝑎𝑟
 (7.8) 

where 𝑆 captures the effect of soiling. To estimate the value of 𝑆, we divided the data-point 

values in Figure 7.4b over the peak efficiency for the first day of the month. The result is 

shown in Figure 7.4c and in Equation 7.9.  

1

𝑆
= 1 − 0.0073𝐷 (7.9) 

where, 𝐷 is the number of days after the day of cleaning. 

Using Equations 7.7 and 7.8, a sensitivity analysis is performed to investigate the effect of 

soiling, solar insolation, and thermal losses on the system efficiency. Figure 7.6 shows the 

variation in the system efficiency (Solar-to-thermal efficiency) with collectors’ mean 

temperatures for different soiling rates and solar irradiance. However, for a fixed collectors’ 

mean temperature, the thermal losses are more important at low irradiance (e.g. yellow 

curve) compared with high irradiance (e.g. red curves) because of the increasing 

importance of the  
𝑄𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛

𝑄𝑠𝑜𝑙𝑎𝑟
 ratio in Equation 7.8. The soiling affects the optical efficiency 

of the system. For the same solar irradiance, the curve starts from a lower point due to 

lower optical efficiency and higher soiling rate. 

   
(a) (b) (c) 

Figure 7. 6 Sensitivity analysis (a) 
1

𝑠
= 1.0 (b) 

1

𝑠
= 0.9 (c) 

1

𝑠
= 0.8 

7.6 Results and discussion 

In this section, we present and analyze the experimental data and the system performance 

modeling results. The experimental data show the annual performance of the system for 

the year 2022. They include the main performance parameters like ambient temperature, 

collector inlet/outlet temperatures, tank inlet/outlet temperatures, mass flow rate, and solar 

irradiance. The data are reported for a one-minute interval. The steady-state system 

performance model is compared with the steady-state experimental data we collected 

around noon on sunny days during the month of July, as mentioned above. 
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7.6.1  The year 2022 experimental data 

Figure 7.7 shows the measured ambient temperature, collector inlet temperature, collector 

outlet temperature, tank inlet temperature, and tank outlet temperature, while Figure 7.8 

shows the solar irradiance and thermal power. The data shown are from January 1st, 2022, 

to December 31st, 2022. The ambient temperature reached the lowest value around 8 AM 

on December 16th, 2022. The recorded minimum value was -1.3°C. It increased around 

sunrise, reaching a peak during the late afternoon. The system controller operates the pump 

to circulate the flow in the system if the ambient temperature is less than 5°C to avoid 

freezing inside the pipes. In steady state operation, the tank inlet temperature (the green 

curve) is always less than the collector outlet temperature (the red curve). This is due to 

heat losses in the pipes connecting the collectors to the tank. In this system, the tank is not 

only used to store hot water but also to dump some heat into the atmosphere in the form of 

steam. The tank is open to the atmosphere, so the peak temperature inside the tank and at 

the tank outlet is 100°C, as shown in the inset for June 25th, 2022. The escaped vapor is 

replaced by fresh city water to keep the water level in the tank constant. The collector inlet 

temperature and the tank outlet temperature are almost the same as the pipes used to 

connect them are short; thus, we don’t have a noticeable heat loss. We exclude the data 

points that have solar irradiance less than 55 W/m2 from Figure 7.7 for figure clarity. The 

pink dotted rectangles in the inset focus on the starting and ending points of a regular 

operational day. The collector outlet temperature is equal to or less than the collector inlet 

temperature at these points. At that time of the day, the solar irradiance is low, so the 

thermal energy generated by the collectors is not enough to heat the water to a high 

temperature. At about 8:30 AM, the generated thermal energy in the collectors is enough 

to increase the water temperature. As time passes, the solar irradiance increases, as shown 

in the inset of Figure 7.8, reaching a maximum between 1 PM and 2 PM. During this period, 

the collector outlet temperature has an increasing trend, and the same for the tank outlet 

temperature. Between 1 PM and 2 PM, the thermal energy reaches its maximum, and the 

collector outlet temperature is maximum, too. After 2 PM, the solar irradiance starts to 

decrease; thus, the thermal energy and the collector outlet temperature have a decreasing 

trend. Before 8 AM and after 6 PM, the solar irradiance is low, so the system captures little 

heat. The system's operational starting and ending times vary through the year as they 

follow the sunrise and sunset times, respectively. However, the regular operational profile 

for any day during the year should be similar to the insets in Figures 7.7 and 7.8. The insets 

show regular operation during June 25th, 2022, and December 17th, 2022, as an example 

for clear-sky summer and winter days, respectively. The peak collector outlet temperatures 

were 123°C, at 1:02 PM, and 60oC, at 3:13 PM, for these days, respectively. The difference 

is mainly due to winter’s lower solar irradiance and ambient temperature. The global 
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horizontal irradiance (GHI) during summer may reach more than 2 times the GHI during 

winter in the test facility. Sometimes during the day, the solar irradiance suddenly goes 

very high and then returns to normal range. This is due to cloud reflections (the sunlight 

reflected from the earth's surface goes to the clouds and then is reflected back to the earth). 

The reflected light from the clouds combines with the incident sunlight, thus creating a 

sudden increase in the pyranometer reading.  

 

 
(a) 

  
(b) (c) 

Figure 7. 7 (a) The figure shows one-minute data for the ambient temperature, collector inlet and outlet 

temperatures, and tank inlet and outlet temperatures. The data are for solar irradiance above 55 W/m2 to 

make the figure easier to understand. The insets show expanded graphs for (b) June 25th, 2022, and (c) Dec. 

17th, 2022. These days are selected to show the system operation during a sunny summer day and winter 

day, respectively. 
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(a) 

  

(b) (c) 

Figure 7. 8 (a) One-minute data for the solar irradiance and thermal power. The data shown here are for 

solar irradiance above 0 W/m2 to exclude nights. The global horizontal irradiance is measured by a 

pyranometer manufactured by EKO Instruments Co., Ltd, model MS-60 and class B [45]. The insets show 

expanded graphs for (b) June 25th, 2022, and (c) Dec. 17th, 2022. These days are selected to show the 

system operation during a sunny summer day and winter day, respectively. 

 
Figure 7. 9 Daily solar insolation and thermal energy (on the left vertical axis) and the daily solar-to-

thermal conversion efficiency (on the right vertical axis). Data are omitted for days when the system 

stagnated. 
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The thermal power was first calculated using Equation 7.1 and the GHI directly measured 

at the system location. The Figure shows the data from January 1st, 2022, to December 31st, 

2022. The daily solar insolation reached its maximum during June. The maximum daily 

solar insolation was 8.4 kWh/m2 on June 13rd, 2022. The thermal energy follows the solar 

insolation trend. Both increase during the summer season. The maximum daily thermal 

energy was 3.85 kWh/m2 on July 1st, 2022. In a clear day, most of the solar irradiance is 

direct light. Thus, we have high optical efficiency. The maximum daily solar-to-thermal 

conversion efficiency was 58.6% on February 4th, 2022. Most of the daily solar-to-thermal 

efficiency values were calculated to be between 40% to 50% with an annual average of 

40.9%. Other days during winter have very low efficiency like in December, as it was 

cloudy with heavy rain. On a cloudy day, all the solar irradiance is diffuse light. Thus, we 

have very low optical efficiency. The high efficiency that happened during some days from 

November to late February is due to low optical and thermal losses. The thermal losses are 

low as the collector’s inlet and outlet temperatures are below the rest of the year range. In 

Equation 7.7, the radiative heat transfer losses are directly proportional to the collector’s 

mean temperature to the power of 4. As a result, the radiative heat transfer losses are 

decreased rapidly. The decreasing rate of the radiative heat transfer losses is faster than the 

decreasing rate of the solar insolation, leading to a smaller 
𝑄𝑙𝑜𝑠𝑠𝑒𝑠

𝑄𝑠𝑜𝑙𝑎𝑟
 ratio and thus higher 

efficiency. Furthermore, during this time of the year, it frequently rains, and the ambient 

temperature is consistently very low during the night (as shown in Figure 7.7) creating dew 

on the collectors. As the collectors are tilted in the east-west directions the dew washes the 

collectors and drains from the sides. Thus, the collectors are very clean during these 

months, leading to minimum optical losses.  

Table 7.4 summarizes our current results for the NASH design with previously published 

results for simulations of the conventional CPC designs.  
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Table 7. 4 Comparison of current results with literature data for conventional tilted designs. 

 

XCPC study by 

Widyolar, et.al. 

[20] 

CPC study by 

Lillo, et.al. 

[15] 

CPC study by 

Lillo-Bravo, 

et.al. [16] 

NASH Design 

Efficiency 50%-60% 27%-31% 28%-35% 14%-59% 

Energy 

generation 

700-800  

kWh/m2-year 

449–656  

kWh/m2-year 

382-783  

kWh/m2-year 

766  

kWh/m2-year 

Results Simulation Simulation Simulation 
Outdoor test 

performance 

Operation 

duration 
2 weeks ---- ---- Full year 

Design 

Tilted with row-

to-row shading 

and spacing 

Tilted with 

row-to-row 

shading and 

spacing 

Tilted with row-

to-row shading 

and spacing 

Flat on the 

ground no row-

to-row spacing 

and no row-to-

row shading 

7.6.2  Comparison of experimental data with steady-state model 

In this section, we show how the developed steady-state model results compare with 

experimental data from the month of July. To ensure that the system was running in a 

steady-state mode, we first selected all the data points with solar irradiance in the range of 

820 − 910
𝑊

𝑚2 and before 3PM. Additionally, we applied a stability filter, in which we 

excluded all data with solar irradiance fluctuations more than 10% during the 5 minutes 

before and after the data point. The results for July shown in Figure 7.10 are filtered for the 

steady state condition in this way and compared with modeled values from Eq. 4 adjusted 

for soiling using Eq. 5. We included the radiative heat loss as it is equal to the total heat 

losses to the atmosphere from the outer glass tube surface and the conductive heat losses 

from the manifold. However, we didn’t include the transient losses due to turning the pump 

on or off as the system is running continuously during times of steady-state operation.  
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Figure 7. 10 Modeled one-minute thermal power compared with the corresponding experimental thermal 

power under steady-state conditions during the month of July. 

The model is further applied to the entire year to estimate the monthly generated thermal 

energy. The collectors can make use of the available solar power throughout the entire year. 

The monthly solar insolation, the monthly generated thermal energy, the monthly modeled 

thermal energy, and the monthly solar insolation for a typical meteorological year (TMY) 

are plotted in Figure 7.11. The maximum monthly-averaged daily thermal energy achieved 

in the test location was about 3.38 kWh/day/m2 in July. As expected, the summer months 

have the highest thermal energy generation. The minimum monthly-averaged daily thermal 

energy is about 0.55 kWh/day/m2 during December. That was due to cloudy and rainy days. 

 
Figure 7. 11 Monthly average solar insolation (blue line), monthly average thermal energy (orange line), 

and the monthly average modeled thermal energy (gray line) when steady-state operation is assumed 

whenever the irradiance is > 0 W/m2. The 1-minute data were integrated over each month and divided by 

the number of days in the month. 
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The model captures the general trend of thermal energy generation for the entire year. 

However, the modelled thermal energy values are greater than the observed values as we 

didn’t include the soiling and transient losses in this Figure. The soiling data are not 

available for the entire year; thus, we didn’t include them in this Figure. Developing a 

transient model to describe cloudy days and turning the system on and off is beyond the 

scope of this study. 

7.7 Conclusion  

This work documents the annual performance of a NASH solar thermal system made of 

six collectors installed at the University of California Merced Castle test facility. The 

system has been in continuous operation for more than one year, with infrequent 

intervention. At the test location, the system's thermal energy output during 2022 was 766 

kWh/m2 with daily energy output ranging from 0.03 kWh/m2 to 3.7 kWh/m2 and a monthly 

energy output ranging from 17 kWh/m2 to 103 kWh/m2, and an annual average daily output 

of 2 kWh/m2. The maximum energy output occurred in the month of July while the 

minimum occurred in the month of December due to rainy days. The daily solar-to-thermal 

conversion efficiency ranged from 14% to 59% and the monthly solar-to-thermal 

conversion efficiency ranged from 33% to 51% with an annual average of 40%. The 

maximum system efficiency occurred in the month of February while the minimum 

occurred in the month of December. The month of July achieved the highest thermal energy 

output as it had clear skies and long days. We conclude that two main parameters affect the 

system thermal energy output and efficiency: clouds and soiling. During cloudy and rainy 

days, the solar irradiance is mainly diffuse light. Thus, we expect the system efficiency to 

decrease from 70% to about 40% on cloudy or very hazy days in addition to the expected 

drop in thermal generation expected for the lower solar insolation. Soiling is a key factor 

in predicting the solar-to-thermal efficiency as the soiling rate can be 0.5% per day. Other 

minor losses like the thermal losses from the manifold and the glass tubes can decrease the 

efficiency by about 2-7%.  

In this study we developed a simple steady state model that can predict the system 

efficiency and output thermal energy for steady-state operation. The model gives a very 

good prediction for July thermal power and efficiency when filtered for steady-state 

conditions. The model works well in the solar irradiance range of 820 − 910 𝑊/𝑚2. 

Furthermore, by applying the model for the entire year, we can estimate the general trend 

of the monthly thermal energy. The model predicts monthly thermal energy generation 

more than the observed monthly thermal energy generation due to soiling, transient losses, 

diffuse irradiance on cloudy/hazy day and pump mis-functionality. The model gave good 

predictions for the thermal energy generation during the months of January and February. 
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Eventually, the developed model can be used as a simple tool to predict the system 

performance (efficiency and thermal energy) for any location, especially when the soiling 

is known. 
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Chapter 8 

California Carbon Capture Aiding Renewable Electricity 
(3CARE) 

8.1 Objective 

Our end goal is to achieve carbon neutrality in California. I aim to identify synergies 

between a 100% renewable energy grid (zero carbon emission grid) and Direct Air Capture 

(DAC) systems. Our strategy is to supply the DAC systems with over-generated (curtailed 

or low-cost) electricity. I will work on decreasing the electricity cost and the cost of carbon 

capture by identifying the best operation profiles for the DAC systems in a 100% renewable 

energy grid while improving the grid's reliability and resiliency. 

8.2 Introduction and Motivation 

Direct Air Capture (DAC) is a very important technology in achieving net zero targets. The 

number of DAC systems installations is growing. 18 facilities are currently operated around 

the world with a total capacity of 0.01 MtCO2 per year [1] [2]. But these are all small-scale 

facilities. During the next decade, a major increase in DAC deployment is required to 

achieve net zero targets. According to IEA Net Zero by 2050 report [3], DAC deployment 

will rapidly increase to reach around 85 MtCO2 in 2030 and 980 MtCO2 in 2050 

worldwide. A growing number of world countries have a goal of achieving carbon 

neutrality by 2050 to contribute to solving the climate change challenge. The energy 

catalyst program within the COP26 Glasgow meeting proposes to increase the investments 

up to $30 million to decrease the costs of green hydrogen, Direct Air Capture of CO2, and 

energy storage. In 2021, the United States placed $3.5 billion to establish four DAC hubs 

[4] and introduced a DAC Prize program that offers $100M for commercial-scale projects 

and $15M for pre-commercial projects. 

The major challenges with the current DAC technologies are the capital costs, running 

energy costs, and thermal generation process. The novelty of our proposal is to make use 

of the over-generated electricity to power DAC systems, and to decrease the operating 

costs. Most DAC systems are operated by a natural gas energy source that may contribute 

to the carbon emissions. Powering the DAC systems from a 100% renewable energy grid 

needs more attention. I will consider using the over-generated (curtailed or low-cost) 

electricity in a 100% renewable energy grid to supply the DAC system with its energy 

requirements. Deployment of the DAC system in a 100% renewable energy grid needs 

careful sizing of the energy storage, renewable resources overbuilding, and DAC system 
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sizing to achieve neutrality goals, while also reducing the prices for both electricity and 

carbon capture. 

In the next section, “Our Contribution,” I discuss the main points that I will focus on in this 

project and show some of the preliminary results using California (CAISO) historical 

curtailed electricity through the years 2015-2021 in operating different sizes of DAC 

systems. Then in the “Laboratory Facilities” section, I explore different laboratory facilities 

that will help us while working on the project. Next is the “Timeline” section, in which I 

give two main milestones - one for each year - and the main tasks for each milestone. 

Eventually, the “Authorship Statement” section is for the contribution of each one of us. 

8.3 Our Contribution 

Direct Air Capture is a promising pathway towards achieving net zero targets. A study done 

by Lawrence Livermore National Lab published in the “Getting to Neutral” report [5], 

suggests that we need to capture about 16 million tons of carbon dioxide per year to reach 

carbon neutrality in California. To achieve this target, Direct Air Capture of 5 GW would 

be required. Compared to the peak demand in California (50 GW), 5 GW load is about 

10%. Our contribution will focus on optimizing the coupling between Direct Air Capture 

systems and the 100% renewable energy grid (zero carbon emissions). So, in our 3CARE 

project I will care about three points as follows: 

1. Help the 100% renewable energy grid to be more reliable and resilient. 

2. Decrease the operating cost of the Direct Air Capture system. 

3. Decrease electricity and carbon dioxide capture costs. 

Future carbon dioxide capture cost estimates for Direct Air Capture are wide-ranging and 

uncertain but are estimated at between USD 125 and USD 335 per ton of carbon dioxide 

for a large-scale plant built today. For illustration, I study how to decrease these prices by 

utilizing low-price electric power generated from a 100% renewable energy grid. I used 

the historical data from California (CAISO) for the years 2015 – 2021 [6]. It provides 5-

minute data for solar and wind-curtailed electricity. I studied the usage of the historically 

curtailed electricity to operate the Direct Air Capture systems. 

Figure 8.1 shows the usage of the curtailed electricity with different DAC system sizes for 

the year 2021. For the same amount of curtailed electricity, the annual capacity factor 

decreases as the system size increases. For a system size of 1 MW, the annual capacity 

factor was 41%. For this system size, the amount of captured carbon dioxide is very small. 

However, it increases quickly by increasing the system size up to 1 GW system size then 

the increase in the captured amount relative to the increase in the system size (the slope of 

the orange curve) decreases gradually. In this particular year, the peak curtailed electricity 
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was about 6 GW (see the inset). Then, the maximum DAC system size that can be operated 

by the curtailed electricity should be 6 GW. That is why after 6 GW, the amount of captured 

carbon dioxide is constant. The inset shows that as the DAC system size increases, the 

operation time decreases, and so the capacity factor decreases. Using a system size of 1 

GW may be a good tradeoff between the annual capacity factor and the amount of captured 

carbon dioxide. It will provide 0.4 million tons of carbon dioxide annually. 

 
Figure 8. 1 The blue curve shows the annual capacity factor for different Direct Air Capture system sizes 

using the curtailed electricity only for the year 2021. The historical California (CAISO) data were used. 

The orange curve shows the amount of carbon dioxide captured by each system size while considering the 

system's annual capacity factor. The calculation was based on 1tCO2/2.63TWh. The inset shows March 

21st, 2021, curtailed electricity profile (light blue). Gray, Yellow, Red, and Green represent DAC system 

size. The bigger the system size, the shorter time it will be operated. 

To increase the system's annual capacity factor, we should supply the DAC system with 

more electricity. Figure 8.2 shows the prices of electricity for the year 2021. Sometimes 

the electricity prices are negative, and we expect to have curtailed electricity at these times. 

Other times the electricity prices are less than 5 cents per kWh which are considered cheap 

electricity prices that can be used to operate the DAC systems. By using electricity with 

prices less than 5 cents per kWh, we can increase the system annual capacity factor by 

about 65% relative to using only curtailed electricity, assuming that the prices won’t change 

after adding direct air capture to the grid. If we assume a linear relationship between the 

load increase and the prices increase, we can expect the prices to increase by about 10% 

after installing DAC systems with overall capacity of 5 GW (as 5 GW is about 10% of the 

peak demand of 50GW). In this case, paying for electricity prices of less than 5 cents per 

kWh will increase the DAC system's annual capacity factor by 55%. From Figure 8.1, for 

a system size of 5 GW, the annual capacity factor is 3.4%. After paying for the electricity, 
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the annual capacity factor will be 58.4%. This will allow us to achieve about 60% of the 

target to reach neutrality based on “Getting to Neutral” report estimates. 

Studies suggest that we will overbuild the grid by about 5% to 35% to have a reasonable 

size of the energy storage that can be deployed [7]. The DAC system can be operated by 

this over-generated electricity. Usually, the extra generation occurs during the spring and 

part of the summer seasons from late February to the end of July in a 100% renewable 

energy grid. Using the DAC system during this time period only will decrease the system's 

annual capacity factor. To achieve the neutrality target, we may need to increase the DAC 

system size up to 15 GW as its annual capacity factor decreases. Unless we can operate the 

DAC system partially during the other months of the year using the paid electricity. Another 

scenario will need a bigger energy storage in which some of the over-generated electricity 

will be stored for DAC system operation throughout the year. Having over-generated 

electricity of 35% of the annual load will operate an 8GW DAC system continuously 

throughout the year. That will allow us to capture about 26 MtCO2 annually, which is 

beyond the required amount to achieve carbon neutrality in California estimated by the 

“Getting too Neutral” report. 

Figure 8.3 shows the annual capacity factor for different DAC system sizes while using the 

reported over-generation for the years 2015 to 2021. The over-generated electricity amount 

is increasing each year, so the system annual CF is increasing too. According to our 

previous study related to the scenarios of implementing the 100% renewable energy grid 

[7], it is expected to have more over-generated electricity in the future electricity grid. We 

can have extra generation of about 35% of the annual load which is about 70 TWh. If this 

energy is used to operate DAC system with an annual capacity factor of at least 60% we 

will be able to capture the amount of carbon dioxide required to achieve the neutrality 

target in California estimated by the “Getting to Neutral” report. Increasing the annual 

capacity factor of the DAC system, will help in capturing the required carbon dioxide 

amount with a smaller DAC system size. Eventually, it is a matter of optimization between 

building more renewable resources and bigger DAC system with a smaller annual capacity 

factor while using smaller energy storage or building fewer renewable resources, more 

energy storage, less DAC system size, with a higher annual capacity factor. 
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Figure 8. 2 the figure shows historical data for the electricity prices in 2021 [8]. About 98% of the year, the 

electricity prices are less than 10 cents/kWh. We can pay for electricity with prices up to 5 cents per kWh 

to increase the DAC system annual capacity factor by about 55% 

 
Figure 8. 3  The figure shows the annual capacity factor for different Direct Air Capture (DAC) system 

sizes for the years 2015 – 2021. We used the 5-minute historical curtailed electricity data reported by 

California (CAISO). The curtailed electricity is increasing continuously through the years 2015-2021. We 

expect to have more curtailed electricity in a 100 % renewable energy grid that will increase the annual 

capacity factor for the DAC systems 

Our proposal unique point is to use the over-generated electricity to power DAC system in 

a 100% renewable energy grid. Most DAC system is operated by a natural gas energy 

source; however, we propose to operate it with an electrical renewable energy source. The 

calculations will be done using RESOLVE, which is the capacity expansion model used by 

the state of California. RESOLVE is an optimal investment and operational model designed 

to inform long-term planning questions around renewables integration in systems with high 

penetration levels of renewable energy. RESOLVE is formulated as a linear optimization 

solver written in Python with Excel-based interfaces for scenario development and results 

processing. It is a publicly available and vetted tool. The California Public Utility 
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Commission (CPUC) uses RESOLVE to develop the Reference System Portfolio (RSP), a 

look into the future that identifies a portfolio of new resources that meets the GHG 

emissions planning constraint, provides ratepayer value, and responds to reliability needs. 

RESOLVE summarizes the scenario settings mainly into Load Assumptions, Renewables 

Assumptions, Costs, Operations, and Other Inputs. I propose to add the carbon dioxide 

capture cost to RESOLVE settings as it will affect the DAC system size. I will develop a 

post-processing tool to generate plots, animations, figures, and compare multi scenarios 

results.  

I propose to add the DAC system as a flexible load to a 100% renewable energy grid. 

Flexible loads can be shifted from the time of high electricity demand to the time of low 

electricity demand. Our first-year progress plan will focus on modelling DAC system 

implementation in a 100% renewable energy grid. I propose to supply the DAC system 

with an electric renewable generated energy. So, first I will develop a range of cost models 

for the electrified version of the DAC system compared to the non-electrified version. I 

will compare between using different renewable energy sources to identify its effect on the 

carbon capture cost. The non-electrified version of the DAC system will be considered in 

the comparison too. We are expected to be able to reduce the carbon capture cost by using 

a single renewable energy source or a combination between multi renewable energy 

sources. The second step is setting up the RESOLVE code to add DAC system properties. 

This will include specifying the DAC system size required to achieve the neutrality targets, 

the carbon capture cost range, and the fixed and variable operation and maintenance costs 

range.  

Other variables that may affect the DAC system operation profile will be included also, 

like electric vehicles (EV) charging profiles, heat pumps and air conditioners load 

variation, renewable resources generation profiles, energy storage cost, type and size. I will 

use California Senate Bill 100 (SB100)  [9] -or the recent version that is anticipated to be 

available in 2023- to define the emissions target. The number of electric vehicles (EV) will 

increase in the future so the load profile will be affected by the EV charging profiles. Some 

studies suggest that charging electric vehicles during the day will be much better for a 

100% renewable energy grid than night charging. However, according to people's habits, 

it is expected that they will charge their vehicles during the night. I will study both 

scenarios to get the most practical solution. Heat pumps and air conditioners loads have an 

obvious effect on the daily load profile. Usually, the peak demand in California occurs 

between 5 PM to 9 PM during the summer season. While in winter, the demand increases 

between 6 AM to 9 AM and between 5 PM to 7 PM. So, current and future projections for 

these loads will be considered in our analysis too. In a 100% renewable energy grid, the 

electricity will be generated from solar, wind, hydro, geothermal, and biomass resources. 
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Each renewable resource has its daily generation profile that may vary throughout the year. 

I will explore the most logical combinations between all the renewables profiles. Using the 

computational facilities in LLNL will allow us to make hundreds of simulations for 

different scenarios to get a broader solution envelope. Building new renewable resources 

will have different generation profiles than the current resources available nowadays, as 

the generation profile is affected by the location of the resource, especially in the case of 

onshore and offshore wind. So, I will be careful when including the future renewables 

generation profiles into the optimization model. Having an energy storage in the future 

renewable energy grid is mandatory. The main role of the energy storage is to fill the 

mismatch between the generation and load profiles. The generation-load profiles mismatch 

will be affected by the type of renewables overbuild, the future load profile, and the 

addition of DAC systems to the grid. So, it is mandatory to include energy storage sizing 

in our analysis. Energy storage technology has different types. Each of them has a different 

cost and efficiency, so I will be careful while selecting the energy storage technology as it 

will affect the final energy storage size. Studying decarbonizing the electricity grid while 

achieving neutrality targets by building DAC systems will include long-term projects, so 

the discount rate will be considered in the calculations too. In order to get an accurate result, 

a cautious investigation will be done for DAC system and each renewable resource cost, 

including CAPEX costs, fixed maintenance and operation costs, variable maintenance and 

operation costs, and fuel costs, if applicable. 

The third step is to run a code verification using a benchmark scenario and then running 

preliminary scenarios. I can use the Refence System Portfolio (RSP) as our benchmark 

scenario [10]. Running a benchmark scenario will ensure that the code is running properly 

and getting the right results. Running preliminary scenarios will provide a deeper 

understanding for the coupling between DAC system, energy storage and the 100% 

renewable energy grid. Mainly I will focus on considering DAC system as a flexible load. 

By running preliminary scenarios, I aim to investigate the variation/combination of 

different parameters and specify which of them are the most affecting parameters on DAC 

system size, annual capacity factor, and carbon dioxide and electricity costs.  

Our second-year progress plan will focus on exploring the effect of adding the DAC 

system as a flexible load on reducing the electricity and carbon capture costs. In this year 

I will dive deep into more details by running more specific scenarios. DAC is an intensive 

energy technology, especially if it is built on the scale of achieving neutrality targets. Our 

strategy in dealing with these multiple coupled parameters will be in two ways. In the first 

one, I aim to get a threshold value for the carbon capture cost that will allow more future 

DAC system deployments to finally achieve the neutrality targets. First, I will use the 

current values for the carbon capture cost to estimate the corresponding DAC system size 
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and the amount of captured carbon dioxide. In order to modify RESOLVE to include this 

value, I will consider a DAC system that has a negative operating cost, so the more you 

capture the more money you will get. Similar scenarios will be developed with different 

values for the carbon capture cost. I will explore what should be the threshold value that 

will allow us to achieve the neutrality targets. Getting this result will help policyholders in 

taking exclusive actions toward solving the carbon dioxide emissions. Increasing the value 

of carbon capture cost will encourage DAC system future deployments. By exploring 

different DAC operation scenarios, I expect to increase the energy storage size to increase 

the DAC system annual capacity factor by operating it along the year. On the other hand, I 

may build a bigger DAC system size while using a smaller energy storage size to increase 

the curtailed electricity that will allow the DAC systems to work intensively during a 

shorter period of time (a few months) during the year. Between these two scenarios, I will 

explore others that may have a better cost reduction for both electricity and carbon dioxide.  

In the second strategy, I will size the DAC systems required to achieve the neutrality 

targets and will be included in the RESOLVE (the capacity expansion model software) 

input files properly. The expected output will be the overbuilding amount of each 

renewable resource and the energy storage. Several scenarios will be studied to 

demonstrate the optimum generation mixture that will minimize electricity and carbon 

dioxide costs while improving the grid's reliability and resiliency. 

8.4 Laboratory Facilities 

Lawrence Livermore National Laboratory has expertise in carbon removal systems, 

including process modeling, system analysis, and power requirements. Working with a 

laboratory scientist will facilitate exchanging knowledge and skills with the lab scientists 

about understanding the impact of carbon capture on the renewable energy grid. The 

collaboration will allow us to access data related to DAC systems, carbon emissions in 

California and carbon sequestration that will add a valuable benefit to the research. To get 

an optimum solution for any problem, I should go through a list of iterations and study 

different options and scenarios. The high-performance computing facilities available in 

LLNL will allow us to study different scenarios as much as possible. While dealing with a 

heavy computation that include a huge data flow, I should use a data storage facility. So, I 

will use the data storage facility in the laboratory too. 

8.5 Reference 

[1]  M. Ozkan, S. P. Nayak, A. D. Ruiz and W. Jiang, "Current status and pillars of direct 

air capture technologies," iScience, vol. 25, pp. 1-23, 2022.  



Chapter 8 

 113 

[2]  International Energy Agency IEA, "Direct Air Capture A key technology for net 

zero," 2022. 

[3]  International Energy Agency, "Net Zero by 2050 A Roadmap for the Global Energy 

Sector," International Energy Agency, 2021. 

[4]  Department of Energy, "Four Regional Clean Direct Air Capture Hubs," Department 

of Energy, 24 August 2022. [Online]. Available: https://www.energy.gov/bil/four-

regional-clean-direct-air-capture-hubs. 

[5]  S. E. Baker, J. K. Stolaroff, G. Peridas, S. H. Pang, H. M. Goldstein, F. R. Lucci, W. 

Li, E. W. Slessarev, J. Pett-Ridge, F. J. Ryerson, J. L. Wagoner, W. Kirkendall, R. D. 

Aines and Sanchez, "Getting to Neutral: Options for Negative Carbon Emissions in 

California," Lawrence Livermore National Laboratory, Livermore, 2020. 

[6]  California Independent System Operator (CAISO), "Managing Oversupply," 

California Independent System Operator (CAISO), 24 August 2022. [Online]. 

Available: http://www.caiso.com/informed/Pages/ManagingOversupply.aspx. 

[7]  M. Y. Abido, Z. Mahmud, P. A. Sánchez-Pérez and S. R. Kurtz, "Seasonal challenges 

for a California renewable-energy-driven grid," iScience, vol. 25, no. 1, pp. 1-18, 

2022.  

[8]  LCG Consulting, "Energy online, Industry Data," [Online]. Available: 

http://www.energyonline.com/Data/GenericData.aspx?DataId=22&CAISO___Day

-Ahead_Price. [Accessed 24 August 2022]. 

[9]  California Energy Commission (CEC), "SB 100 Joint Agency Report," [Online]. 

Available: https://www.energy.ca.gov/sb100. [Accessed 6 Sep. 2022]. 

[10]  California Energy Commission (CEC), "SB 100 Joint Agency Report," [Online]. 

Available: 

https://www.energy.ca.gov/sites/default/files/Resolve_CEC_Public_Release_Packa

ge/RESOLVE%20CEC%20Public%20Release%20Package_1.zip. [Accessed 6 Sep 

2022]. 

 

 

 



Chapter 9 

 114 

Chapter 9 

Conclusions 

Carbon dioxide emissions are about 76% of the total global GHG emissions. They are 

emitted mainly from the transportation, industrial, and electricity generation sectors. 

Carbon dioxide is the main cause of global warming. An accelerating problem that pushes 

the world to stop emitting more carbon dioxide and direct more focus on decarbonizing the 

main carbon dioxide emitting sectors. Decarbonizing the transportation and industrial 

sectors will require more electricity generation, as the electricity -and maybe a zero-carbon 

fuel like hydrogen- will be the main source of power that replaces the fossil fuel. Thus, 

decarbonizing the electricity generation sector is the starting point to decarbonize the other 

sectors unless I use a non-electric zero-carbon emitting technology that can decarbonize 

the industrial and transportation sectors. 

In this dissertation, I explored different approaches to decarbonize the electricity 

generation in California. California is selected as an example; however, I believe that the 

same study can be applied on another state in the U.S. or another country in the world as 

long as the required data is available. California has a great availability of solar and wind 

resources. With low solar and wind electricity generation prices, researchers are motivated 

to study the expansion of using more solar and wind to reduce carbon dioxide emission 

from the electricity generation sector.   

After investigation, I found that solar and wind availability are following each other. Solar 

and wind are available during the summer; however, they have limited availability during 

the winter. Thus, energy storage is required to achieve 100% renewable energy electricity 

grid. The energy storage will store the energy from the day to be used during the nights, 

from the summer to be used during the winter, and from clear sky days to be used during 

cloudy days. Accordingly, the energy storage will be categorized as diurnal, seasonal 

storage, and cross-day storages. 

According to our initial studies, for a solar dominant electricity grid, we need a total storage 

size of 4-10% of the average California annual demand while using the same current solar 

generation profiles to replace the current carbon dioxide emitting technologies. In this case, 

the energy storage charges during the summertime. Then it discharges during the 

wintertime, reaching its minimum state of charge to compensate the limited availability of 

solar resources during wintertime. Thus, we may experience a shortage in the electricity 

supply during wintertime.  
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In order to reduce the storage size and reduce the severity of the wintertime electricity 

supply challenge, I studied the potential of onshore winter dominant resources in California 

and a dispatchable source of energy that can be used to produce an instantaneous power 

whenever it is needed. Our study shows that the onshore winter dominant resources in 

California has the potential of generating about 37% of the total annual electricity 

consumption. Furthermore, using biomass resources as a source of methane, then using 

methane in a zero-carbon emitting technology like the Allam cycle for 7 months of the year 

will reduce the required storage size by 30%-40%. The advantage of the Allam cycle is the 

capability of providing dispatchable source of energy that can be used whenever it is 

needed. The Allam cycle is a closed loop cycle that facilitate the carbon sequestration 

process by revealing carbon dioxide at high pressure. 

As previously mentioned, decarbonizing the electricity generation sector will be the best 

first step compared to decarbonizing other sectors like the industrial and transportation 

sectors, unless we use a non-electric zero-carbon emitting technology that can decarbonize 

the industrial and transportation sectors. Process heating consumes more energy than any 

other end-use in U.S. About 30% of total U.S. process heat demand is at temperatures 

below 150°C. Solar thermal technology is a good candidate to fulfill this energy demand 

efficiently and without the need for grid electricity. Solar thermal technology can be 

developed with a low-cost, high solar-to-thermal efficiency and almost 100% land use 

efficiency. The main challenge in using solar thermal technology is the soiling. Our study 

shows that soiling can reduce the solar-to-thermal efficiency by 0.5% per day. Furthermore, 

cleaning a solar thermal system is a labor-intensive task that may increase the system 

operating cost. Solar thermal is a good option for small scale systems, as increasing the 

size of the system requires more safety permissions especially while using pressurized 

water. Using oil instead of a pressurized water can be a good solution for big systems but 

the system efficiency will decrease due to using a heat exchanger between the hot oil and 

the end use application. 

Part of the industrial and transportation sectors are hard to be decarbonized. Heavy industry 

like steel and cement are challenging to be decarbonized due to their reliance on high-

temperature processes fueled by fossil fuels. Aviation and maritime transport rely heavily 

on fossil fuels, and it may take decades to decarbonize these categories. A solution that I 

proposed to overcome the carbon emissions from these categories is to use the surplus 

electricity to operate Direct Air Carbon Capture (DAC) technology. DAC can capture the 

carbon dioxide from the atmosphere. Depending on the DAC system size and the 

availability of surplus electricity, we can offer low-cost carbon capture, and capture about 

0.6 MMT of CO2 per year in California. By investing more in the natural forests and 



Chapter 9 

 116 

converting waste biomass into fuels we can overcome the emitted carbon dioxide from the 

previously mentioned categories. 

Overall, the dissertation presents a broad analysis of the challenges and potential solutions 

for decarbonization and developing a resilient and reliable 100% renewable energy grid. 

I can imagine a wide range of scenarios, 

I have just scratched the surface
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