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Abstract
The Role of Information in Marketing Strategy
by
Yunfei Yao
Doctor of Philosophy in Business Administration
University of California, Berkeley

Professor J. Miguel Villas-Boas, Chair

This dissertation studies the role of information in marketing strategy. Specifically, it focuses
on two key questions: How can consumers optimize their information search behavior to make
better decisions? And in response to this, how can firms increase their profits by influencing
consumers’ information acquisition processes? The dissertation consists of three chapters of
independent work.

Consumers frequently search for information before making decisions. Since their search and
purchase decisions depend on the information environment, firms have a strong incentive to
influence it. In the first essay, I endogenize the consumer’s information environment from
the firm’s perspective. We consider a dynamic model where a firm sequentially persuades a
consumer to purchase the product. The consumer only wishes to buy the product if it is a
good match. The firm designs the information structure. Given the endogenous information
environment, the consumer trades off the benefit and cost of information acquisition and
decides whether to search for more information. Given the information acquisition strategy of
the consumer, the firm trades off the benefit and cost of information provision and determines
how much information to provide. This paper characterizes the optimal information structure
under a general signal space. We find that the firm only smooths information provision
over multiple periods if the consumer is optimistic about the product fit before searching
for information. Moreover, if the search cost for the consumer is high, the firm designs the
information such that the consumer will be certain that the product is a good match and
will purchase it after observing a positive signal. If the search cost is low, the firm provides
noisy information such that the consumer will be uncertain about the product fit but will
still buy it after observing a positive signal.

When considering whether or not to buy a product, the consumer can often evaluate different
attributes of it. Sometimes, the consumer chooses which attribute to search for because of
exogenous reasons (e.g., one attribute is more important than others). However, the consumer
often is unclear which attribute is more important ex-ante. Assuming that a product has



two symmetric attributes, the second essay characterizes the optimal search strategy of
the consumer by endogenizing the optimal attribute to search, when to keep searching for
information, and when to stop searching and make a decision. We characterize the search
region by a set of ordinary differential equations for moderate beliefs and by a system of
equations for extreme beliefs. We find that it is always optimal for the consumer to search
the attribute about which she has the higher uncertainty due to the faster speed of learning.
The consumer only searches for the more uncertain attribute if she holds a strong prior belief
about one of the attributes, and may search for both attributes otherwise. We then show how
firms can influence consumers’ search behavior and increase profits by informative advertising.
The firm does not advertise if the consumer’s prior beliefs about both attributes are extreme.
Otherwise, the firm advertises the better attribute if the consumer is optimistic enough about
the worse attribute, and advertises the worse attribute if the consumer is less optimistic
about it.

As consumers become increasingly concerned about their privacy, firms can benefit from
committing not to sell consumer data. However, the holdup problem prevents them from
doing so in a static setting. The third essay studies whether the reputation consideration of
the firm can serve as a commitment device in a long-run game when consumers have imperfect
monitoring technology. We find that a patient enough monopoly can commit because its
reputation will be permanently destroyed if consumers observe the data sale. The persistent
punishment provides the monopoly a strong incentive not to deviate. In contrast, reputation
may fail to serve as a commitment device when there are multiple firms. The penalty for
selling data is smaller as consumers cannot know which exact firm sold the data. Also, other
firms can hurt the reputation of a particular firm even if it does not sell data. We find some
sufficient conditions under which the incentive to deviate is so strong that firms lose the
commitment power. Reputation failure in the presence of multiple firms persists when we
consider endogenous or asymmetric monitoring.
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Chapter 1

Dynamic Persuasion and Strategic
Search

1.1 Introduction

With the rapid proliferation of digital technologies and information channels, it is increas-
ingly common for consumers to seek detailed information before making a decision. More
information can lead to less uncertainty and improve decision-making. Since consumers’
search and purchase decisions depend on the information environment, firms have a strong
incentive to influence it. Advertisers want to choose the advertising content to raise consumers’
awareness and interests. Platforms want to design the website to attract traffic. Thus, the
consumer faces endogenous information environment. For example, a consumer considering
purchasing a pair of shoes may search on the internet to find out whether or not the item
matches his needs[l] The seller can influence consumers’ search and purchase decisions through
various methods. She can bid for search advertising spots to persuade the consumer. The
content can be informative, showing features about the item, or persuasive, without detailed
information. By spending more money for advertising, the seller can communicate information
to potential buyers more frequently. Even if the consumer does not make a purchase right
after seeing an ad, the seller can keep persuading the consumer through retargeting. At the
same time, the consumer spends time and effort to search. He will only search for more
information if he anticipates enough gain from it.

Such communications are also ubiquitous offline. For instance, an individual looking for
a new car often visits a local dealership to talk with the dealer. The dealer will highlight
various characteristics of the car. If the consumer is interested, the dealer often offers him
a test drive to have a better sense of the car. This is time-consuming, in contrast to the
ease of searching for information about a product on the internet, but they are often not
sure whether they will like a product based solely on the information online. In the case of

'We refer to the information provider (seller) as “she” and the decision-maker (consumer) as “he”
throughout the paper.
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car-buying, test driving and then haggling with the dealer can take several hours, but people
who purchase the car after visiting the dealership usually are sure that they like the car.
Motivated by these examples, this paper endogenizes the consumer’s information environment
from the firm’s perspective. By considering consumer search and firm information provision
simultaneously, we wish to explain why the information environment of consumer search
differs across various scenarios. We want to understand when the firm prefers to provide
noisy rather than precise information and when it prefers to communicate with consumers
for a longer time.

The main contribution of this paper is to endogenize the consumer’s search environment
from the firm’s perspective. We find that the firm provides information incrementally rather
than only once if the consumer is optimistic about the product fit before searching for
information. If the search cost for the consumer is high, the firm designs the information
such that the consumer will be certain that the product is a good match and will purchase
it right after observing a positive signal. If the search cost is low, the firm provides noisy
information such that the consumer will be uncertain about the product fit but will still buy
the product right after observing a positive signal.

Specifically, this paper considers a dynamic model where a receiver (consumer) makes a
binary decision between action G (purchase the product) and B (outside option). There are
two states, good (the product is a good match) and bad (the product is a bad match). A
sender (firm) always prefers G and sequentially persuades the receiver to take that action. In
contrast, the receiver only wishes to take action G if the state is good. Neither the sender nor
the receiver knows the state initially but have a common prior belief about it. The receiver
can incur costs to search for more information about the state. The updated belief helps him
make decisions. If the receiver observes a negative signal, he knows that the state is less
likely to be good and will not take action G without the arrival of new information. If the
receiver observes a positive signal, he knows that the state is more likely to be good, and the
expected payoff of taking action G increases.

The sender designs the information structure. Given the endogenous information envi-
ronment, the receiver trades off the benefit and cost of information acquisition and decides
whether to search for more information. The receiver is forward-looking and forms ratio-
nal expectations of the sender’s strategy. The sender can incur higher costs to convince
the receiver to take action G with a higher likelihood. Given the information acquisition
strategy of the receiver, the sender trades off the benefit and cost of information provision
and determines how much information to provide. Therefore, the receiver and the sender
simultaneously trade off the benefit and cost of information acquisition/provision.

This paper characterizes the optimal information provision strategy of the sender and the
optimal information acquisition strategy of the receiver. There are two periods in the main
model. In each period, the sender chooses the information structure, and the receiver chooses
whether to search for more information or make a decision. We later extend the two-period
model to an infinite-period model and show that the main insights extend to the richer model.
Instead of looking at specific parameters of the search environment, we study the design
of the information environment under general signal space and characterize the optimal
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information structure among all feasible information policies. We develop a constrained
non-linear programming method to solve the sender’s information design problem, because
the widely-used concavification method due to Kamenica and Gentzkow (2011) cannot solve
it when the receiver’s particiaption is strategic.

In equilibrium, the sender induces the receiver to take action G immediately upon
observing a positive signal. This way, the sender saves the expected search time and does
not need to compensate the receiver for a higher expected search cost. The sender extracts
all the surplus from the receiver when she provides information in both periods, while she
may leave some surpluses to the receiver when she provides information in only one period.
Information smoothing can also save the persuasion cost. So, the sender has an incentive
to spread information provision over multiple periods. However, the longer expected search
time of the receiver will discourage him from searching if the likelihood of getting a positive
ex-post payoff is low. Hence, the sender only smooths information provision if the prior belief
is high. If the search cost for the receiver is high, the sender designs the information such
that the receiver will be certain that the state is good and will take action G right after
observing a positive signal. If the search cost is low, the sender provides noisy information
such that the receiver will be uncertain about the state but still takes action G right after
observing a positive signal.

We compare the profit-maximizing structure with the efficient (social welfare maximizing)
information structure. When the search cost is high, the optimal strategy of the sender also
maximizes social welfare because the minimal amount of information to persuade the receiver
to search does not depend on the sender’s objective. When the search cost is lower, the two
information structures are different because the sender does not internalize the receiver’s
welfare.

In the main model, the sender can commit to the current-period information structure
but cannot commit to the information structure in the next period. In the extension, we
study the implications of dynamic commitment. We find that the ability to commit to future
strategies strictly benefits the sender when the search cost is high, while the benefit vanishes
as the search cost approaches zero.

We also consider the implications of discounting. When the search cost is high, it is
difficult to convince the receiver to participate. Providing enough information to persuade
the receiver to search dominates the force of discounting. So, the sender’s optimal strategy
does not depend on the discount factor. When the search cost is low and the players become
less patient, the present value of the second-period profit decreases and the first-period
participation constraint becomes tighter. The sender has a stronger incentive to convert the
receiver early. So, she provides less information in the second period and more information
in the first period. Moreover, we consider asymmetric discount factors in a model where the
sender is patient while the myopic receiver only cares about the current-period payoff. We
find that both players are worse off if the receiver is myopic rather than forward-looking.
This implies that the sender should try to better inform the receiver of the possibility of
multi-period information revelation and gradual learning.

Lastly, we extend the two-period model to an infinite-period model and show that the



CHAPTER 1. DYNAMIC PERSUASION AND STRATEGIC SEARCH 4

main insights extend to the richer model. When the search cost approaches zero, the ability
to smooth the information over more extended periods is valuable for the sender. In that
case, she could obtain the equilibrium payoff as if the persuasion cost were zero. We also find
that the receiver will decide within a bounded number of periods.

Related Literature

There is a large stream of literature on optimal information acquisition. In particular,
consumer search has raised growing interest both theoretically (Stigler 1961, Weitzman
1979, Wolinsky 1986, Moscarini and Smith 2001, Branco et al. 2012, Ke et al. 2016, Ke
and Villas-Boas 2019, and Jerath and Ren 2022) and empirically (Hong and Shum 2006,
Kim et al. 2010, 2017, Seiler 2013, Honka 2014, Ma 2016, Chen and Yao 2017, Honka and
Chintagunta 2017, Seiler and Pinna 2017, Ursu et al. 2020, Moraga-Gonzalez and Wildenbeest
2021, Morozov 2021, Morozov et al. 2021, and Yavorsky et al. 2021). In the above papers,
the information environment is exogenous. Several papers study consumers’ endogenous
information acquisition. The consumer chooses both the search rule and the information
environment. In Zhong (2022a), the decision-maker gradually gathers information about
one product. Poisson learning is optimal for him. In Guo (2021), the consumer sequentially
search for information about multiple products and determines how much to evaluate each
product. Because the strategy and the outcome depend on the information structure, other
payoff-relevant parties (e.g., firms) have a strong incentive to influence it. We take this
into account by having the firm endogenously determine the information environment of the
consumer.

Some papers investigate the design of the search environment from the firm’s perspective.
In Dukes and Liu (2016) and Kuksov and Zia (2021), the platform or the seller select the search
cost to influence the consumer’s search strategy. In Villas-Boas (2009), Liu and Dukes (2013),
and Kuksov and Lin (2017), the product line design of the seller impacts consumer’s search
decision. Villas-Boas and Yao (2021) consider the optimal retargeting strategy of the firm
which advertises to consumers who have a high likelihood of considering the firm’s product.
By advertising, the firm increases the frequency of consumers’ learning information and the
ability to track consumers. In Zhong (2022b), the platform recommends relevant sellers based
on match values and prices to consumers. The platform designs the search algorithm by
picking the match precision and the relative importance between prices and match values.
Comparing the welfare outcomes among information structures emphasizing different vehicle
characteristics under the counterfactuals of their structural model, Gardete and Hunter
(2020) find that emphasizing the vehicle’s history and obfuscating price information improves
both consumer and firm welfare. Mayzlin and Shin (2011) consider a setting where the
consumer can obtain an exogenously given signal by searching for information about the
product quality. They find that uninformative advertising may serve as an invitation for the
consumer to search. In Yao (2022), the firm can affect consumers’ belief through informative
advertising before they engage in costly search. In related literature on choice overload,
the seller determines the amount of information provided to the consumer (Kuksov and
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Villas-Boas 2010, Branco et al. 2016). The decision of the seller affects the consumer’s search
cost.

While the above papers are related to our paper, there are substantial differences. In-
stead of looking at specific parameters of the search environment, we study the design of
the information environment under a general signal space. We characterize the optimal
information structure among all feasible information policies. In the existing literature, the
consumer either fully observes the value of a product/attribute or gets a noisy signal from an
exogenously specified distribution (e.g., a normal distribution). In contrast, in our paper,
the firm determines the distribution of the signal. The optimal information structure can be
asymmetric and may not correspond to standard distributions.

We use a belief-based method of modeling information provision, first introduced by
Aumann and Maschler (1995) and Kamenica and Gentzkow (2011) in the Bayesian persuasion
and information design literatureE] The sender picks a mean-preserving spread of the prior
belief as the posterior belief, which simplifies the analysis. Some papers have studied the
persuasion problem where either the receiver or the sender incurs costs. For example, Ball
and Espin-Sénchez (2022) study a persuasion problem in which the sender chooses from a
restricted set of feasible experiments, and the experiment can be costly. In Degan and Li
(2021), the sender’s persuasion cost depends on the precision of the signal. Wei (2021) considers
a static persuasion problem in which a rationally inattentive receiver incurs information
processing costs. Jerath and Ren (2021) consider a static model in which the consumer
chooses the optimal information structures, taking into account that he needs to incur a cost
to search for and process the signals. Instead of directly providing information, the firm
influences the consumer’s information environment by imposing constraints on the precision
of the signals. Berman et al. (2022) study the information design of the recommendation
algorithms under endogenous pricing and competition. Gentzkow and Kamenica (2014)
extend the widely-used concavification approach of Kamenica and Gentzkow (2011) to the
setting where the sender’s cost is posterior-separable. We contribute to this literature by
allowing the receiver to search for information voluntarily. The concavification approach
cannot be used if the receiver’s participation is strategic. So, we instead develop a constrained
non-linear programming method to solve the sender’s information design problem in the
presence of consumer strategic search. Because we consider a dynamic problem, different
information structures may correspond to different forms of sender’s objectives and receiver’s
participation constraints. To reduce the dimensionality of the problem, we first show that
the optimal information structure must induce the receiver to take action G immediately
after receiving a positive signal. This qualitative property greatly simplifies the problem as
we can limit our attention to such information structures. Nevertheless, the constraints of
the non-linear program of the sender consist of multiple variables, making the optimization
problem challenging. To make the problem tractable, we transform the program into a set of
constrained programs, each with one constrained variable. We then select the global solution
by comparing the local solutions of each program.

2See Bergemann and Morris (2019) for a survey.
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Ke et al. (2022) study how online platforms should design the information in the presence
of consumer search. In their paper, the information impact both consumer search and
targeted advertising and allow them to study the trade-off between sales commission and
advertising revenue. The firm designs the information to manipulate consumer’s belief
prior to search. The consumer always process this information but can search for more
information strategically given an exogenous information structure (full revelation upon
search). Our contribution is to integrate the information provision with consumer search and
fully endogenize the search environment.

While some recent papers extend the static setting of Bayesian persuasion to the dynamic
one, the persuasion cost is usually zero or a constant (Ely 2017, Renault et al. 2017, Ball 2019,
Che et al. 2020, Ely and Szydlowski 2020, Orlov et al. 2020, Iyer and Zhong 2021, Bizzotto et
al. 2021). In our model, the sender incurs a persuasion cost, and the receiver incurs a search
cost. Unlike most Bayesian persuasion literature, the receiver’s participation is strategic. The
sender may need to convince the receiver to search or speed up the receiver’s learning by
incurring a higher cost. Therefore, we can investigate the sender’s optimal trade-off between
the benefit and cost of information provision.

The remainder of the paper is organized as follows. Section 2 presents the main model.
Section 3 characterizes the optimal information provision strategy and the equilibrium
outcomes. Section 4 characterizes the efficient information provision strategy and summarizes
the information distortion when the sender rather than the social planner designs the
information structure. Section 5 includes several model extensions. Section 6 concludes.

1.2 The Model

States, Actions, and Payoffs

There are two players, a sender and a receiver, and two states, good (¢) and bad (b).
The receiver ultimately makes a binary decision between GG and B. The sender wishes to
persuade the receiver to take action G regardless of the state, while the receiver wishes to
match the decision with the state (taking action G(B) when the state is g(b)). The payoffs
of the decision for the players are the following:

(sender payoff, receiver payoff) action G action B
state g (p; vg) (0,0)

state b (p, vp) (0,0)

The sender earns a positive payoff, p > 0, if the receiver takes action G. The receiver’s
payoff is positive if he takes action G when the state is g, v, > 0, and negative if he takes
action G when the state is b, v, < 0. Both players get zero payoff if the receiver takes the
action B (which can be thought of as an outside option). We assume without loss of generality
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that v, = 1 + vbﬁ Neither the sender nor the receiver knows the state initially but have a
common prior belief about it, o := P(the state is g) € (0,1). In each period ¢t € {0, 1}, the
sender determines and commits to the information structure of the current period but cannot
commit to the information structure in the future. The receiver can search for information
(action S) before deciding. The information acquisition is costly but helps the receiver make
better decisions. If the receiver chooses to search, he observes the realization of a binary
signal s € {0,1} that reveals some information about the state. By choosing P[s = 1|g]
and P[s = 1|b], the sender uniquely determines the signal. We order the value of the signal
such that P[s = 1|g] > P[s = 1|b]. Hence, s = 1 corresponds to a positive signal and s = 0
corresponds to a negative signal. The players update the belief about the state according to
Bayes’ rule after the realization of the signalﬁ The game ends whenever the receiver makes a
decision (G or B). Figure illustrates the timing of the game.

information is revealed;
sender picks the receiver searches or sender picks the information structure; information is revealed;
information structure makes a decision receiver searches or makes a decision receiver makes a decision

t=0 t=1

v

Figure 1.1: Timing of the Game

Analogous to Proposition 1 of Kamenica and Gentzkow (2011), we can work with mean-
preserving posterior beliefs rather than the specific signal structure to simplify the analysis.
Specifically, the existence of a binary signal is equivalent to the existence of a binary-valued
posterior belief whose expectation is equal to the prior beliefﬁ Denote the belief at the
beginning of each period by ;. In each period, with probability )\;, the receiver observes a
positive signal and the belief increases to ;. We refer to \; as the probability of a positive
signal and i; as the belief after observing a positive signal. With probability 1 — \;, the
receiver observes a negative signal, and the belief decreases to p;. We refer to p; as the belief
after observing a negative signal. o -

We assume there is no discounting in the main model, and discuss the implication of
discounting in the extension. Since the sender designs and provides information to the receiver
and the receiver does not need to collect the information, different information should cost
differently for the sender but not for the receiver. Therefore, we assume that the receiver
incurs a flow cost of ¢ per period of search. To persuade the receiver to take action G, the

3To see that assuming vg = 1+ vy is without loss of generality, consider the following normalization. Let
vy = vgvj’vb, = Ugiﬁ’vb ,p = vgfvb. Then, vy — v, = 1. We make this assumption to simplify the analysis and
the presentation.

4We can assume without loss of generality that the sender also observes the signal realization. This is
because the sender can perfectly infer the signal realization from the receiver’s action under the optimal
signal structure, according to Proposition

5In the appendix, we state this result formally with proof.
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sender wants to increase the receiver’s belief about the good state. It is easy to provide
information that increases the receiver’s belief with a low probability but hard to do so with a
high probability. It becomes impossible to always increase the receiver’s belief. So, we assume
that the sender’s cost of information provision is increasing and convex in the probability of
a positive signal, K = K(\). It is relatively cheap for her to provide information with a low
A. The marginal cost increases at an increasing rate as A increases. The convex information
provision cost is common in the literature (e.g., Robert and Stahl 1993).

Assumption 1. K(-) € C*(Ry),K'(\) > 0,K"(\) > 0, K(0) = 0, Alir? K'(\) = +o0,
-
lim K'(\) =0.

A—0t

Throughout this paper, we refer to the likelihood of a positive signal as the amount of
information. More information means more frequent positive signals.

The total payoff for each player is the payoff of the decision net of the information
provision/acquisition costs. The receiver is forward-looking and forms rational expectations
about the sender’s strategy in the future. To avoid the trivial case in which the sender
provides no information and the receiver always takes the sender’s desired action, we assume
that povy + (1 — po)ve < 0 & pop < —vp. So, the receiver will never take action G without
searching. We also assume that the search cost is not too high, ¢ < v,. Otherwise, the
receiver will never search.

Applications

Our model can be applied to many settings where a sender wishes to persuade a receiver
to take a particular action while the receiver wishes to match the action with the state and
can strategically gather more information before making the decision. We illustrate two
applications of the model in this section.

Product Sales

A seller offers a product with unit demand. The price is p, and the marginal cost is m.
The product may be a good match or a bad match with the buyer. Neither the buyer nor
the seller knows the state initially but they have a common prior belief. The product is of
zero value to the buyer if the state is bad and is of value v to the buyer if the state is good.
The buyer decides whether or not to purchase the product. In this example, the sender is
the seller and the receiver is the buyer. The payoffs of the decision for the players are the
following:

(sender payoff, receiver payoff) purchasing not purchasing
good match (p—m,v—p) (0,0)

bad match (p —m, —p) (0,0)
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The buyer can incur costs to search for more information about the product. The updated
belief helps him make better purchasing decisions. If the buyer observes a negative signal, he
knows that the product is less likely to be a good match and avoids wasting money on it
without the arrival of new information. If the buyer observes positive news, he knows that
the product is more likely to be a good match and the expected valuation increases. The
buyer gets a positive surplus upon purchasing the good if the expected value is higher than
the priceff]

New Drug Launches

A pharmaceutical company develops a new drug and tries to get approval from the
regulator (e.g., the FDA) by designing and conducting tests to convince the regulator that
the drug is safe. If the regulator approves it, the firm gains an expected profit of p. The
regulator gains a positive utility if the drug is safe and a negative utility if it is unsafe. In
this example, the sender is the pharmaceutical company and the receiver is the regulator.
The payoffs of the decision for the players are the following:

(sender payoff, receiver payoff)  approval disapproval
safe (p,vg > 0) (0,0)

unsafe (p, vy < 0) (0,0)

Monitoring and examining the test is costly for the regulator. So, the regulator will only
investigate the test if the benefit of doing so is high enough. If a single test fails to convince
the regulator, the regulator may need additional information to make a decision.

Strategies and Equilibrium Concepts

Since the belief is common knowledge and there is no private information, we consider
the sender-preferred subgame perfect equilibrium, as in Kamenica and Gentzkow (2011).
If multiple actions (B, G, and S) give the receiver the same expected payoff, we assume
that the receiver chooses an action that maximizes the sender’s expected payoff. We also
assume that the sender prefers to give the receiver more surplus in the first period if more
than one equilibrium lead to the same expected sender’s payoff. A perturbation of very little
discounting justifies this assumption.

6One concern about this example is the possibility of product return. When it is costless to return the
product, the buyer will always buy without search and return the product if it turns out to be a bad match.
However, even though the buyer can get a full refund from many market places such as Amazon, he needs to
incur time and effort to bring the package to the store or a shipping carrier. The qualitative properties of the
main model still hold as long as a proportion of the buyers have enough return costs.
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Equilibrium in the Second Period

The receiver has to make a decision between GG and B at the end of the second period. Since
it is costly for the sender to provide information, the sender will either give no information
or provide enough information such that the receiver searches and will take action G if a
positive signal arrives. We illustrate the belief evolution in the last period in Figure Also,
the distribution of the belief induced by the signal should be a mean-preserving spread of the
initial belief: E[Au] = 0. In sum, the sender either does not provide information and obtains
zero payoffs or takes into account the following constraints when designing the information
structure:

(1) participation constraint:

A [fvg + (1 — fin)ve] = Ai(fin + ) > ¢ (IRy)

(2) feasibility constraint:
M+ (L= M)y, = m (F1)

If the sender provides information, the constrained program of the sender is:
max —K (A1) + pA\; (P1)

A1,

s.t. " 7/\1 € [07 1]7H1 € [07u1)

Belief jumps

to o,

Positive signal Receiver takes action G

w.p. A4

Initial belief
Hq

Negative signal
wp. 1—1 Belief jumps

to iy
Receiver takes action B

Figure 1.2: Belief Evolution in the Last Period

We analyze the solution to this problem in the next section. Though the information
structure consists of (Aq, i1, p 1), any two of them fully characterize the strategy because the
third variable is then uniquely determined by (F}). Therefore, we use (A, fi1), the probability
of a positive signal and the belief after observing a positive signal, to represent the sender’s
strategy.
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Equilibrium for the Entire Game

The sender has three options. Firstly, she can provide no information and obtain zero
payoffs. Secondly, she can provide information in only one period. If the receiver decides to
search, he will observe a one-shot signal designed by the sender. The receiver takes action GG
if a positive signal arrives and takes action B if a negative signal comes. The sender will not
provide extra information regardless of the signal realization. Her problem is exactly .
Lastly, the sender can provide information in both periods. She can give a pair of one-shot
signals, which means that the receiver will take action G' upon observing a positive signal in
either period. If a negative signal arrives in the first period, the sender will provide another
signal, hoping that a positive signal will arrive in the second period. The sender can also offer
a pair of iterative signals. The receiver must search in both periods before taking action G
under iterative signals. We illustrate the belief evolution of the one-shot signals and iterative

signals in Figure [1.3] and

First period Second period First period Second period
Receiver takes | Receiver takes .
Receiver takes

i
action G ! action G
]

action G

or

Initial belief | Initial belief
i
Ho | Ho
i

:

Receiver keeps 1

Receiver takes 1 searching
action B

Receiver takes
action B

Figure 1.3: Belief Evolution of One-shot Signals
Left Figure: Sender Only Persuades in One Period; Right Figure: Sender Persuades in Both Periods
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First period Second period First period Second period

Receiver takes

action G Receiver takes

action G

i
Receiver keeps |

i
Receiver keeps ! .
! searching

searching

or

Initial belief
Ho

Initial belief
Ho

)
Receiver keeps |

. searchin
Receiver takes e

Receiver takes | action B
action B

Receiver takes
action B

Figure 1.4: Belief Evolution of Iterative Signals
Left Figure: Receiver Keeps Searching Only after a Positive Signal; Right Figure: Receiver Searches
in Both Periods

Compared to one-shot signals, iterative signals require a longer search time. To compensate
the receiver for the higher expected search costs, the sender needs to provide information
more favorable to the receiver, which hurts the sender’s payoff. The following result shows
that the sender always prefers one-shot signals in equilibrium. So, we limit our attention to
the optimal one-shot signals.

Proposition 1. For any pair of feasible iterative signals, there exists a one-shot signal that
gives the sender a strictly higher payoff.

The sender takes into account the following constraints when designing the optimal
one-shot signal of the first period:
(1) participation constraint:

Xolftovy + (1 — fio)vs] + (1 — Ag)E[receiver surplus at ¢ = 1|search at ¢ = 1]
=Xo(fto +vp) + (1 = Ao)[M (i +vp) — ] > ¢ (IRy)

(2) feasibility constraint:
Aotto + (1 = o), = fio (Fo)
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If the sender provides information in both periods, her problem is:lZ]

max  —K(Ag) +pro+ (1 — Xo) [=K (A1) + pAd] (P,)

0,400,141 ,A1, 41

s.t. ([Ro), (Fu), (M, 1) solves

We analyze the solution to this problem in the next section. We use (A, fio, 41, A1, fi1),
the probability of a positive signal in each period, the belief after observing a positive signal
in each period, and the initial belief in the second period, to represent the sender’s strategy.

1.3 Optimal Strategies

From the previous discussion, the receiver will search (take action S) whenever the sender
provides information. The receiver will take action G immediately upon receiving a positive
signal and action B if the sender does not provide information. Therefore, we only need to
characterize the sender’s strategy, which implies the receiver’s strategy.

A Benchmark

We first consider a benchmark problem in which the receiver always participates and in
which the sender can generate an arbitrary amount of information in each period. The sender
chooses the information structure to maximize the expected payoff. We will use the solution
throughout the subsequent analyses.

1;\11%\}{ —K()\o) —|—p)\0 + (1 - )\0) [—K()\l) —|—p)\1] (Pb)
0,71

Lemma 1. The solution to the benchmark problem , (ASF,ATY), does not depend on the
search cost c and \;* < A\7*. The benchmark sender’s payoff is strictly positive.

The above payoff is the highest possible payoff the sender can obtain in equilibrium.
When the prior belief is high enough, the sender obtains the benchmark payoff by setting the
probability of a positive signal to A;*. Since the sender can smooth the information provision
at the beginning of the first period while only has one chance of providing information in the
second period, she will choose A\j* < A}*. When the prior is lower and a positive signal occurs
with the benchmark probability, the sender needs to provide a very noisy signal (low ;) due
to feasibility constraints. As a result, the receiver will be quite uncertain about the state
even after observing a positive signal. So, he will choose not to search for information. This

"To simplify the notation, we omit the following common constraints in the main text in all of the
programs: fi; € [—vp, 1], s € [0, 1), A € [0, 1]’&) = p1. The first constraint is required by one-shot signals.
The second and third constraints ensure the information structure is well-defined. The last equality comes
from the fact that the belief at the beginning of the second period, p1, is the belief after observing a negative
signal in the first period, Hy under one-shot signals.
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friction restricts the communication between the players and distorts the optimal strategy
away from the benchmark strategy. For the problem to be non-degenerate, we concentrate
on the case in which the prior is not too high throughout the paper. As a result, the optimal
strategy is different from the benchmark solution.

Optimal Strategy in the Second Period

When the belief at the beginning of the second period is too low, the receiver will not
search, given any feasible signals. Thus, the sender does not provide information to minimize
the cost. When the belief at the beginning of the second period is higher, and the search cost
is not too high, the sender provides information and obtains a positive payoff. The following
proposition summarizes the optimal information structure.

Proposition 2. In the second period, the sender does not provide information when p, <
Hoa = c/vg. When py > poa, the optimal probability of a positive signal and the optimal
belief after observing a positive signal, (X, i), depend on the search cost c:

1. If ¢ > v Ay, there exists a unique € € (v AT, vy such that the sender does not provide
information if ¢ > ¢ and (A}, i7) = (¢/vy, 1) if ¢ < €. The receiver gets zero surplus.

2. If ¢ € [ + v AT, v ATY), (AT, 1f) = (E==, =2EL) . The receiver gets zero surplus.

—vp  p1—c

3. If ¢ < p + AT A vgATs, (AL ) = (AT, £ A1), The receiver gets strictly positive
1

surplus.

When the search cost is too high, the sender has to provide a lot of information to persuade
the receiver to search. Even if it is feasible for the sender to provide enough information that
the receiver will search, it is so costly that the expected sender’s payoff is negative. So, the
sender chooses not to provide information, and the receiver does not search.

When the search cost is high but not too high, the sender will provide just enough
information such that the receiver searches. Since the receiver’s participation constraint is
hard to satisfy, in equilibrium, the receiver becomes certain (f; = 1) that the state is g after
observing a positive signal. Suppose, instead, a positive signal does not fully reveal the state
(111 < 1). In that case, its arrival rate will need to be higher to persuade the receiver to search.
Since the marginal cost of increasing the probability of a positive signal exceeds the marginal
benefit, the sender’s payoff decreases. The sender trades off the frequency of positive signal
for precision.

When the search cost is intermediate, the receiver’s participation constraint is easier to
satisfy. Since the marginal benefit of increasing the probability of a positive signal exceeds
the marginal cost, in equilibrium, the sender trades off the precision of a positive signal for
frequency. The receiver is still uncertain about the state after observing a positive signal, but
the belief is high enough that the receiver searches.
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When the search cost is low, the information friction does not distort the information
structure. The sender provides the benchmark amount of information, and the receiver gets
a strictly positive surplus.

Optimal Strategy for the Entire Game

When the prior is too low, any feasible signal the sender can generate is not attractive
enough for the receiver to search. Thus, it is impossible to communicate between the sender
and the receiver. When the prior is higher, and the search cost is not too high, the sender
provides information and obtains a positive payoff.

Proposition 3. Suppose the search cost is not too high, ¢ < ¢. There exists j112 > ¢(2v, —
¢)/(vy)? such that the sender does not provide information if the prior is low, uy < pio1,
provides information in one period if o € [foq, f1,2), and provides information in both periods
if o > pu1,2. Suppose the sender provides information in both periods. A positive signal fully
reveals the state being g when the search cost is high and partially reveals the state when the
search cost is low. The receiver gets zero total surplus.

The widely-used concavification approach (Kamenica and Gentzkow 2011) cannot be
used to solve this kind of games because the receiver’s participation is strategic. We instead
develop a constrained non-linear programming method to solve the sender’s information
design problem. The constraints of the non-linear program of the sender consist of multiple
variables, making the optimization problem challenging. To make the problem tractable, we
transform the program into a set of constrained programs, each with one constrained variable.
We then select the global solution by comparing the local solutions of each program.

Since the information provision cost is non-linear in the probability of a positive signal,
the sender has an incentive to smooth the information provision over two periods. When the
prior is low, it is not feasible for the sender to provide enough information in both periods so
that the receiver will search whenever a positive signal has not arrived. As the prior increases,
it becomes feasible for the sender to smooth the information provision. If the sender finds it
optimal to provide information in both periods at a given prior, she also prefers to smooth
the information for any higher prior.

When it is highly costly for the receiver to search, the optimal information structure fully
convinces the receiver that the state is g when a positive signal arrives. In equilibrium, the
receiver obtains the highest possible surplus conditional on observing a positive signal and
making the purchase. Without providing this type of information, which is favorable to the
receiver, the sender cannot persuade the receiver to search. In contrast, when it is less costly
for the receiver to search, the optimal information structure adds some noise to a positive
signal. In equilibrium, the receiver is not sure that the state is g after observing a positive
signal. The state may be b after the receiver takes action G. However, the likelihood of state
g after a positive signal is high enough to persuade the receiver to search. By adding some
noise to a positive signal, the sender can provide more frequent positive signals and increase
her payoff without violating the feasibility constraint.
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When the sender provides information in both periods, she can always extract surplus
from the receiver if the receiver gets a strictly positive surplus. If the sender faces information
under-provision, she can increase the payoff by increasing the probability of a positive signal
and decreasing the belief after observing a positive signal. If the sender faces information
over-provision, she can increase the payoff by reducing the probability of a positive signal
and increasing the belief after observing a positive signal. This implies that the receiver gets
zero surplus in equilibrium.

The optimal strategy is consistent with real-world examples. Consider the application
of product sales in section [5} A buyer may consider a pair of shoes or a car. Visiting the
dealership is time-consuming, in contrast to the ease of searching for information about a
pair of shoes on the internet, but consumers are often not sure whether they will like a
product based solely on the information online. In the case of car-buying, test driving and
then haggling with the dealer can take several hours, but people who purchase the car after
visiting the dealership usually are sure that they like the car.

Comparative Statics

When the sender provides information in only one period, the optimal strategy has a
closed-form solution and is easy to analyze. Here, we discuss the comparative statics when
the sender provides information in both periods. The specific form of the optimal strategy
depends on the relative size of the search cost. According to Proposition [2] the sender’s
strategy in the last period is constant when the search cost is high (but not too high). When
the search cost is lower, the sender’s strategy depends on her belief at the beginning of the
second period, p;. When pq > ¢ — v, A7, the receiver expects to get a strictly positive surplus
in the second period, and thus the first-period participation constraint is relaxed (denote
the corresponding strategy as the S, strategy). When py € [¢/vg, ¢ — v,A}*], the receiver
expects to get zero surplus in the second period (denote the corresponding strategy as the Sy
strategy). In equilibrium, the sender endogenously determines whether to use the Sy or S
strategy.

Comparative Statics With Regard to the Prior Belief

When the search cost is high, the prior determines whether the sender smooths information
but does not affect the information structure, conditional on the sender providing information.
When the search cost is low, the prior affects the information structure monotonically. When
the search cost is intermediate, the sender may switch from the Sy strategy to the S, strategy
as the prior increases. There can be a discrete jump in the optimal information structure.
We leave the analysis of this case to the appendix.

Proposition 4. Suppose the sender provides information in both periods. When the search
cost is high, v,\7* < ¢ <€, positive signal fully reveals the state. Neither the probability of a
positive signal, \;, nor the sender’s payoff depends on the prior, (A;, @*) = (¢/vy,1). When
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the search cost is low, ¢ < ¢ := v, K’V [K(A7*)/A}*], the probability of a positive signal, A},
15 continuous and increases in the prior. The belief after observing a positive signal, [iy, is
continuous and decreases in the prior. The sender’s payoff strictly increases in the prior.

The optimal information is perfectly smooth when the search cost is high and the sender
provides information in both periods. Since the participation constraint of the receiver is
strong, a positive signal fully reveals the state is g. Because it is very costly for the receiver
to acquire information, the minimal amount of information to persuade the receiver to search
is high. The marginal cost of providing more information exceeds the marginal benefit. Even
if the prior increases and it is feasible for the sender to provide more information, she will
prefer not to do so. Hence, conditional on the sender providing information, the information
structure does not depend on the prior.

When the search cost is low, and the sender provides information in both periods, she
chooses between S, and S strategies. Under the S, strategy, the receiver observes less
frequent positive signals in the first period and more frequent positive signals in the second
period. On average, he spends a longer time searching. Consequently, the sender has to
provide information more favorable to the receiver to compensate for the higher expected
total search cost, which reduces the sender’s surplus. Therefore, the sender always chooses
the Sy strategy in equilibrium, and the optimal strategy is continuous in the prior. The
sender faces information under-provision in both periods. More frequent positive signals
are feasible when the prior is higher. Even if the receiver becomes less sure about the state
being good after observing a positive signal, he will still search as long as the likelihood of
receiving a positive signal and earning a strictly positive surplus increases. In equilibrium,
the sender trades off the precision of a positive signal for frequency as the prior increases.
The consumer spends less time searching for information because he is more likely to receive
a positive signal and make a decision in the first period.

Comparative Statics With Regard to the Sender’s Costs

Providing the same amount of information may impose different costs on the sender. To
study the impact of the sender’s information provision costs on the optimal strategy, we
rewrite the sender’s cost function as K (\) = nK(\), where K (1/2) = 1 for identification. It is
more costly for the sender to provide information when 7 is larger. The following proposition
summarizes the comparative statics of the optimal strategy about 7.

Proposition 5. Suppose the sender provides information in both periods. Her payoff strictly
decreases in the relative cost of information provision, n. When the search cost is low, ¢ < ¢,
the sender provides less information in the first period and more information in the second
period, as 1 increases. When the search cost is high, ¢ > v A", the optimal strategy of the
sender does not depend on 7).

When the search cost is high, it is very costly for the receiver to search. The sender needs
to provide a lot of information to persuade the receiver to search. As a result, the marginal
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cost of providing more information exceeds the marginal benefit. So, the sender provides the
minimum amount of information for the receiver to search, which does not depend on the
sender’s cost. Hence, the optimal information structure does not depend on the relative cost
of information provision.

When the search cost is low, and the relative cost of information provision increases, the
marginal cost of providing information increases, while the marginal benefit remains the same.
Because the sender definitely incurs the information provision cost in the first period, she
provides less information in the first period. This allows her to provide more information in
the second period when the information provision cost is not always incurred, and when she
faces information under-provision. The consumer spends more time searching for information
because he is less likely to receive a positive signal and make a decision in the first period.

A Numerical Example

We illustrate the optimal strategy of the sender by a numerical example. The sender’s cost
function has the truncated quadratic form, K(\) = kA?/(1 — A), which satisfies Assumption
[ In each figure below, we present the optimal strategy and the sender’s payoffs from the
optimal one-period, Sy, and S, Strategiesﬂ The search cost is low in Figure E| The sender
always prefers the Sy strategy when she provides information in both periods. As illustrated,
the probabilities of positive signal at both periods, A\ and A}, are continuous and increase in
to. The beliefs after observing a positive signal in each period, i and fi], are continuous
and decrease in py. When the prior is lower than the intercept of the brown line, the sender
prefers providing information in only one period to smooth the information provision. When
the search cost increases to the intermediate level (Figure , the sender always provides
information in both periods provided that it is feasible. So, we do not plot the sender’s
payoff of providing information in only one period. The sender prefers the Sy strategy for
a low prior and switches to the S strategy as the prior increases. The optimal strategy is
non-monotonic and discontinuous in py due to the switch. When the search cost further
increases (Figure , the optimal information structure is perfectly smooth, and a positive
signal always fully reveals the state.

8The domain of the prior is [c¢(2v, — ¢)/(vg)?, Ho A p]. When po < ¢(2v, — ¢)/(v,)?, the sender provides
information in at most one period. When pg > fip := 2¢ — vpA7* — [c 4+ (1 — AT*)vp] AS*, the sender always
chooses the benchmark solution.

9The choice of the specific parameter values do not affect the qualitative property of the optimal strategy
(i.e., the shape of the figure). What matters is the relative value. The search cost is low if ¢ < vy A§*,
intermediate if v A\§* < ¢ < vgAT*, and high if v,AT* <c <.
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Figure 1.5: The optimal strategy when ¢ = 0.01,p = 0.8,v, = 0.2,v, = —0.8,k = 0.5
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Figure 1.6: The optimal strategy when ¢ = 0.067,p = 0.8,v, = 0.2,v, = —0.8,k = 0.5
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Figure 1.7: The optimal strategy when ¢ = 0.08,p = 0.8,v, = 0.2,v, = —0.8,k = 0.5



CHAPTER 1. DYNAMIC PERSUASION AND STRATEGIC SEARCH 20

1.4 The Efficient Information Structure

In the previous sections, the sender designs the information structure to maximize the
expected payoff. This section characterizes the efficient strategy when a social planner designs
the information structure to maximize total welfare. We then investigate the information
distortion caused by not taking into account receiver surplus. For tractability reasons, we
use a special form of the payoff function, specified in section [5} So, in this section, v, =1 —p
and v, = —p.

Efficient Strategy in the Last Period

As discussed in the previous section, the sender does not provide information if the belief
at the beginning of the second period is too low, p; < po1. So, we concentrate on the case in
which 11 > po 1. In the second period, the social planner’s problem is:

{\H%L;X —K()q) +p)\1 + )\1(,[11 — p) —C (El)

s:t. ([7),

Below, we discuss the efficient information structure in the last period intuitively. The formal
characterization of the efficient strategy in the last period is in the appendix. When the search
cost is high, it is very costly for the receiver to search. The sender needs to provide a lot of
information to persuade the receiver to search. As a result, the marginal cost of providing
more information exceeds the marginal benefit. So, the sender provides the minimum amount
of information necessary to induce the receiver to search, which does not depend on whether
the sender maximizes the sender’s surplus or total welfare. Hence, there is no information
distortion. When the search cost is lower, it is easier to persuade the receiver to search. The
sender provides more than the minimum amount of information necessary to induce the
receiver to search. The marginal costs of providing more information are the same for both
the sender and the social planner, while the marginal benefit of providing more information
is smaller for the sender. Therefore, the sender provides less information than the social
planner does when the search cost is high or the initial belief is high. One exception is that,
when both the search cost and the initial belief are low, the sender provides more information
than the social planner does because the social planner can only generate infrequent signals.

Efficient Strategy for the Entire Game

As in the previous section, the social planner does not provide information if the prior is
too low or the search cost is too high. When she provides information in only one period, the
previous subsection characterizes the efficient strategy. When she provides information in



CHAPTER 1. DYNAMIC PERSUASION AND STRATEGIC SEARCH 21

both periods, her problem is:

max  —K(Ag) + dofio —c+ (1 — Xo) [-K (A1) + A\ — (] (Es)

0,400,141 ,A1 541

s.t. " 7 (A:l?ﬂl) solves

The following proposition compares the payoff-maximizing strategy and the efficient
strategy when the sender provides information in both periods.

Proposition 6. Suppose the sender provides information in both periods. When ¢ > v \7™,
the payoff-mazimizing strategy is efficient. When ¢ < v A\[*, the sender, who mazximizes her
own payoff, provides less information in the first period and more information in the second
period than does the social planner, who mazimizes total welfare.

When the search cost is high, similar to the argument in the previous subsection, the
sender provides the minimum amount of information for the receiver to search, which does
not depend on the sender’s objective (maximizing sender surplus or total surplus). Hence,
there is no information distortion. When the search cost is lower, it is easier to persuade
the receiver to search. The sender provides more than the minimum amount of information
for the receiver to search. The sender’s information structure is no longer efficient because
she does not internalize the receiver’s welfare. Since the social planner benefits directly from
reducing the receiver’s search cost, she designs the information to speed up the search process.
The receiver takes action GG with a higher probability in the first period under the efficient
information structure.0

1.5 Model Extensions

Dynamic Commitment

Under many circumstances, the assumption that the sender can generate credible signals
within each period but does not have dynamic commitment power is reasonable. It is hard
for the sender to commit to the entire information structure across all periods ex-ante and
to convince the receiver that the sender will stick to the information structure when it
is profitable to deviate to a different information structure during intermediate periods.
However, factors such as reputation can give the sender stronger commitment power. Here,
we study the implications of the case in which the sender has dynamic commitment power.
The sender chooses and commits to the entire information structure to maximize the ex-ante
expected surplus.

max  —K(Xg) +pho+ (1 — Xo) [-K (M) + pAi] (Pac)

0,400,141 ,A1 541

s.t. (L), (). (LR ()
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Proposition 7. Suppose the search cost is high, v,\i* < ¢ < ¢, and po > c(2v, — ¢)/(vy)?.

The sender provides information in both periods regardless of the dynamic commitment power.
If the sender has dynamic commitment power, her payoff is strictly higher, and the receiver
gets a strictly positive surplus in the second period. The benefit of dynamic commitment power
for the sender vanishes as the search cost approaches zero.

We have shown that, when the search cost is high, the sender perfectly smooths the
information if she doesn’t have dynamic commitment power. If the sender instead has
dynamic commitment power, she will commit to providing information more favorable to the
receiver in the second period. As a result, the receiver will search even if the sender provides
less information in the first period, relaxing the information over-provision issue. Though
it hurts the sender’s payoff in the second period, it increases the sender’s payoff in the first
period by reducing the information provision cost. The overall effect is strictly positive. So,
the optimal information provision will not be perfectly smooth.

The above finding is related to results on durable good pricing (e.g., Coase 1972). Without
dynamic commitment power, the monopolist tends to reduce the price as time goes on, which
reduces profit, because a rational receiver will strategically wait. Here, dynamic commitment
power also benefits the sender, but the underlying mechanisms differ. This paper focuses
on persuasion (information provision) rather than incentive (pricing). In addition, in the
durable good pricing example, the ability to commit not to provide a more favorable price
in the future benefits the sender. By contrast, in this paper, the ability to commit to more
favorable information in the future benefits the sender.

However, when the search cost approaches zero, the difference between the sender surplus
with and without dynamic commitment power approaches zero. The intuition is that the
benefit of dynamic commitment power comes from relaxing the participation constraint in
the first period by committing to providing more favorable information in the second period.
However, the participation constraint is already very loose when the search cost is low. Thus,
the benefit of dynamic commitment power approaches zero.

Discounting

In the main model, we assume that there is no discounting. In reality, information
acquisition and provision usually happen in a short period, and that assumption is reasonable.
However, some communications between the sender and the receiver can take longer. Here,
we study the information provision strategy when the sender and the receiver have the same
discount factor, § € (0,1). With discounting, the sender’s problem becomes:

max —K()\o) + p)\(] -+ (5(1 — )\0) [—K()\l) —|—p)\1] (P275)
A05H0,H1,A1,41
S.t. )\0(/20 + Ub) + 5(1 - /\0)[)\1([[1 + ’Ub) - C] Z C (]R()J;)

, (A1, f11) solves

One can see that both the objective function and the first-period participation constraint
change. When the players become less patient (the discount factor d decreases), the present
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value of the second-period sender surplus decreases, and the first-period participation con-
straint becomes tighter. Thus, it is less attractive for the sender to sell the goods in the
second period.

Proposition 8. When the search cost is high, ¢ > vy A\T*, the optimal strategy does not depend
on the discount factor, 5. When the search cost is low, ¢ < ¢, the sender provides more
information in the first period and less information in the second period, as players become
less patient.

When the search cost is high, it is hard to satisfy the participation constraints of the
receiver. Providing enough information to persuade the receiver to search dominates the
force of discounting. Therefore, the sender’s strategy remains the same as the no-discounting
case, and the sender perfectly smooths information provision. When the search cost is low,
the sender provides less information in the second period when the players are less patient
because of discounting. The sender provides more information in the first period as she
becomes more tempted to convert the receiver early.

We assume in the main model that the receiver is forward-looking and takes into account
the potential payoff of the second period when he chooses his action in the first period. This
assumption is reasonable if the information environment is transparent and the receiver knows
that gradual learning is possible. We now consider the possibility of asymmetric discount
factors. In particular, the sender is perfectly patient while the receiver is perfectly impatient
(myopic). If the receiver is myopic, then he trades off only the current-period benefit and
cost in deciding whether or not to search. The information in the second period cannot relax
the first-period participation constraint. Therefore, when the receiver is myopic, the feasible
information structure is a subset of when the receiver is forward-looking. If the receiver’s
surplus in the second period is strictly positive when the receiver is forward-looking, the
optimal information structure may not be feasible when the receiver is myopic. Hence, the
sender is (weakly) worse off if the receiver is myopic rather than forward-looking. This result
has managerial implications, as it suggests that the sender should try to better inform the
receiver of the possibility of gradual learning. Common knowledge of gradual information
revelation improves the sender’s surplus.

Infinite Number of Periods

The two-period model can capture information smoothing and gradual learning. We
extend the main model to a model with an infinite number of periods and show that the
main insights extend to this richer model. This also provides some additional insights.

Time is discrete, t = 0,1, 2, ... In each period, the sender determines and commits to the
information structure of the current period but cannot commit to the information structure
in the future. The receiver can search for information before deciding. Unlike the two-period
model, there is no deadline. The receiver can search for as long as he wants. Since the
sender’s payoff is bounded by p, the payoff function is well-defined even without the discount
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factor. So, we do not consider discounting for consistency with the main model. We can
analyze the problem similarly if we include discounting.

Proposition 9. When the search cost is high, v,A\7* < ¢ < ¢, the sender provides perfectly

smooth information for k = L%J periods, and a positive signal fully reveals the state,
(A, ) = (¢/vg, 1), fort =0,1,...,k — 1. When the search cost is low, the sender adds noise
to positive signals. As the search cost approaches zero, the sender could obtain the equilibrium

payoff as if the persuasion cost were zero.

This proposition shows that the main insights are robust to the specification of the length
of time. The two-period model corresponds to the case when there is a deadline in the
information acquisition. When time is infinite, there is no limit on how long the receiver
can search. Under high search costs, the optimal information structure fully convinces the
receiver that the state is ¢ when a positive signal arrives. Under low search costs, the optimal
information structure adds some noise to the positive signal. The intuition is the same as
the two-period case. Because the receiver can keep searching for a longer period, the sender
can better smooth the information. When the search cost is high, the sender may provide
information for more than two periods if she believes that the state is likely to be g and
the receiver is willing to spend more time searching. The proposition shows that the sender
smooths information provision over more periods for a higher prior belief. The ability to
smooth the information is valuable for the sender, especially when the search cost approaches
zero. In that case, she could obtain the equilibrium payoff as if the persuasion cost were
zero. Because of the low search cost, the sender can convince the receiver to search with
very little information in each period. The sender’s cost becomes very low by smoothing the
information over many periods.

1.6 Concluding Remarks

Consumers frequently search for information before making decisions. Since their search
and purchase decisions depend on the information environment, firms have a strong incentive
to influence it. This paper endogenizes consumers’ information environment from the firm’s
perspective under a general signal space.

We examine the optimal information provision strategy of a sender and the optimal
information acquisition strategy of a receiver when the sender sequentially persuades a
receiver to take a particular action (e.g., to purchase a good). The sender prefers that action
regardless of the unknown state, while the receiver only wishes to take that action if the
state is good. In our model, the sender incurs a cost to provide information, and the receiver
incurs a cost to search. The receiver trades off the cost of searching and the benefit of
obtaining more accurate information to make better decisions. The sender trades off the cost
of information provision and the benefit of persuading the receiver to search and then take
the sender’s preferred action. We allow for gradual communication between the sender and
the receiver. Consequently, the sender also makes the intertemporal trade-off of smoothing
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the information to reduce the persuasion cost. In equilibrium, she uses one-shot signals
that induce the receiver to immediately take the sender’s preferred action upon observing a
positive signal. The sender smooths information over multiple periods if and only if there
is a high prior that the state is good. The sender extracts all the surplus from the receiver
when she provides information in both periods, while she may leave some surplus for the
receiver when she provides information in only one period. When the search cost for the
receiver is high, the receiver is sure that the state is good when he takes the desired action.
When the search cost is low, the optimal information structure does not fully reveal the
state, which may be bad even though the receiver takes the desired action. We compare the
payoff-maximizing information structure with the efficient information structure and find
no information distortion when the search cost is high. There can be upward or downward
information distortion when the search cost is lower.

There are some limitations to the current work. The implementation of a given signal
depends on the institutional details of the specific problem. Further empirical work can
complement the current paper by putting the theoretical results into practice. In addition,
it will be interesting to study the optimal persuasion strategy when there is more than one
sender. Such competition may lead the sender to provide more information and improve
equilibrium efficiency. Moreover, the sender has complete control of the information structure
in this paper. It will be interesting to consider the case where the sender can only partially
control the information environment.
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Chapter 2

Multi-attribute Search and
Informative Advertising

2.1 Introduction

When considering whether or not to buy a product, the consumer can often evaluate
different attributes of it. An incoming college student finding a laptop can learn about the
operating system, weight, exterior design, warranty, and many other attributes before making
the final decision. Learning costs both time and effort, while consumers often have limited
attention. So, she needs to decide which attribute to learn (first). Sometimes, she makes
the decision based on exogenous reasons, such as an attribute is more prominent (Bordolo et
al. 2013, Zhu and Dukes 2017), or her options in an attribute generate a greater range of
consumption utility (K6szegi and Szeidl 2013).

Consider a consumer deciding whether to buy a used car. She can gather information
about many different attributes. Figure summarizes some factors of the used car value.
For example, the consumer can check details about the car’s add-on packages by some review
articles. She can also purchase a car report to find out the car’s accident history. Both
options help the consumer learn more about the car and improve the decision. However, it
takes time and effort to search for such information. The consumer needs to decide to which
attribute to pay attention. If one attribute is much more important than the other, she will
search for information about the most important attribute. However, the consumer may not
know whether the add-on features or the condition of the car matter more to her. What
attribute should she search for if she is unclear about which one is more important ex-ante?

Even if the consumer decides which attribute to search for, she will not learn everything
about it immediately. Instead, she gradually gathers information about the attribute. For
instance, Even if the consumer spends half an hour searching for information about the
car’s safety features and finds out that the car has airbags in each of the seats, she still
does not know everything about the car’s safety. She can continue searching for information
about whether the car has an automatic braking system. But, the consumer may not want
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to stick to one attribute. The relative importance of attributes may change as she learns
more. After obtaining enough positive information about the car’s safety, she may find it a
better use of her time to switch to other attributes. She may feel confident that the car is
safe but uncertain whether she will enjoy driving in it. At some point, the consumer may
switch to learning more about the car’s design. When will the consumer switch to search for
another attribute because the relative importance of attributes changes as she gathers more
information?

Factors of Used Car Value

D s 1Y

Mileage The condition Your location
=g
[
The color of the car Accident history Options and add-ons

2 Investopedia

Figure 2.1: Attributes of the Used Ca

This paper considers a consumer deciding whether to purchase a good or not. The good
has two attributes, whose values are independent. The payoff of purchasing the good is the
total value of the attributes net of the price. The consumer does not know the value of either
attribute. She has a prior belief about the value of each attribute, and can incur a cost to
search for information about the attributes before making a decision. By receiving a noisy
signal about an attribute from searching, she can update her belief about the value of that
attribute and thus about the value of the product. By assuming that the search cost and the
informativeness of the signal are the same for each attribute, we ensure that the attributes are
symmetric. So, the consumer will not prefer searching for information about one attribute to
the other for exogenous reasons. Which attribute to search at any given time is determined
endogenously by the expected gain from an extra piece of information about each attribute.

1Source of the figure: https://www.investopedia.com/articles/investing/090314 /just-what-factors-value-
your-used-car.asp
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The consumer will stop searching and buy the good if she becomes optimistic enough
about its value (the total value of both attributes), and will stop searching without purchasing
if she becomes pessimistic enough about its value. When the consumer’s belief about the
value of the good is in between, she will search for more information. We characterize the
search region by a set of ordinary differential equations for intermediate beliefs and by a
system of equations for extreme beliefs. We find that it is always optimal for the consumer to
search the attribute about which the consumer has the higher uncertainty due to the faster
speed of learning. The consumer only searches for the more uncertain attribute if she holds a
strong prior belief about one of the attributes and may search for both attributes otherwise.
In the car purchasing example, a consumer may not bother to search for the safety features
of a Volvo car because Volvo has a good reputation for safety. So, she may instead focus on
other aspects of the car. In contrast, Faraday Future has not produced any cars yet. If a
consumer considers pre-ordering a car, she probably has a lot of uncertainty about everything.
So, she may search for information about every attribute.

We study the comparative statics of the optimal search strategy. An increase in the price
shifts the entire search region upwards because the consumer needs to gain a higher value
from the good to compensate for the higher price. An increase in either the search cost or the
noise of the signal makes searching less attractive for the consumer and shrinks the search
region.

We also investigate how the consumer’s purchasing likelihood depends on the prior belief.
When the consumer is optimistic enough about both attributes, she will purchase the product
for sure. When she is pessimistic enough about both attributes, she will never purchase the
product. When her belief is in between, she will purchase the product with some probability.

In reality, firms can intervene the consumer search and purchase processes by changing
consumers’ prior beliefs through marketing activities such as advertising. We study the firm’s
optimal pre-search intervention by assuming that it can disclose the value of one attribute by
informative advertising. We find that the firm will not advertise if the consumer’s prior beliefs
about both attributes are extreme. If the consumer is very optimistic about both attributes,
she will purchase the product for sure or with a very high likelihood. So, the firm does not
have an incentive to advertise. If the consumer is very pessimistic about both attributes,
she will never purchase the product even if she knows that one attribute is good. So, the
firm does not advertise either. If the consumer’s prior belief is milder, the firm can increase
the purchasing probability by advertising. The firm will advertise the better attribute if
the consumer is optimistic enough about the worse attribute, and will advertise the worse
attribute if the consumer is less optimistic about it.

This paper makes two main contributions. First, we endogenize the search order of
different attributes of a product based on the consumer’s optimal Bayesian learning. Second,
we connect informative advertising with consumer search by comparing the one-dimensional
search with advertising and two-dimensional search without advertising.
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Related Literature

This paper is related to the literature on how consumers with limited attention allocate
their attention to different attributes or options. Existing literature mainly looks at the case
in which the attributes or options are asymmetric (Arbatskaya 2007, Armstrong et al. 2009,
Xu et al. 2010, Armstrong and Zhou 2011, Bordolo et al. 2013, Koészegi and Szeidl 2013,
Branco et al. 2016, Zhu and Dukes 2017, Jeziorski and Moorthy 2018). In those papers,
consumers know that they face attributes with different prominence/importance ex-ante. For
example, the search order is exogenous in Arbatskaya (2007). Armstrong et al. (2009) extend
the symmetric search model of Wolinsky (1986) by assuming that there is a prominent firm
for which all the consumers will search first. In their model, the prominent firm is exogenous.
They do not model why consumers want to search for that firm first. In Bordolo et al. (2013),
the salient attribute of a good is the attribute furthest away from the average value of the
same attribute in the choice set. In Zhu and Dukes (2017), each competing firm can promote
one or both attributes of a product. Though the prominence of the product is endogenously
determined by competition, it is exogenously given from the consumer’s perspective. Jeziorski
and Moorthy (2018) examine the effect of prominence in search advertising. There are two
types of prominence in their setting, the position of the ads and the prominence of the
advertiser. They find that the ad position prominence and the advertiser prominence are
substitutes in consumers’ clicking behavior. One of the main contributions of our paper is
to endogenize the optimal attribute to search from the consumer’s perspective. Instead of
assuming that the consumer knows the value of each attribute or learns it at once, as is
common in this literature, the Bayesian decision-maker in our model gradually learns the
value from noisy signals. So, the relative importance of the attributes may change as the
consumer gathers more information. In contrast, the prominence attribute/option in the
existing literature does not change over time because they impose exogenous differences on
the attributes.

This paper also fits into the literature on optimal information acquisition, particularly
consumer search. Stigler 1961 and Weitzman 1979 are among the first papers to derive
the optimal search rules under simultaneous and sequential search, respectively. In both
papers, the relative importance of different alternatives is exogenous. Consumers observe
the distribution of the rewards before making the search decision. Later papers incorporate
gradual learning (Moscarini and Smith 2001, Branco et al. 2012, Ke et al. 2016). Like
our paper, the attributes are symmetric in those papers. However, the consumer randomly
searches for an attribute in those papers. In our model, the consumer decides when to
search and which attribute to search. Ke and Villas-Boas (2019) are closely related to our
paper. They study the gradual learning of information about multiple alternatives. The
decision-maker endogenously determines which alternative to search. There are two main
differences between their paper and this one. First, the expected payoff of choosing one of
the alternatives depends only on the information gathered from that alternative. So, the
objective of searching is to differentiate different alternatives. In our paper, the expected
payoff of adopting the product jointly depends on the information gathered from all the
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alternatives. So, the objective of searching is to learn about the overall distribution of all the
attributes. Second, they focus on the decision maker’s optimal search strategy. In contrast,
we also study the firm’s response. We show how the firm can change the consumer’s search
behavior and increase its profits by informative advertising, given the optimal search strategy
of the consumer.

Lastly, this paper is related to the literature on informative advertising. People have
begun to consider the informational role of advertising since Nelson (1974). Subsequent
papers study the disclosure of price (Anderson and Renault 2006) and quality (Lewis and
Sappington 1994, Anderson and Renault 2009) by informative advertising. Sun (2011) is the
closest paper that studies a seller’s disclosure incentive for a product with multiple attributes.
It shows that the unraveling result by Grossman (1981) and Milgrom (1981) will not hold if
the product has a vertical attribute and a horizontal one. If the product has a high vertical
quality, the seller may not disclose the product’s horizontal attribute.

Consumers’ only source of information about the product comes from the firm in most
of the existing advertising literature. In reality, consumers can search for more information
after they see the ads. We take it into account by building a micro-founded consumer search
model. After the firm advertises, the consumer can still search for information about any
attributes. The firm anticipates it when choosing the advertising strategy. Mayzlin and
Shin (2011) consider a setting where the consumer can obtain an exogenously given signal
by searching for information about the product quality after the firm advertises. Our paper
differs from their paper in two ways. On one hand, the quality is vertical in their paper, and
the advertising strategy is driven by signaling the firm’s private information. We focus on
horizontal quality, and the advertising strategy is driven by the difference in one-dimensional
search with advertising and two-dimensional search without advertising. On the other hand,
the consumer can only search once and observe an aggregate signal about the firm’s quality
in Mayzlin and Shin (2011). We model the search process in detail so that the consumer
chooses what attribute and how long to search. This allows us to endogenize the search order
and understand more about the consumer’s search behavior and the firm’s best response to
it.

The remainder of the paper is organized as follows. Section 2 presents the main model.
Section 3 studies the comparative statics of the search region. Section 4 characterizes the
purchasing likelihood given a prior belief and the consumer’s optimal search strategy. Section
5 discusses firms’ advertising strategy. Section 6 concludes.

2.2 Model

A consumer considers whether to purchase a product or not. The product has two
attributes whose values are independent. The product’s value for the consumer is the sum of
the values of the attributes, U = U; + Us. The value of each attribute is one if it is good and
zero if it is bad. The consumer’s prior belief that attribute i is good is 1;(0). We assume
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that the firm does not have private information about the value of the attributeE] The price
p is exogenously given. We assume that the marginal cost of producing the product is high
enough, and thus the price is high enough (p > 3/2) such that the consumer will quit without
purchasing the product for any [ = (u1, p2), if u1 + pe < 1. Hence, we restrict our attention
to the case in which p; + o > 1. The consumer can learn more about the attributes via costly
learning before making a decision. At time ¢, the consumer can make a purchasing decision
or search for information. Because of limited attention, she can only search for information
about one attribute at a time. So, if the consumer chooses to search for information, she also
needs to decide which attribute to search for information about. The game ends when the
consumer makes a decision. If the consumer decides to search for information, she will obtain
noisy signals about an attribute by incurring a flow cost of ¢. Define T;(t) as the cumulative
time that attribute ¢ has been searched until time ¢. We model the signal, S;, by a Brownian
motion (W, are independent Wiener processes):

The consumer will be more likely to observe a larger signal realization if the attribute is
good. Given the received signal, the consumer continuously updates her belief on the value
of each attribute according to Bayes’ rulef’| The belief evolution can be characterized by the
following ODE:

dpi(t) = %/M(f)[l — wi(O){dSi(t) — E[U;|F]dTi(t)} (2.1)

, where {F;}£5 is a filtration with all the observed information up to time t.
The consumer’s expected payoff for a given belief (i, learning rule «, and stopping time 7
is:

J(ji, . 7) = E {max [uy(7) + pa(7) — p,0] — 7lfi(0) = fi}

The value function of the consumer’s problem is:

V(fi) == sup J(fi, o, T)

Since the learning rule and stopping time should not depend on any future information,
the decision at time ¢ should only be based on the observed information up to time t, F;.
It is well known that the current belief ji = (u, p2) is a sufficient statistic for F;. So, the
learning rule and stopping time will depend only on ji. If a learning rule o* and a stopping
time 7% achieve that value for any given belief, they will be the optimal learning rule and the
optimal stopping time.

2This will be more realistic if we consider the horizontal preference rather than the vertical preference.
3Notice that the consumer’s belief about an attribute will remain the same when she searches for
information about the other attribute.
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V(ﬁ) = J(ﬁ? &*77-*)

The next section characterizes the consumer’s value function and optimal search strategy,
including the optimal learning rule and the optimal stopping time.

Optimal Strategy

When the consumer searches for information about attribute one, the value function
satisfies (ignoring the time index t for simplicity):

Vi(pa, p2) = —cdt + B[V (p1 + dpy, pio)]

By Taylor’s expansion and Ito’s lemma, we get:

2 2
Pl —p
%me(ﬂb pi2) —c=0 (2.2)

Similarly, when the consumer searches for information about attribute two, we have:

2 2
pa (1 — pio)
QTVMZMQ(MD p2) —c =10 (2.3)

The HJB equation of the entire problem is:

7 (1 — ps)?
e { e [ PR, G ) ] s+ = .0) = V) | =0 9

A standard method of solving this kind of stochastic control problem is the“guess and
verify” approach. We first conjecture an optimal search rule and use it to characterize the
search region and the value function. We then verify that the conjectured search rule is
indeed optimal. Because of symmetry, we only need to consider the case in which p; > us.
Analytically, we can fully characterize the optimal search strategy when the search cost is
low. We do not think the result for the low search cost case is a strong restriction, as we are
interested in the consumer’s search behavior and how the firm can influence it by informative
advertising. Naturally, the more interesting case is when the consumer searches more given
the low search cost. When the search cost or the price is very high, the consumer searches
little and the problem is less interesting and relevant.

Intuitively, the consumer will stop searching, not buy the product if the belief becomes
too low, and will purchase the product if the belief becomes high enough. When the belief is
in between, she keeps searching for information. We also conjecture that it is optimal for
the consumer to search attribute two, conditional on searching, if y; + o > 1 and 13 > poff]

4By symmetry, if gy + po > 1 and pg < po, it is optimal for the consumer to search attribute one,
conditional on searching.
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The intuition for this learning rule to be optimal is that the consumer prefers to search the
attribute with a higher rate of learning, as the learning costs are identical. From equation
(2.1]), one can see that the more uncertain the belief is, the faster the consumer learns about
an attribute. Therefore, she always learns the attribute with a belief closer to 1/2.

Figure illustrates the optimal search strategy. The dashed orange line is the quitting
boundary, and the solid blue line is the purchasing boundary. The grey arrow represents
which attribute the consumer searches for information about, given the current belief. When
the overall beliefs of the attributes are low enough, the likelihood of obtaining lots of positive
signals and purchasing the good is too low. The consumer stops searching and quits to save
the search cost. When the overall beliefs of the attributes are high enough, purchasing the
good gives the consumer a higher enough expected surplus. So, she makes the purchase. In
other cases, the consumer searches for more information to make a better decision. Denote
the intersection of the quitting boundary and the main diagonal by (u*, ), the intersection
of the purchasing boundary and the main diagonal by (u**, u*™*). Represent the quitting
boundary when p; > ps by p(-), whose domain is [p*, 1] (the other half of the quitting
boundary is determined by syrﬁmetry). Represent the purchasing boundary when p; > po by
i(+), whose domain is [**, 1] (the other half of the purchasing boundary is determined by
symmetry).

The PDE when the consumer searches attribute two, equation , has the following
general solution:

1 — o

V(p, pt2) = 20%¢(1 — 245) In

. + Bi(p)p2 + Ba(pa), p € (1, 1]
2

We also have V(u1, p2) = 0 at the quitting boundary pg = p(p1). For the value function in
the search region, value matching and smooth pasting (wrt ps) at the quitting boundary

(1, i) imply ]

V(1 p12) 1 — o
ooz, — (1= 2m)n Tt O(pa(pn)) p2 — () (2.4)
, where ¢(z) =2In 12+ 1 — L and ¢(z) = In =2 + =22,

By symmetry, for p; < ps, the value function in the search region satisfies:

V(M17M2) -

Jare = (1= 2 I o 0(upa) i = (1) (25

Equation (2.4 characterzies the value function for beliefs u; > po. Equation (12.5))
characterzies the value function for beliefs p; < ps. The two regions are separated by the
main diagonal {(g1, p2) : i1 = po}. Continuity of V), (u1, 12) at this boundary implies that:

iy~ W) — o) -
K = Gt — o) o€ ] )

SFor technical details, please refer to Dixit (1993).
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Figure 2.2: Optimal Search Strategy

For py € [p**, 1], V(p1, o) = p1 + po — p at the purchasing boundary ps = fi(1). Value
matching and smooth pasting (wrt p2) at the purchasing boundary (1, (p1)) imply (in the
search region):

V 1— — Uy —
L) (1= 2 S22 4 ) — ) + 2

(2.6)

Equation (2.4) and use the quitting boundary and the purchasing boundary to pin
down the value function, respectively. The resulting expression should be equivalent in the
common domain 1 € [p**, 1]. By equalizing V' and V,, of equation and , we obtain
the following system of equations:

$ul) — (i) = I EWTY (27)

For each belief, p, the system of equations above consists of two unknowns (z(x) and
() and two equations. They uniquely determine the function for the purchasing boundary

{¢@w»—¢mm»=z;
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fi(p) and the function for the quitting boundary p(w), for p € [**, 1], given a cutoff belief
/,,L**.

Instead of determining fi(x4) and () by a system of equations ([2.7)), we can also implicitly
determine fi(x) and p(u) in two separate equations. Representing fi(u) by p(u) from the first

equation of ([2.7)), we have:

) =67 o) - 50|

20%¢

Plugging it into the second equation of (2.7)), we have:

i) = wl{w (o7 [otwt) - 52z | ) + ot }

The equation above implicitly determines p(p), for o € [**, 1]. Similarly, we can implicitly
determine (i) by the following equation:

- - mY pye 1 p—p
-1 1 _
filh) = v {¢ (o7 ot + 5. | ) = Bt }
We now solve for the cutoff belief at the intersection of the purchasing boundary and the
main diagonal, p**. Since (™, 1**) is on the purchasing boundary, we have p** = (™),

*k

W is determined by:

= O

(™)) — (™) = 335
{W(w*)) () = B (23)

The system of equations above consists of two unknowns (x** and p(p**) and two equations.
They uniquely determine the cutoff belief ©** via the following equations:

k%

| foury 222 -

202¢

-1 *k
¢ {925(# )+ 5os,

We have pinned down the cutoff belief 1**. Given this cutoff beliefs, we have determined
the purchasing boundary (u, fi(i)) and the quitting boundary (u, u(p)), for p € [p**, 1].

The ODE and the initial condition implicitly determine the function for the
quitting boundary p(u), for pu € (p*, **|, given a cutoff belief u*.

We now solve for the cutoff belief at the intersection of the quitting boundary and the
main diagonal, p*. Since (u*, 1*) is on the quitting boundary, we have p* = p(p*). This
initial condition determines p*. B

In sum, we have pinned down the cutoff belief ;* and the quitting boundary (u, p(u)),

for p € [p*, p*].
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We have fully characterized the purchasing boundary (p, fi(1)) and the quitting boundary
(p, (), for py > po. The other case in which p; < ps is readily determined by symmetry.
The following proposition characterizes the slope of the purchasing and the quitting boundary
and the shape of the search region.

Proposition 10. For p € (p*, p**], we have:

) = ¢ () [ — p(p)] (1)
For p € [, 1], we have:
o o(p(p) — o(p(p) —
) = S @) 00 — uw) (D2)
oo o(p(w) — o(a(w)
00 = Gl ) — ) (D)

Both pu(p) and fi(p) strictly decrease in p, while the width of the search region, fi(p) — p(u),
strictly increases in pi. In addition, if u(p) > 1/2, then the slope of the quitting boundary is
less than -1 and the slope of the purchasing boundary is greater than -1.

We find that the optimal search region has a butterfly shape - the consumer searches for
information in a broader region when the consumer is more certain that the more favorable
attribute is good. The intuition is the following. The product has a higher expected value if
the consumer is more confident about one attribute being good. So, the consumer will search
for information about the other attribute even if she has more uncertainty about it. Because
the speed of learning is higher when searching a more uncertainty attribute, the benefit of
search increases while the search cost remains the same. Therefore, the consumer will search
more.

If the consumer likes an attribute more, she will purchase the product even if she has a
higher uncertainty about the other attribute. She will also be less likely to stop searching
and quit. Therefore, the search region shifts downwards as the belief about one attribute, pu,
increases. The value of the slope of the search region is also interesting. It is the marginal rate
of substitution between the values of attribute one and two. If the slope equals —1, then the
two attributes are perfect substitutes. One may expect this to be the case in general because
the product’s value is the sum of the values of two attributes. However, both the slope of the
quitting boundary and the slope of the purchasing boundary are not —1 in general because of
the asymmetry of learning. If the quitting boundary is above 1/2; a unit increase of the belief
about attribute one can substitute for more than a unit of the belief about attribute two
near the quitting boundary, p/(¢*) < —1. The consumer will keep searching for information
about attribute two instead of quitting even if j, decreases by slightly more than a unit.
This is because the consumer has more uncertainty about attribute 2. The speed of learning
is higher when the consumer searches a more uncertainty attribute. So, the benefit of search
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increases while the search cost remains the same. Similarly, a unit increase of the belief about
attribute one can substitute for less than a unit of the belief about attribute two near the
purchasing boundary, ii'(@*) > —1. The consumer will keep searching for information about
attribute two instead of purchasing the product even if uy only decreases by slightly less than
a unit.

Given the value function and the optimal strategy derived under the conjectured search
strategy, we now verify that the conjectured search strategy is indeed optimal (satisfying the

HJB equation ().

Theorem 1. Suppose py > po (1 < pa) and py + pe > 1P| If the search cost is low,
c < — L, then it is optimal for the consumer to search for information about

202[p(1/2)—p(5p—3)]
attribute two (one), conditional on searching.

We have characterized the search region by a set of ordinary differential equations for
moderate beliefs and by a system of equations for extreme beliefs. The optimal search
strategy implies that the decision-maker only searches the more uncertain attribute if she
holds a strong prior belief on one of the attributes and may search both attributes otherwise.
This result is the main testable implication of the paper. Future empirical studies on multi-
attribute consumer search can test whether this prediction holds, especially with the aid of
the eye-tracking data.

2.3 Comparative Statics

If the firm wants to use the above results, it needs to understand how the model primitives
affect the consumer’s search behavior. The following proposition summarizes the comparative
statics of the search region with regard to the price, search cost, and noise of the signal.

Proposition 11. Suppose jy > ps. The purchasing threshold () increases in the price p,
and decreases in the search cost ¢ and the noise of the signal 0. The quitting threshold w(p)
increases in the price p, the search cost ¢, and the noise of the signal o2.

An increase in the price shifts the entire search region upwards because the consumer
needs to gain a higher value from the good to compensate for the higher price. For example,
as Figure illustrates, the consumer may be willing to pay 1.5 for a good when she believes
that each attribute has an 80% probability of being good. She will obtain a positive expected
surplus from purchasing the product. However, if the price of the good increases to 1.75, she
will not buy the good given the same belief because of the negative expected utility. She may
not even keep searching for information because the likelihood that the belief becomes high
enough to compensate for the high price is low. She will be better off stopping searching,

SNote that p1; + o > 1 always holds in the search region. So, this condition can be omitted. We leave it
in the statement to emphasize that the consumer searches for information about the attribute with more
uncertainty.
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saving the search cost. Similarly, the consumer may be willing to search for more information
when she believes that each attribute has a 70% probability of being good if the price is
1.5. Though she will obtain a negative utility from purchasing the product right away, she
may like the product more after some search and gain a positive surplus by purchasing it.
In contrast, if the price of the good increases to 1.75, she will stop searching because the
likelihood of receiving a lot of positive information and raising the valuation for the product
above the high price is very low.

Given a prior belief (1, 112), increasing the price has two opposite effects on the firm. A
higher price raises the profit conditional on purchasing but reduces the purchasing likelihood.
The next section discusses in detail how the consumer’s purchasing likelihood depends on the
prior belief.

The change in the search cost or the signal’s noise has the same effect on the consumer’s
search behavior because they always appear together in the value function as co?. An increase
in either the search cost or the signal noise makes searching less attractive for the consumer
and shrinks the search region. The consumer will only search for information in a narrower
range of beliefs. Figure|2.4]illustrates how the seach region depends on the search cost and the
signal noise. For example, for a product whose price is 1.5, the consumer may want to keep
searching if she believes that each attribute has a 78% probability of being good and co? = 0.1.
She can obtain a positive surplus by purchasing the good immediately. However, she may
receive some negative information about the product and aviod purchasing a bad product by
mistake. So, she may prefer to make a deicsion when she becomes more certain about the
value of the product. However, if it takes more time or effort to search for information or the
information is not very accurate, co? = 0.2, the benefit from search will be lower and the
consumer may instead purchase the good immediately.
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Figure 2.3: Optimal Search Region for p = 1.5 (solid blue) or 1.6 (dashed orange), ¢ =
0.1,0% = 1.
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Figure 2.4: Optimal Search Region for p = 1.5, co? = 0.1 (solid blue) or 0.2 (dashed orange).



CHAPTER 2. MULTI-ATTRIBUTE SEARCH AND INFORMATIVE ADVERTISING40

2.4 Purchasing Likelihood

We now look at the consumer’s belief path to purchase. If the consumer strongly believes
that one of the attributes is good, she will never search for information on that attribute. The
consumer will keep searching for information about the other attribute. She will purchase
the product if she obtains enough positive information and the belief reaches the purchasing
boundary fi. If she receives enough negative information and the belief reaches the quitting
boundary u, she will quit searching without buying the good. For example, when deciding
whether to buy a Volvo, a consumer may not bother to search for its safety features because
Volvo has a good reputation for safety. She gains more from searching for other attributes of
the car.

In contrast, the consumer must search for information on both attributes before purchasing
the good if she has mild beliefs about both attributes. Moreover, she will be equally certain
about the value of each attribute if she decides to buy the good. For example, Faraday Future
has not produced any cars yet. If a consumer considers pre-ordering a car, she probably
has a lot of uncertainty about everything. So, she may search for information about every
attribute. Given the consumer’s optimal search strategy, we can calculate the purchasing
likelihood given a prior belief (1, p2).

Proposition 12. Suppose 1 > po. The probability that the consumer purchases the product
18!

P(p, p2) := Plpurchasing|starting at (pi1, p2)]
L if pun € [p™, 1] and po € [a(pr), pa]

st i € [, 1] and g € [p(pn), (i)
h(#huz)P( 1), if pn € [ w] and pg € [p(pn), pa]
0, if p < p* or pp < fi(pa)

- ~ — —2__dx
, where h(py, po) = Zi_igi; and P(u) =e - =t By symmetry, P(uy, p2) = P(ua, pi1)
if iy < pa.

We can see that there are four regions, as Figure illustrates. The consumer makes
the purchase immediately if the belief lies in the region S1 and quits without purchasing
immediately if the belief lies in the region S4. For beliefs in between, the value of information
is the highest. The consumer will search for more information before making a decision. If
the belief lies in the region S3 on the right-hand side of the figure, the consumer strongly
believes that the first attribute is good. So, instead of spending more time confirming it, she
searches for information about the more uncertain attribute, attribute two. If she receives
enough positive information about the second attribute, she will be very optimistic about
the product’s value and will make the purchase. If she receives enough negative information
about the second attribute, she will be pessimistic about the product’s value and will stop
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searching. Because the conumer has had a pretty good sense of the first atribute’s value, she
will not switch back to searching for information about it regardless of what she learns about
the second attribute. Therefore, the second attribute is the pivotal attribute in this case.

If the belief lies on the right-hand side of the region S2, the consumer is quite uncertain
about the value of both attributes. She will search for information about attribute two
because she is more uncertain about attribute two than attribute one. However, the consumer
also does not have a strong belief about the value of attribute one. So, the consumer will
switch to search for information about attribute one if she receives enough positive signals
about attribute two. She may switch back to attribute two if she gets enough positive
signals about attribute one and may switch back and forth before being confident about
both attributes and purchasing the product. As shown in Figure [2.5] the belief must reach
(p**, ) for the consumer to make the purchase decision. So, she will be equally confident
about the value of both attributes when she stops searching and buying the good. She will
stop searching and quit if she receives enough negative signals about either attribute.

1.0
3
S S1
0.8 - — =
S2 |
|
| | S3
o8 sS4 :
2
0.44
0.2
0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

W

Figure 2.5: Four Regions for Purchase

2.5 Pre-search Intervention

The previous section determines the purchasing probability given the prior belief. In
reality, firms can intervene the consumer search and purchase processes through marketing
activities such as advertising. The firm can reveal the value of the attribute by informative
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advertising. The consumer does not need to incur costs to search for information about the
attribute. Due to the limited bandwidth of ads, we assume that the firm can only reveal the
value of one attribute.

Informative Advertising

By conducting informative advertising, the firm can disclose the value of one of the
attributes. Given the updated information, the consumer can search for more information
before making a decision. If the firm advertises one attribute, it reveals its value. So, the
consumer only has uncertainty about the other attribute. Her search problem becomes a
single-attribute problem. Suppose the firm advertises attribute i € {1,2}. The value of
attribute ¢, U;, becomes 1 with probability p; and 0 with probability 1 — ,ulﬂ The consumer
can make a decision right away or search for information about attribute j := 3 —i. The
real price of the product is p’ := p — U;. One can see that the consumer will quit if U; = 0.
So, we consider the case in which U; = 1 now (p’ becomes p — 1). The optimal search
strategy has been shown in Branco et al. (2012) and Ke and Villas-Boas (2019). There
exists 0 < By <y < 1 such that the consumer searches for more information if p; € (ﬁj’ A,

purchases the product if p; > f;, and quits if p; < 1 In the search region, the value
function is determined by:

15 (1 — py)?
202

1— _
= W(ILL]) = 20’20(1 — Q/LJ)IH 0 J +K1,uj +K2, M € (Hj,,uj)

W () —e=0

J

Since W(Hj> = W,(Hj) =0, W(g;) = p; —p/, and W/(;) = 1, value matching and
smooth pasting at 1 and fi; determine the cutoft belief:

—J

wip) — (i) = b

J

{¢(u.) — () = 57 (2.9)

By symmetry, we only need to consider the firm’s advertising strategy when p; > s,
which is summarized by the following proposition.

Proposition 13. Suppose 1 > po. There exists ji(p1) and pi(py) such that p(1) <
a(py) < p(pa) and f(py) decreases in py. The firm does not advertise if py <
pe > fi(pn), advertises attribute two if py € (p(1), @w(1)], or w1 > p(l) and po

advertises attribute one if py > (1) and ps € ((u1), f1(p1)).

fi(p) <
(1) o
fip),

3

K
<

"We denote 1;(0) by u; to simplify the notation in this section.
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Figure 2.6: Advertising Strategy

Figure [2.0] illustrates the advertising strategy. The firm advertises attribute one in the
diagonal striped black region, attribute two in the solid green region, and does not advertise
in the white region. If the consumer’s prior beliefs about both attributes are too low, the
product will not be attractive to the consumer even if she knows that one attribute is good.
The consumer will neither search for information nor purchase the product even if the firm
advertises. So, the firm does not advertise. If the consumer has high enough prior beliefs
about both attributes, she will purchase the product without searching. The firm also has
no incentive to advertise. Even if the consumer’s belief is within the search region, she will
purchase the product after receiving a little positive information as long as her belief is close
to the purchasing boundary. The purchasing probability is close to 1. In contrast, if the firm
advertises, the consumer will quit for sure if she finds out that one attribute is bad. So, the
purchasing probability is lower. The firm is better off by not advertising. The intuition is the
following. If the consumer finds out that one attribute is good from advertising, her belief
about the product value will be higher than what is needed for her to purchase the product
immediately. Such excessive belief is wasteful from the firm’s standpoint. If the firm does not
advertise, the consumer will be just indifferent between searching for more information and
purchasing the product after receiving a little positive information. The firm does not waste
any belief. Therefore, the consumer will be more likely to purchase the product without
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advertising. Therefore, the firm does not advertise in the white region.

Now let’s consider the solid green region and the diagonal striped black region. We divide
the solid green region into four sub-regions. If the belief lies in the region I; or I, the
consumer is very pessimistic about the second attribute. Even if she knows for sure that
the first attribute is good, she needs to receive a lot of positive signals about attribute two
to purchase the product. The search cost outweighs the benefit of the search. So, she will
not search for information. The only way of inducing the consumer to search is to advertise
attribute two. With a high probability, the consumer will find out that attribute two is bad
and quit. However, if the consumer find out that attribute two is good, she needs fewer
positive signals to purchase the product by searching for attribute one. The benefit of search
outweighs the search cost. So, the consumer will search for information about attribute one
and purchase the product with a positive probability. Therefore, the firm advertises attribute
two.

If the belief lies in the region I3, the consumer will never purchase the product without
advertising but may purchase the product if the firm advertises either attribute. So, the
firm advertises. Since the consumer is more optimistic about attribute one, she will be more
likely to search for information if the firm advertises attribute one than two. However, she
needs more positive signals to purchase the product. So, the conversion rate conditional on
searching is lower. It turns out that the second effect is stronger than the first effect. So, the
firm advertises attribute two.

Lastly, we consider the case where the belief lies in the region I or the diagonal striped
black region. If the consumer’s belief about attribute two is high enough, she will purchase
the product immediately if she knows attribute one is good. One can see that the firm always
prefers to advertise attribute one to attribute two. If the consumer’s belief about attribute
two is lower, the comparison between advertising attribute one and two is non-trivial. If
the firm advertises attribute one and the consumer finds out it is good, the consumer will
always search for information about attribute two before making a decision. In contrast,
the consumer will be very positive about the product value if the firm advertises attribute
two and the consumer knows that attribute two is good. In that case, she will purchase the
product immediately. So, some beliefs are “wasted” - the consumer will purchase the product
immediately even if her belief is lower. The more optimistic she is about the first attribute,
the more beliefs are wasted. So, the firm will be more likely to advertise attribute one.

In sum, the firm will not advertise if the consumer’s prior beliefs about both attributes are
extreme and will advertise if the consumer’s prior belief is milder. In that case, the firm will
advertise the better attribute if the consumer is optimistic enough about the worse attribute,
and will advertise the worse attribute if the consumer is less optimistic about it.

Advertising Costs

In the previous discussion, we did not consider the advertising costs. In reality, the firm
needs to incur a cost to advertise. Our framework can incorporate this cost, but the analysis
will be more tedious. So, we abstract away the advertising costs in the previous analysis.
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We briefly discuss what happens if we take into account the advertising costs. Suppose the
firm needs to incur a cost c4 to advertise attribute i. The comparison between advertising
attribute one and two will not change because both require an extra cost, c4. However,
whether the firm prefers to advertise or not may change. If the prior belief of the consumer
without advertising is close to the purchasing boundary, then the firm will not advertise.
Even without advertising, the consumer will purchase the product with a high probability. By
not advertising, the firm saves advertising costs. The firm will also not advertise if the belief
about one of the attributes is too low. Even if the firm can raise the purchasing probability
above zero by advertising, the purchasing likelihood is very low. The profit will be negative
because of the advertising costs. So, the firm will not advertise, and the consumer will neither
search nor purchase. For all other beliefs, the firm’s advertising strategy is the same as the
case without advertising costs.

2.6 Conclusion

Understanding how consumers decide which attribute to pay more attention to has
important managerial implications. It helps the firm decide how to design the product and
which attributes to emphasize. In this paper, we study the optimal search strategy of a
Bayesian decision-maker by endogenizing the optimal attribute to search for, when to keep
searching, and when to stop and make a decision. We characterize the search region by a
set of ordinary differential equations for moderate beliefs and by a system of equations for
extreme beliefs. We find that it is always optimal to search the attribute the consumer has the
highest uncertainty due to the fastest learning speed. The decision-maker only searches the
more uncertain attribute if she holds a strong prior belief on one of the attributes, and may
search both attributes otherwise. We also study the firm’s optimal pre-search intervention
by assuming that it can disclose the value of one attribute by informative advertising. We
find that the firm will not advertise if the consumer’s prior beliefs about both attributes
are extreme. If the consumer is very optimistic about both attributes, she will purchase the
product for sure or with a very high likelihood. So, the firm does not have an incentive to
advertise. If the consumer is very pessimistic about both attributes, she will never purchase
the product even if she knows that one attribute is good. So, the firm does not advertise
either. If the consumer’s prior belief is milder, the firm can increase the purchasing probability
by advertising. The firm will advertise the better attribute if the consumer is optimistic
enough about the worse attribute, and will advertise the worse attribute if the consumer is
less optimistic about it.

There are some limitations to this paper. The consumer only considers one product in
our model. If there are multiple products, the consumer needs to make two decisions - which
product to search for and which attribute of the product to search for. Studying this richer
problem can lead to interesting findings. It will also be interesting to extend the number of
attributes beyond two and see whether the consumer still searches for the attribute with
the highest uncertainty due to the fastest learning speed. Lastly, we consider an exogenous
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price throughout the paper to focus on the role of information. Future research can study
the optimal pricing of the product given the consumer’s optimal search strategy.
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Chapter 3

Failure of Reputation for Privacy

3.1 Introduction

The information market emerges in the digital era. The business of collecting and selling
consumer data is estimated to be worth around $200 billion[[] Firms use detailed information
about individuals to offer a personalized product, price discriminate, show targeted ads, etc.
Aware of the costs of revealing information, consumers are becoming increasingly concerned
about their privacy. People started to raise concerns about their privacy even in the 1990s.
About 0.01% of the US population opted out of the database of Lotus MarketPlaceE] But
most people at that time were either not aware of the privacy issues or did not care much
about it. A recent survey by KPMG in 2021 among the US general population found that
86% of consumers viewed data privacy as a growing concern. One of the reasons people
worry about the firm collecting their data is that they do not know how the firm will use it.
According to the same survey, 40% of the consumers do not trust the firm to use their data
ethically. Taylor (2004) shows that the firm can be better off by not protecting consumer
privacy (selling customer data) if consumers are naive and unaware of it. However, selling
data can backfire if consumers are sophisticated and expect the firm to sell their data. A
large body of literature has documented that commitment benefits the firm. As a result,
companies pay increasing attention to privacy. Apple, for instance, invested heavily in the
operating systems to protect consumer privacy and spent lots of resources advertising their
progress in privacy protection. In this particular setting, the firm desires the ability to commit
to protecting consumer privacy by not selling consumer data. However, the non-verifiable
nature of digital data makes it hard for the firm to commit. This paper looks at one possible
solution - building trust by reputation.

The main contribution of the paper is to characterize some sufficient conditions such that

Thttps://www.latimes.com /business/story/2019-11-05/column-data-brokers

Zhttps://www.forbes.com/sites/forbestechcouncil /2020/12/14 /the-rising-concern-around-consumer-
data-and-privacy/?sh=73c76330487e

3https://advisory.kpmg.us/content /dam/advisory /en/pdfs/2021/corporate-data-responsibility-
bridging-the-consumer-trust-gap.pdf
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reputation considerations cannot serve as a commitment device for privacy, even if firms are
arbitrarily patient. When the firm is a monopoly and is patient enough, reputation enables it
to commit never to sell the data. It achieves the Stackelberg payoff in all but a finite number
of periods. However, when there are multiple firms, reputation may fail to enable any firms to
commit. The intuition is that one firm’s reputation depends on other firms’ actions. Selling
data by one firm has a negative externality on other firms. Firms do not take it into account
in equilibrium. So, the benefit of not selling data is lower, as other firms’ behavior may still
hurt the firm’s reputation. Anticipating such externality, consumers penalize each firm less
when observing data sales. In addition, the likelihood of the deviation being pivotal reduces
in the number of firms. Therefore, the cost of selling data is lower. So, the firm has more
incentive to deviate. When the number of firms is large, or the monitoring technology is
good, the incentive for the firm is so strong that no firm could commit never to sell the data.
This reputation failure result hurts all the firms.

We consider long-lived firms interacting with short-lived consumers repeatedly in two
markets. In the product market, the consumer decides how much information to reveal. Each
firm infers consumer preferences based on the revealed information and offers a personalized
product and price. The consumer then makes the purchase decision. By revealing more
information, shd] gets a better recommendation. However, the firm will charge a higher price
when it collects more information from the consumer, knowing that she has a higher expected
valuation for the product. So, the consumer faces a tradeoff between better product fit and
lower price. In the information market, the firm could sell consumer data to third parties
(e.g., data intermediaries). Consumers may suffer disutility from the sale of their data. For
example, they may experience scam emails/calls or account hacking. If consumers reveal
more information, they will be more vulnerable to data sales. Therefore, the consumer’s
decision of how much information to reveal in the product market depends on her belief about
the firm’s behavior in the information market. If the consumer thinks the firm will sell her
data, she will reveal no information to minimize the cost of privacy loss. If she trusts the firm
not to sell her data, she will reveal some information to get a better product recommendation.
The Stackelberg action of the firm is not to sell data. But the decision of whether to sell
data or not is made after the consumer reveals the information. Hence, the holdup problem
prevents the firm from doing so in a static setting.

This paper studies whether the reputation consideration of the firm can serve as a
commitment device in a long-run game when consumers have imperfect monitoring technology.
Reputation can be a commitment device for a patient enough monopoly but may fail to be
one when there are multiple firms, even when firms are arbitrarily patient. In particular, we
have a reputation failure result when the number of firms is large, or the difference between
the payoff with and without commitment is small, the likelihood of selling data being pivotal
is low, and the privacy loss of the consumer is high. The intuition is that the monopoly
will never restore its reputation by deviating from selling the data and being caught. The
high and permanent reputation cost provides a strong incentive for the monopoly to commit

4We refer to the consumer as “she” throughout the paper.
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to privacy. In contrast, when there are multiple firms, consumers do not know which firm
exactly sold the data, even if they observe data sales. Therefore, the penalty for selling
data is lower, and a firm’s reputation may be hurt even if it did not sell data. The low and
temporary reputation cost provides a strong incentive for the firm to deviate.

We consider several extensions to the main model. Consumers can voluntarily incur efforts
to monitor firms better. We find that endogenous monitoring helps a monopoly build up
a reputation faster, benefiting both the rational firm and consumers. However, it does not
provide enough incentives for multiple firms to commit not to sell data. Also, we consider
asymmetric monitoring. The monopoly case implies that rational firms can commit without
noise. In contrast, any noise from other firms will break down the commitment power. This
fragility result shows that the possibility rather than the level of interaction of firms’ behavior
in the reputation-building process is critical to the reputation failure.

Literature Review

This paper contributes to the literature on the economics of privacy (see Acquisti et
al. for a survey). Goldfarb and Tucker (2012) and Lin (2019) document the existence of
substantial privacy concerns of the consumer. In a static framework, Ichihashi (2020) shows
that sellers prefer to commit to the price of the good for the buyers to reveal more information.
We investigate when such commitment is feasible without an external commitment device.
Recent papers have paid much attention to the economic impact of regulations such as GDPR,
CCPA, and AdChoices, which seek to protect consumer’s privacy and give them more control
over their data (Athey et al. 2017, Ke and Sudhir 2020, Goldberg et al. 2019, Goldfarb
and Tucker 2011, Johnson et al. 2020, Johnson et al. 2021). There are two reasons why
reputation is essential despite various regulations. First, the main focus of those regulations
is to give consumers more control over the usage of their data rather than to provide the
firm with commitment power. Second, the transparency and verifiability nature of data
transactions raises concerns about the credibility of such policy. Even if firms do not sell
data in the presence of such regulation, consumers may still not reveal enough information to
the firm. Protecting consumer privacy will not benefit the firm if it fails to obtain consumers’
trust about how firms handle their data. Absent the information market and the possibility
of selling data, Chen and Iyer (2002) study competing firms’ incentives to collect data. They
find that firms may voluntarily collect less information about consumers to mitigate the price
competition. Closely related to our paper, Jullien et al. (2020) study a website’s incentive to
sell consumer information in a two-period model. Unlike in our paper, the website in their
paper does not try to change consumers’ beliefs about its type. Instead, the website wants to
affect consumer’s behavior on the vulnerability of bad experiences due to data sales.

This paper is also related to the literature on reputation. The idea of modeling reputation
by incomplete information comes from Kreps et al. 1982, Kreps and Wilson (1982), and
Milgrom and Roberts (1982). Fudenberg and Levine (1989) show that a patient long-run
player will commit to the Stackelberg action in the presence of a behavioral type and perfect
monitoring. Reputation serves as a commitment device and selects away bad equilibria
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for the long-lived player. In contrast, Ely and Valiméaki (2003) and Morris (2001) show
that reputation concerns may hurt the firm under imperfect monitoring. Substantively,
the paper most closely related to us is Phelan (2006), which studies a problem where the
government builds a reputation for trust. The reputation shock is non-permanent despite
perfect monitoring because the government’s type can change over time. Tirole (1996) studies
the economics of collective reputation. Similar to our paper, individual reputation and
incentive depend not only on one’s past behavior but also on other players’ because of the
noisy signal. The inability to build a reputation relies on the different arrival times of the
players. In our paper, reputation failure is driven by the externality of one firm’s behavior on
the other one’s reputation rather than the arrival time. Despite the long development of this
literature, people have not paid much attention to the reputation for privacy. This paper
shows that reputation may fail to help the firm commit when their reputations depend on
each other’s behavior, and there is a bad type who does not care about consumer privacy. It
connects the bad reputation and collective reputation literature.

The remainder of the paper is organized as follows. Section 2 presents the main model.
Section 3 shows the ability of the monopoly to commit. Section 4 characterizes some sufficient
conditions under which reputation fails to serve as a commitment device when there are
multiple firms. The next two sections consider several extensions to the main model. Section
5 studies endogenous monitoring. Section 6 studies asymmetric monitoring. Section 7
concludes.

3.2 Model

Time is infinite, t = 0, 1,2, ... and the discount factor is §. There are N long-lived firms
and a short-lived consumer at each period. The consumer interact with all the firms. The
firm’s payoff is (1 — &) Y., "% 6'us, where u; is the stage payoff at time ¢. There is a product
market and an information market.

Product Market

Consumers have different horizontal preferences and are located uniformly on a circle with
a circumference of 1. When a consumer visits the firm in the product market, she chooses how
much information to reveal. If the consumer locating at x ~ [0, 1) reveals 1 € [0, 1] proportion
of information, the firm gets a noisy signal { ~ Uz — (1 —7)/2 mod 1,2+ (1 —7)/2 mod 1]
about the consumer’s locationE] as illustrated by Figure Based on the signal, the firm
offers a personalized product and sets the price p. The consumer then makes the purchase
decision. Denote the distance between the product’s location, ¢, and the consumer’s location,
x, by d = |x —y|. We have that d ~ U[0, (1 —n)/2]. The baseline valuation of the product is
v, and the disutility from the mismatch of the recommended product and the consumer’s

5This implies that the firm will offer a product located at [ given the signal.
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horizontal taste is td. Therefore, the consumer gets v — td — p if she buys and 0 if she does
not buy. We assume that there is enough horizontal differentiation, ¢t > v.

Figure 3.1: Consumer’s location x and the signal [

Given the product recommendation and price, the consumer purchases if and only if the
expected payoff is positive, v — td — p > 0. Thus, the firm’s problem is:

mgxp-P[v—td—pEO]:p[H/\l}

Therefore, the optimal price is:

* Eaifngl_y
p(n)Z{i N !

_(1277)t’ Zf77>1_%

When the consumer reveals a lot of information, the firm accurately knows her preference.
The optimal price makes the consumer located farthest away from the recommended product
indifferent between purchasing or not. Therefore, she always makes the purchase. When
the consumer reveals less information, the firm gets a noisier signal about her preference.
The profit from each purchase will be too low if the firm wants the consumer always to buy
the product. Therefore, only consumers with a high enough valuation for the recommended
product purchases it under the optimal price. If the recommended product locates far away
from the consumer, the consumer will not buy it.

Information Market

The firm could sell consumer data in the information market to third parties (e.g., data
intermediaries). For each consumer, the firm has the data directly revealed by her and the
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behavioral data of whether she makes the purchase given the product and price offeredﬁ The
firm gets D(n) by selling the data. We assume that D(n) increases in 7 to reflect that more
accurate information is more valuable. The consumer might experience a scam or account
hack if the firm sells data. Consumers are more vulnerable to such undesired activities when
they reveal more information. So, we assume that the expected privacy cost of the consumer
is nubm Consumers could imperfectly monitor the behavior of the firm in the information
market. If a firm sold data in the previous period, the consumer detects it with probability q.
The consumer will receive a signal s = y if they caught any of the sales and s = n if they did
not detect any sales [

Denote the probability of the firm selling the data by us, by picking the privacy level n,
the consumer’s expected ex-ante payoff is:

1)2 - v

Us(n) = —Msﬁub‘f‘maifnﬁl—;

o\"] —ugnuy + =D > 1—

HsT)Up 4 n t
0.1 0.1
0.0 0.0
S 0.1 S 0.1
-0.21 -0.21
-0.31 -0.3

00 02 04 06 08 10 00 02 04 06 08 10
n n

Us=0.6 Us=0. 2

Figure 3.2: Ex-ante consumer payoff as a function of n for v =1, t = 2, u, = 0.75, and
ws = 0.6 (left) or 0.2 (right).

In the product market, revealing more information has two opposite consequences. On
the one hand, the firm could offer a better-matched product, which benefits the consumer.

6Firms can infer consumers’ willingness to pay from the data they reveal directly (Bergemann et al. 2020),
or from the behavioral data of the consumer (Shen and Villas-Boas 2018, Taylor 2004, Villas-Boas 1999,
2004).

"Changing it to nup + k won’t change the result qualitatively, and we choose this form for simplicity.

8The assumption that consumers cannot distinguish which firm sold the data gives the sharpest illustration
of the main idea. We extend it later to give consumers a better sense of which firm sold the data.
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On the other hand, the firm will charge a higher price, knowing that the consumer has a
higher expected valuation[’] Price discrimination hurts the consumer. In the extreme case, if
the firm perfectly knows the consumer’s preference, it will extract all the consumer surplus.
Therefore, the consumer never reveals all the information. The firm can only recommend
a random product if the consumer does not reveal anything. The poor match also hurts
the consumer. So, it is optimal for her to reveal the information partially. However, the
consumer also needs to consider the effect of information revelation in the information market.
Disclosing more information to the firm always hurts the consumer there, as the consumer is
more vulnerable when the firm sells her data. As Figure illustrates, revealing too much
information is never optimal for the consumer. The firm can charge a high price because the
product recommendation is very accurate with lots of information about the consumer. In
addition, the privacy loss from data sales in the information market is also high. Consumers
may, however, prefer revealing a moderate amount of information to revealing nothing. By
revealing some information, consumers benefit from a better recommendation in the product
market but suffer a privacy cost if the firm sells it in the information market. If the firm’s
likelihood of selling the data is high, the high expected privacy loss in the information market
outweighs the gain from the better match in the product market. Thus the consumer reveals
no information. On the contrary, If the firm’s likelihood of selling data is low, the consumer
partially reveals her preference for a better recommendation. We have the following result.

1—wv/t, if us <n
Proposition 14. The optimal amount of information to reveal is n* = {0 f/ ’ f,’? =K
y U Hs > [

where i = ﬁm

v/2, if ps <p

Corollary 1. The firm’s profit in the product market is II* = ¢ | , R
V)2t if pe > i

If the firm could commit not to sell consumer data, the consumer will pick n =1 —v/t,
which gives the firm a stage payoff of v/2. If, instead, the firm always sells consumer data,
the consumer will not reveal any information by picking n = 0. The firm obtains a stage
payoff of v?/2t + D(0). When the following assumption holds, the firm will prefer to commit
to protecting consumer privacy and never sell the data. The benefit from the increased profit
from the product market outweighs the cost of not selling consumer data.

Reputation

There are two types of firms. A behavioral type (type B) always sells the consumer data.
A rational type (type R) maximizes the expected sum of discounted utilities. The firm’s
reputation is consumers’ belief about the probability that the firm is type B. The common

9For more discussions about this kind of holdup problem, see Villas-Boas (2009) and Wernerfelt (1994).
10For the problem to be interesting, we assume that the threshold 1z € (0,1). Also, consumers are indifferent
between n = 1 — v/t and 0. We assume they choose n = 1 — v/t, which does not affect any analyses.
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priors on each firm being type B are pg € (0,1). Consumers update the belief of the firm’s
type by Baye’s rule. Denote the belief about firm i’s type at time ¢ by p;;. Reputation
for privacy in this paper refers to the reputation for protecting consumer privacy in the
information market. Figure illustrates the timing of the game.

ansumer arr?ves and receives  Consumer decides Each firm offers the ~ Consumer makes the Each firm decides

an imperfect signal about firms how much consumer a product  purchase decisions whether to sell the data

behavior in t-1, and update the information to and a price

belief about firms’ types reveal to each firm
o | | | | l —_—————
L )
T
time t-1 time t time t+1

Figure 3.3: Timing of the Game

Solution Concept

We focus on whether a Markov Perfect Equilibrium (MPE)E] exists where rational firms
could commit to never selling the data. To make the problem interesting, we assume that
rational firms prefer commitment, v/2 > v?/2t + D(0). MPE requires that firms’ and
consumers’ strategies are measurable with respect to some payoff relevant states. It is widely
used in the reputation literature as the belief iy = (p14, plos, ..., i) 18 @ natural state
variable[™]

3.3 Reputation as a Commitment Device for
Monopoly

Stage Game

We first analyze the property of the stage game of a single firm. If the firm can commit
to any action in the information market (e.g., by moving first), the firm takes the Stackelberg
action and obtains the Stackelberg payoff.

Definition 1. Suppose player 1 chooses action a € A and player 2 chooses action b € B.
Player i € {1,2}’s stage-game payoff is u;(a,b). BRy(a) C B is player 2’s best response

HTechnically, the solution concept we use is the Markov Perfect Bayesian Equilibrium since there is
incomplete information about the firm’s type. However, the reputation literature usually uses the notion
MPE.

12In the symmetric equilibrium where every firm always has the same reputation, we can use j; = p;; as
the state variable.
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correspondence to a. Then, player 1’s Stackelberg action is argmax| min wus(a,b)], and
a€A beBR2(a)

player 1’s Stackelberg payoff is Iarleajc[begl}g(a) uy(a,b)].

One can see that the Stackelberg action for the firm is not to sell the data. The consumer
will reveal n = 1 — v/t proportion of information, and the firm gets the Stackelberg payoff
of v/2. If the consumer acts first and minimizes the firm’s payoff, one can see that the
consumer reveals no information, and the firm sells data. The firm gets the minmaz payoff of
v?/2t + D(0), which is the payoff the firm can guarantee regardless of the consumer’s action.

Definition 2. Suppose player 1 chooses action a € A and player 2 chooses action b €
B. Player i € {1,2}’s stage-game payoff is u;(a,b). Then, player 1’s minmax payoff is
min [maxuy(a,b)].
BEA(B) acA

However, since the firm decides whether to sell data after the consumer reveals the
information, it always sells the data in a static game. We will see that reputation considerations
enable the monopoly to commit to the Stackelberg action.

Belief Updating

We first derive the belief updating of the consumers about a monopoly’s type, assuming
that the rational type never sells the data. We could derive the belief updating when the
rational firm uses other strategies by similar methods. Consider the consumer’s belief about
the monopoly’s type after observing a signal s. If s =y, the consumer knows that the firm
sold the data in the previous period. So, the belief that the firm is a bad type will be one
forever. The firm suffers a permanent reputation shock. If s = n, either the firm is the
rational type and did not sell the data, or the firm is the bad type, but the consumer did not
observe the data sales. The firm is more likely to be the rational type, but the consumer does
not know it for sure. So, the belief of firm 1 being bad type decreases from p; to p; 1 > 0.
Formally, the belief updating is as follows.

Proposition 15. Suppose the rational type never sells the data in equilibrium. ;1 =

1—q ; —
y U] S=TN . . . . .
{i_q{‘}ut / . After receiving signal n for k consecutive periods, the belief becomes
y U s=Y
Mg = W&l—fli%ut, which approaches 0 as k — +00.
So, if the monopoly keeps not selling consumer data, the consumer’s belief will keep
decreasing. After enough time, the consumer is almost certain that the firm is not the bad

type.
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Equilibrium

Suppose consumers expect the rational firm never to sell the data in equilibrium. In that
case, a signal n will destroy the firm’s reputation by making the consumer believe that the
firm is the bad type in all of the current and future periods. Then, the firm is stuck with the
minmax payoff. By deviating, the firm risks being detected by the consumer with a positive
probability. The persistent punishment gives the firm a strong incentive not to sell the data
for short-term benefit. As a result, regardless of the monitoring technology or the price of
data in the information market, the monopoly can always achieve commitment by reputation,
as long as it is patient enough.

Proposition 16. There exists a 5 < 1 such that for any o > 3\, there exists a MPE where the
rational firm never sells consmer data and the consumer always reveals n = 1 — v/t proportion
of information after a finite period of time.

By protecting consumer privacy, the rational firm keeps reducing the consumer’s belief
that it is a bad type. When the belief is below a threshold, the consumer is willing to reveal
some information that benefits the firm. A patient firm does not want to deviate, as the
consumer may observe the deviation and believe that the firm is the bad type. She will never
reveal any information. So, the firm suffers from lower revenue in the product market forever.
This severe punishment provides a strong incentive for the firm to trade the short-term benefit
of selling data in the information market for the long-term benefit of earning a higher profit
in the product market.

3.4 Reputation Failure with Multiple Firms

When there is more than one firm, reputation may fail to serve as a commitment device for
privacy. The difference comes from the interaction of firms’ behavior in the reputation-building
process.

Belief Updaing

When there are multiple firms (N > 2), the belief updating is qualitatively different from
the monopoly case. Consider the consumer’s belief about firm 1’s type after observing a
signal s, assuming that a rational firm never sells the data. If s = y, the consumer knows
that at least one firm sold the data in the previous period but is not sure whether firm 1
sold it. So, the belief of firm 1 being bad type increases but is still lower than 1, unlike the
monopoly case. The reputation shock is temporary, and firm 1 can rebuild the reputation.
Conditional on other firms’ behavior, the likelihood that s = n if firm 1 is the rational type
and did not sell the data is higher than if firm 1 is the bad type, but consumers did not
observe the sale of data. Consequently, firm 1 is more likely to be the rational type, but the
consumer is uncertain. So, the belief of firm 1 being a bad type decreases but is still positive.
Formally, the belief updating is as follows.
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Proposition 17. Suppose the rational type never sells the data in equilibrium. piq =

1—¢q ; _
{u if s=n

1—(1—q)(1—qu)N 1 . . Hyr1 does not depend on the number of firms N if s =n
T (qu)¥ M i 5=y

and decreases in N if s = y.
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Figure 3.4: Belief Updating as a function of y; for ¢ = 0.5 and N = 2.

Even if firm 1 sold the data and the consumer observes a signal y, she knows at least one
firm sold the data but did not know the exact firm. Therefore, she penalizes firm 1 less than
she will do in the monopoly case. Even if the consumer obtains a signal y, she does not know
for sure that firm 1 is the bad type and the updated belief is lower than 1. Therefore, the
reputation cost is temporary and the consumer’s belief will decrease if she receives signal n in
the future. When there are more firms, the signal’s noise is larger, and the consumer has less
idea about which firm sold the data. Therefore, the belief increase upon getting signal y will
be smaller. If firm 1 did not sell the data and the consumer observes a signal n, the belief
reduction does not depend on the number of firms. So, the firm is penalized less for selling
the data but not rewarded more for not doing so. In addition, the realization of the signal
depends little on a single firm’s action when there are many firms. So, the likelihood that
firm 1’s action is pivotal decreases in the number of firms. Figure [17]illustrates the belief
updating when there are two firms.

The above forces imply that the firm has more incentive to sell the data when the number
of firms increases.

Fixed Discount Factor

We first fix the discount factor and look at the effect of the number of firms on reputation
building.
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Proposition 18. For any § € (0,1),3N; s.t. VN > Ny, firms always sell data and consumers
reveal nothing in the unique MPE. Consumer’s belief about each firm’s type is always .

No matter how patient firms are, they cannot build a reputation for privacy. The intuition
for the failure of reputation as a commitment device is the following. On the one hand, the
consumer has a noisy signal about which firm sold the data. Even if the firm deviates and the
consumer observes it, the penalty for that particular firm is less than that for the monopoly
firm. Moreover, it decreases in the number of firms. On the other hand, even if all the firms
do not deviate, other firms may be the bad type and sell the data. So, it is less likely that the
sale of the data is pivotal as the number of firms increases. Both forces give the firm more
incentive to deviate and sell the data. So, it becomes harder to commit when the number of
firms increases. Eventually, the firm loses all the commitment power and sells data every
period.

Anticipating the firm always to sell data, consumers do not reveal anything. The belief
of each firm’s type remains the same over time, and there is no reputation building. The
monopoly can get Stackelberg payoffs in all but a finite number of periods under substantial
punishment for selling data. In contrast, each firm can only get the minmax payoff under
weaker punishment when there are multiple firms, even if there is no competition.

Fixed Number of Firms

In this section, we study whether it is possible to achieve commitment by reputation
when the number of firms is fixed. The previous section shows that it is harder to commit by
reputation when there are more firms. So, we look at the case of two firms. If reputation can
not help duopoly commit, we will also have reputation failure when there are more firms.

Proposition 19. Suppose there are two firms. There does not exist any MPE in which
any rational firms could commit to never sell the data, even when 6 — 1, if the following
conditions hold:

(1 —q)(v/2 —v*/2t) < D(0) (3.1)
q(1 —q)v/2 < D(0) (3.2)
v < 2uy (3.3

Even if firms are very patient, reputation may not suffice to be a commitment device for
privacy. This proposition identifies sufficient conditions under which firms cannot commit
even if they are (almost) perfectly patient. The role of each condition is the following.
Condition requires that the commitment payoff is not much higher than the one without
commitment. Condition requires that the likelihood of selling data being pivotal is low.
Because of the imperfect monitoring technology, consumers may get a signal y if a firm did
not sell data and n if a firm sold data. If the signal’s noise is very high, the consumer is likely
to get a signal y even if a firm did not sell data because the other firm sold the data. If it is
very low, the consumer is likely to get a signal n even if a firm sold data because of the poor
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monitoring. Condition (3.3)) requires that the privacy loss of the consumer is high enough
such that consumers will not reveal information if the firm is equally likely to sell data or
not. According to the belief update formula in proposition a single signal y will increase
the belief above 1/2. Thus, consumers will reveal nothing to the firm when they get a signal
y. Even if the firm does not sell data and reduces the belief, a single signal 3 in the future
periods will make the consumer reveal no information. The fast depreciation of reputation
makes building it less attractive. Equivalently, rational firms have a stronger incentive to
sell data. When all these three conditions holdB selling data does not hurt the reputation
much, a better reputation increases firm’s stage payoff slightly, and good reputation is highly
non-persistent. Firms have little incentive to build a reputation. As a result, reputation
considerations provide no commitment power to rational firms.

Managerial Implications

Even though commitment may be desirable for the firm, it may not be possible without
strict external regulations. A monopoly can always build a reputation for caring about
consumer privacy by not selling data. After a finite period, consumers will reward it by
sharing more information. The monopoly can enjoy a high profit by recommending better-fit
products and charging a premium. However, when there are multiple firms in the market, it
may not be in the firm’s best interest to protect consumer privacy. Even if a firm never sells
consumer data, it may not be able to build a reputation for privacy. So, it loses the revenue
from selling consumer information while does not have any (or enough) gain. Since firms
benefit from committing never to sell consumer data, they need to think about other ways
of achieving the commitment. Our model shows that the key to the commitment power is
the tradeoff between the short-term benefit of increased revenue in the information market
and the long-term benefit of the profit in the product market. A potential solution is to
improve the recommendation algorithm so that the firm has a higher marginal benefit from
the information collected from consumers. It will have a stronger incentive to maintain a
good reputation and profit from the product market. The other solution is to invest in better
monitoring technology to make it easier for consumers to identify what specific firm sells
the data. Lastly, the firm can offer some compensation to consumers if the signal is y. It
will face an additional penalty for selling consumer data. Therefore, the “free lunch” in the
information market is more costly for the firm.

3.5 Endogenous Monitoring

The monitoring technology is exogenous in the main model. In reality, consumers observe
some data sales without any effort. They know that the phone number has been sold if they
get a scam call. If they get a pre-approved credit card with their name in the mail, they know

BFor example, these conditions will hold if the privacy cost for consumers is high and the monitoring
technology has low noise.



CHAPTER 3. FAILURE OF REPUTATION FOR PRIVACY 60

that some firms have sold their address and credit history. However, as consumers become
more concerned about privacy issues, they may endogenously invest in better monitoring
firms’ use of their data by incurring more effort or purchasing security apps. We consider
this possibility and allow for endogenous monitoring in this section.

The setup is the same as before, except that the consumer can incur costs to obtain an
extra signal s about the data sale after observing the costless signal s. By incurring an effort
h € [0, h] (h < 1), the consumer obtains a signal s;,. If a firm sold data in the previous period,
the consumer detects it with probability h. The consumer would receive a signal s, = y if
they caught any sales and s, = n if they did not detect any sales. We make the following
assumption on the cost c(h).

Assumption 2. ¢(-) € C*(R,),c(0) = 0,d(h) > 0,¢"(h) > 0’;131% d(h) = +o0.
—

We assume that it is costless not to incur any effort, the marginal cost of the consumer
increases at an increasing rate when the precision of monitoring improves, and it is very
costly to monitor the data sales very precisely.

Monopoly

Let 1 be the consumer’s belief after observing signal s. The consumer can incur effort h
to gain an additional signal s,. We consider the MPE in which the rational firm never sells
data. Suppose there exists such an equilibrium. There are two cases.

p> i

Without an extra signal, the consumer will reveal nothing according to Proposition
[14] If the consumer obtains a costly signal, she must take a different action under some
circumstances. Otherwise, she will be better off by not incurring any costs. Therefore, the
belief must be below i if the consumer incurs effort h and receives a signal s, = n. When
the belief p is too high, the updated belief will be above 1 regardless of the effort. So, the
consumer will not incur an effort to get an extra signal. When the belief u is close to [,
the belief will be below pi if the consumer incurs enough efforts and receive signal n. The
consumer benefits from costly monitoring by being more likely to identify the rational type.

pw<p

Without an extra signal, the consumer will reveal 1 — 7/t amount of information according
to Proposition [14] If the consumer seeks an extra signal and receives s, = y, she knows that
the firm is a bad type and does not reveal information. If s, = n, the belief decreases, and
the consumer reveals some information. The consumer benefits from costly monitoring by
being more likely to identify the bad type.

Examining both cases, we have the following result.
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Figure 3.5: The optimal monitoring effort, where c(h) = %

Proposition 20. There exists a 8§ < 1 such that for any 6 > g, there exists a MPE where the
rational firm never sells consmer data. In such equilibrium, there ezists a it > 1i such that

the consumer incurs efforts in monitoring if and only if p < . The monitoring effort strictly
increases in p for p > fi. It vanishes as p approaches zero.

Figure [3.5] illustrates the monitoring effort as a function of the belief. As we can see, the
consumer does not incur any monitoring costs when the belief is far above the threshold belief
of revealing information, 7. When the consumer strongly believes that the firm is rational,
she also incurs little costs because the likelihood of detecting the data sale is very low. She
will reveal the same amount of information without an extra signal. Hence, costly monitoring
provides little benefits to her. In contrast, additional monitoring will be valuable for the
consumer when the belief is slightly above . Since the consumer is quite uncertain about
the firm’s type, her expected payoff is low. If she reveals nothing and the firm rational, she
gives up the opportunity of receiving better product recommendations. If she reveals some
information and the firm is bad, she suffers a high privacy loss. By getting another signal,
the consumer becomes more certain about the firm’s type. A y signal convinces her that the
firm will sell her data. So, she reveals nothing. A n signal makes her more confident that the
firm will not sell her data. So, she reveals some information. Consequently, the consumer
incurs a relatively high effort in this case.

The consumer starts revealing information at a higher belief when they can voluntarily
monitor the firm’s behavior. So, the rational firm builds up the reputation and achieves the
Stackelberg payoff faster under endogenous monitoring. The consumer makes better decisions
with an extra signal. Both players are better off.
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Multiple Firms

From the monopoly case, we can see that the ability of consumers to gain additional
signals makes it easier to build a reputation. In the presence of multiple firms, we have the
reputation failure results when the monitoring is exogenous. One natural question is whether
endogenous monitoring suffices to reverse the negative results. The following result shows
that it is not enough to restore reputation building.

Proposition 21. For any a > 0 and § € (0,1),3IN;s s.t. VN > Ns, firms always sell data
and consumers reveal nothing in the unique MPE. Consumer’s belief about each firm’s type is
always -

Even though endogenous monitoring can help firms build up reputation faster when they
do not sell data, it also hurts their reputation more frequently when some firms sell data.
With the possibility of a bad type who always sells data, rational firms are tempted to sell
data as well because their reputation is affected by other firms. When the number of firms
increases, it becomes harder for rational types to commit. Eventually, the firm loses all the
commitment power and sells data every period.

3.6 Asymmetric Monitoring

In the main model, the monitoring technology of the consumer is symmetric. The consumer
observes whether some firms sold the data without further information about which firm is
more likely to sell it. We now consider an asymmetric monitoring technology.

If firm 1 sells the data in the previous period, the consumer detects it with probability g.
If firm ¢ = 1 sells the data in the previous period, the consumer detects it with probability
aq (0 < a < 1). The consumer will receive a signal s = y if they caught any sales and s = n
if they did not detect any. The consumer has less noise about whether firm 1 sold the data.
To get some intuition, notice that o = 1 corresponds to the monitoring technology in the
main model. If a = 0 instead, the consumer knows that firm 1 sold the data in the previous
period. The result about the monopoly, Proposition [16] implies that a sufficiently patient
firm 1 could commit privacy by reputation, no matter how large the total number of firms
is. When « is close to zero, the monitoring technology is close to the monopoly case. The
following result shows that any noise from other firms leads to reputation failure.

Proposition 22. For any a > 0 and § € (0,1),3INs s.t. VN > Ny, firms always sell data
and consumers reveal nothing in the unique MPE. Consumer’s belief about each firm’s type is
always .

When a = 0, the result in the monopoly case implies that rational firms can commit to
never selling data. However, any noise from other firms will break down the commitment
power. This fragility result shows that the possibility rather than the level of interaction of
firms’ behavior in the reputation-building process is critical to the reputation failure.
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3.7 Conclusion

This paper studies whether reputation consideration can serve as a commitment device for
privacy. We show that it depends on the market structure. For a patient enough monopoly,
reputation enables it to commit to the Stackelberg action of not selling consumers’ data.
However, reputation may fail to help the firm commit when there are multiple firms. We
characterize some sufficient conditions in which firms cannot commit not to sell the data
even if they are very patient. Consumers know the monopoly sold data when they observe
it. So, the firm will never restore its reputation by selling data and being caught. The high
and permanent reputation cost provides a strong incentive for the monopoly to commit to
privacy. In contrast, consumers can never know the specific firm selling the data when there
are multiple firms. Therefore, the penalty for data sale is lower, and a firm’s reputation may
be hurt even if it does not sell data. The minor and temporary reputation cost provides a
strong incentive for the firm to deviate.

Reputation failure in the presence of multiple firms persists when we consider several
extensions. Endogenous monitoring helps a monopoly build up a reputation faster, benefiting
both the rational firm and consumers. However, it does not provide enough incentives for
multiple firms to commit not to sell data. Also, we consider asymmetric monitoring. The
monopoly case implies that rational firms can commit without noise. In contrast, any noise
from other firms will break down the commitment power. This fragility result shows that the
possibility rather than the level of interaction of firms’ behavior in the reputation-building
process is critical to the reputation failure.

There are a couple of limitations to the current work. Consumers can reveal an arbitrary
amount of information in the product market. However, the firm sometimes restricts the
communication space. So, the consumer can only choose from a menu of the amounts of
information to disclose. It will be interesting to study the optimal design of the menu and
how much advantage the firm could gain by offering such a contract. Also, the consumer’s
privacy loss from data sales is exogenous in this paper. Engonenizing the privacy cost in a
game theoretic model can provide further insights. We leave them for future research.
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Appendix A

Appendix

A.1 Appendix to Chapter 1

The following proposition formalizes the claim that we can work with mean-preserving
posterior beliefs rather than the specific signal structure in section [1.2]

Proposition 23. (Equivalent Representations of the Signal) The following are
equivalent:

1. There ezists a binary signal s € A({0,1}) such that P[s = 1|g] > P[s = 1]b].
2. There exists a binary-valued posterior belief whose expectation is equal to the prior.

Proof of Proposition[23. 1 = 2 : Given a binary signal such that P[s = 1|g] > P[s = 1|b],
law of iterated expectation implies that E[P[g|s]] = E[E[1}4|s]] = E[1g] = P[g]. So, the
expectation of the posterior belief is equal to the prior. Note that P[s = 0|g] < P[s =

’ — — Pls=1|g]P[g] Pls=1]g]P[g] _ _

018]. By Bayes’ rule, Plgls = 1] = g—ppprsf-mmem > Frtarao-rae — L19) =
P[s=0]g]P[g] P[s=0]g]P[g] _ _ . P

Fl=0ly I;[g]+gIP’[si0|g]IP’[b] > IP’[s:0|g]I;[g}+g]P[siO|b]IP’[b] = Plg|s = 0]. So, the posterior belief is binary-

valued.

2 = 1 : Given a binary-valued posterior belief whose expectation is equal to the prior,
fin > po w.p. Ay
Bo<po wp. 1l-— A1
a binary signal s € A({0,1}). Define P[s = 1]g] = ’% and P[s = 1|b] = % One can
verify by Bayes’ rule that this signal s induces exactly the same posterior (belieﬂ using the
assumption that pg = Aifir + (1 — Ay)p,. We just need to show that Pls = 1|g] > P[s = 1|b],
which follows from the fact that ji; > pyp. O

1o- Denote the distribution of the belief by p = { . We now construct

Proof of Proposition [1. We first characterize the optimal one-period strategy (providing an
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one-shot signal) of the sender. Analagous to section |§|, the sender’s problem is:

1)\13&}[}0( —K (o) + po (Fo)
s.t. /\0(,&0 + Ub) >c (IR/O)

E)AO 6 7 ’HO S [O,IU())

We transform (/) into an equivalent program that is easier to analyze.

Lemma 2. If yy < c¢/v,, the sender does not provide information in the second period. If
fo > ¢/vg, is equivalent to:

I (110) :=max — K (N\g) + pAo (F})
s.1. )\0 S |:£, Ho— C:|
Vg —Up

Proof. We first show that any (A, ,uo) satisfying the constraints in (Fp|) also satisfy the
constraints in (F)): (IRy) = Ao > . (IR) & (Fp) = Mg < =R < Foos. Thus,

’l)b—HO

,u+vb—v

Ao € [ < B Oy:} It is feasible for the sender to provide information in the second period iff

[i M} is non-empty: ch < L < po > . So, If pg < =, the sender will not provide

vg? —vyp
information in the second perlod
We then show that for any (Ao, 10) satisfying the constraints in and pg > =, we
g

can find jip, Ky such that (A, o, fo, ﬂo) satisfies the constraints in . The conclusion

then follows. Suppose (Ao, o) satisfies the constraints in .: Ao € [L uo—c} o > i

vg! —vp

Consider g = = — vy and g OIL;Z”\O One can verify that ()\O,uo,uo,uo) satisfies
(IR}) & (Fp). So, we just need to show that —v, < jip <1 and p; > 0. fig = 5> — vy > —vy.
)\0>—:>,u0 ——Ub<1 )\0<“OC=>[LQ>C—Ub)\0:>IUO—%—Kvb>\O>O L]

Now consider the transformed program (FP)) when po > é

L. If ¢ > v A" (ie. AT < i) and the sender provides information, then \j = o due to

(<, 1, Hova=e)
vg? 77 wg—c

strict concavity of the objective function. One can show that (Ao, fo, Ho) =
is the only feasible information structure that satisfies (I Rf,) and (Fp). Thus, the sender
will provide information with (Ao, fio, pt,) = (vg 1, %) iff the sender surplus, — K (i)—k
- i, is positive (when it is 0, the sender is indifferent between providing information or
not). Let f(¢) = —K(i) +p- . We have f(0) =0, f is strictly concave and obtains
the maximum at ¢* = v A\{* < ¢ < 1. In addition, f(v,) < 0 because /I\LHi K'(\) =

>0,if 0<c<c

<0,ifc>c

Moreover, when the sender provides information, iy > < = ¢ < pyv,. So, the sender
Vg

+o0o. Therefore, there exists a unique ¢ € (v,A7*,v,) s.t. f(c)
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(a)

does not provide information if ¢ > ¢ and provides information with (Ay, fig) = (=, 1) if
g9
¢ < ¢. The receiver surplus is 0.

Ub

2. If ¢ € [ug + vpAT*, v A7) (ie. ATF > B2 > i) and the sender provides information,

then A\ = “f—;bc due to strict concavity of the objective function. One can show that

(Aos fo, p,) = (K255, S5, 0) is the only feasible information structure that satisfies (1)

and (Fp). Thus, the sender will provide information with (X, fo, 1 0) = (%‘:, :MOO_MC”, 0) iff
the sender surplus, —K(’io—;) +p- ”“_0—;;, is positive. Since —K (0)+p-0 =0, ’10—: < N\
and the objective function is strictly concave, the sender surplus is always strictly
positive. So, the sender will always provide information. The receiver surplus is zero.

3. If e < po+up AT Avg AT (ie. AJ* € (f, “ffc> ), then the sender can obtain the maximum
g

vp

K . ook
ﬁO_ATI* 9 Zf /"LO > >\1
One can verify that (o, fio, 1)) is feasible and satisfies (IRj) and (Fp). We have
shown in the proof of Lemma [l that the sender surplus is strictly positive. So, the
sender will provide information and (Aj, ii5) = (A", £& A 1). The receiver surplus is

1o X
Lo + v — ¢, of po < A
ATvg —c, iof po > A

possible payoff by setting (Ao, fto) = (AT", £& A 1). Let p =
: H

> 0.

There are two types of iterative signals.

The receiver searches regardless of the signal realization in the first period, and takes
action G (B) after observing a positive (negative) signal in the second period.

Denote the information structure in the first period by (Ao, fio, £, 0). Denote the information

structure in the second period by (A, il e ) if the receiver observes a positive signal in the

first period, and by (A}, a7, H;L) if the receiver observes a negative signal in the first period.

. _ n AoAP _
Now consder a one-period strategy (Ao, fig, ) = (AoAT + (1 — Ag) AT, /\ox\’f+(01——1/\o)>\{bﬂzl) +
(I=A)AT  —p Ho—XoATHT —(1=Ao)AT AT
Moo H LTINS (T—ag)Ap
and the beliefs are feasible. We now check the participation constraint. Aj(f, + vp) =
[AoA] + (1= Xo)AT] (1 +vp) = Ao AT () +vp) + (1 — XNo) AT (BT 4+ vp) > 2¢ > ¢, where the first
inequality comes from the first-period participation constraint for the iterative signals.

Il (p10) > = K(Xg) + pAg
> — MK (N)) = (1= Xo) K(AT) + AopAT + (1 — Ag)pAT (convexity of K)
> = K (o) + Ao(= K (M) +pA]) + (1= X0) (=K (A}) + pAT)
= sender’s payoff using the iterative signals

). One can check that the variables are well-defined

The receiver searches (takes action B) if the signal is positive (negative) in the first
period, and takes action G (B) if the signal is positive (negative) in the second period.
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If ¢ > vg AT, or ¢ < v AT" and py < ¢ — v AT", the expected receiver surplus in the second
period is 0. The receiver incurs search cost without any immediate benefit in the first period
under iterative signals. The expected receiver surplus in the first period is strictly negative
if he searches. Therefore, he will not search, and iterative signals are not feasible. Now we
consider the case in which ¢ < v,A7* and 11y > ¢ — v A7*. The sender’s problem when she uses
such iterative signals is:

ier (o) :=max —K (Ag) + Ao [~ K (AT") + pAT™] (Piter)
_ 1+ A

st A (g + vp) > 0c (I Ro iter)

A (i + ) > ¢ (I Ry iter)

" 7:u1 = Mo, /\1 = )‘T*
Note that (IR r) implies (IR{") and (A}, fif) = (A, &%) satisfies (Fy). Yy, > A*, the
1
optimal second-period strategy is always (A}, i) = (Aj*,1). Therefore, choosing p; above
A7T* does not increase the second-period sender’s payoff or relax the first-period constraints.
So, we can restrict p; to be less than or equal to A\}*.

1) po > c— vpAf*

I (o) = =K (A7) + pAT" > Liter (pt0)-
i) po < ¢ —vpAT*

Iy (po) = — K (He€) + (oo

—vp —p
14+ X
Fy) & (IRyiter) =X > ———— (= 11 > — UpAT” Al
(F1) & (I Rojiter) o_m_CJrva{*( H1 = N ¢ —upALY) (A1)
MmO ¢
Ty At —c
— (A.1) _
(Fy =0t o & moc
Hi— M /\Ooc — UpA}* ¢ — UpA]
A necessary condition for Ay to be well-defined is:
& fo — € AT¥e c
< & po 2 (>—)

VAT — ¢ = ¢ — pAT* IR S

Therefore, it is feasible for the sender to provide a one-period signal whenever it is

feasible to provide iterative signals.

Define I, (110) :==  max  —K(Xg) + Ao [=K (A7) + pAi*]. One can see [, (1) >
020 05

Witer (p0). Let A5(uo) :== argmax —K(Ag) + Ao [—K(AT*) + pAT*]. We want to show:

no—c
OSAOS C_Ub)\af*
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IWiper (p0) < IIi (p0)

& = KOj0)) + N(o) [-K ) + AT < —K (P 5)+ 25 (A2)

Notice that
d k% *k k% k%
d_)\o {_K()‘O) + Ao [_K()‘1 ) +p)‘1 ]} = _K/(/\O) - K(Al ) +P>\1
e if o <
=Ag(po) = 4 ’
c—upAT* Zf Ho > [

, where A > 0 is defined by —K'(A)) — K(AT*) 4 pAt* = 0, b = Ay(c — uA}) + .
Nolho) = o > 108 = —K(Nj(ho)) < —K(257)

c—vpAT*
When 19 < gy, we have ¢ N(po)pAf* = Cfgl;\?*p)\f* < ”_O—gbcp
—A5(ko) K(A]") <0
, where the first inequality holds because —uv, > 3 > ¢ — v A\}*. Hence, (A.2)) holds.

When pg > ptfy, Tiger (p10) = irer (1) < T (1) < Iy (pao). So, ([A.2) holds.

Thus, IT; (o) > Higer(110) for any po such that iterative signals are feasible. O

Proof of Lemma[l N\* and \i* are determined by the first order conditions: —K'(\}*) +
p=0and —K'(\)+p+ KWA\*) —p\* =0. —K0)+p-0=0&—K((\)+p >
0 for small A = —K(A}*) + pA;* > 0. Therefore, —K'(A\§*) +p + K(A]*) — pAT* = 0 implies
that —K'(A5) +p > 0 = —K'(A\7) + p, = K'(\5*) < K'(A\F) = X5 < X —K(0) +p- 0+
(1 —0)[—K(A\*) + pAT*] > 0 and strict concavity (w.r.t. Ag) of the objective function imply

that —K(AS*) + pAS* + (1 = A" [ K (A7") + pAT*] > 0. ]
Proof of Proposition[4 Tt can be proved in the same way as in the proof of Proposition
where we derive the optimal one-period strategy of the sender. O]
Proof of Proposition [3,

(D) v A" <e<e

If the sender provides information in both periods, the sender’s constrained program is:

max —K (Ag) + pAo + (1 — Ao) {—K(i) + %} (Pamr)

Vg Ug
C
s.t. " 7:“1 2 U_
g

We first transform (Pp|) into an equivalent program that is easier to analyze.
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Lemma 3. Suppose v A\7* < c <e. If o1 < po < (v )2 rc, the sender provides information in
one period. If py > 2(1; )_C (Pon)) is equivalent to:

C C
mw—K@@+p%+u—w@{4«—»+ﬁ} (Pl
Vg Vg
&t%e-ﬁwm‘“+%ﬂ
Uy —UpUy — C

Proof. The proof of the equivalence between (P,y|) and (] is similar to that of Lemma
It is feasible for the sender to provide information at both periods if and only if the domain

of Ay is non-empty: = - < WET(ECP)C & g > 2(vg) yg—c —

Denote the optimal Ao without constraints by Ag'y. Ao’y = argAmaX —K(Xo) +po+ (1 —
0
o) [—K (%) + %] The following lemma summarizes the relative size of \gy, Ag*, and =

Lemma 4. 0 < A\f'y < AT" < =,

Vg

Proof. \7* < Ui is the assumption. F.0.C = K'(\j%y) = p + K( ) — 2. From Lemma
KO = . K () + q; > 0 when ¢ < @ So, K'(Afy) < KO0 = Aty < AV
= KO >+p+K<> @05 K(Ny) = p+ K(E) =2 >p—2 = (1-£)p>0,
where the last 1nequahty folglows from the assumptlon thagt ¢ < vy. Thus g)\ng > 0. ’ O

When it is feasible for the sender to provide information in both periods, py > 2(1;9—)_260,
g

Lemmad and strict concavity of the objective function imply that the optimal two-period strat-
egy of the sender is (A}, /") = (;5,1),£ = 0, 1. The sender surplus is (2— %) | -K(;7) + | >

Vg Vg

—K (%) 4+ £, the sender surplus of the optimal one-period strategy. Therefore, the sender
g g
will always provide information in both periods as long as it is feasible.

(2) ¢ < v AT

If the sender provides information in both periods, we first show that we can restrict the
domain of 11 to be < A7*. The intuition is that the optimal second-period strategy is always
(A}, 1) = (A7, 1), Vg > A", Therefore, choosing p; above A\7* does not increase the second-
period sender’s payoft or relax the first-period constraints. Formally, when A\7* < uy < po,
the sender’s constrained program is:

max — K (Ag) + pAo + (1 — Xo) [ K (AT") + pAT"]
s.t. Ao(fto +vp) + (1 — Xo)[AT"vy — ] > ¢ (IR,)
7 M1 € P‘T*? MO)

' —2ctpo—p1+vgAT* HO—2¢+Vp AT w5 oy
(IRO> & (Fo) = A\ < L L —" < oA —c ( =" when M1 = /\1 )
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(Fo) = Ao > “10::11. The domain of \j is non-empty iff £ < A W L WA w <

—n = oA —e—vp—pun
—2c+vg AT * 4 po[1—vg A} * +c+vp)

e . Therefore, smaller p; means it is more likely for the domain of \g to

be non-empty and larger upper bound of A\g. So, the optimal p; will never € (A}, o). Hence,
()‘I*a )lle*) ) Zf IS (C - vb)‘I*7 )‘{*]
(u,l_;bca %) 9 Zf H1 € [i7 Cc—= Ub)‘i*]
and the constrained program of the entire game is eithelﬂ

the optimal strategy in the last period is (A}, i}) = {

max — K (o) + po + (1 — o) [ (NF) 4 pAT] (Pas, )

s.t. -E,ule [c — vpAT", ATT]

or:

— C —C
maX—K()\o)+p)\0+(1 —)\0) —K(Iul U )+ <M1 y >p (PZSO)
—Up —Up
C *
s.t. " 7“1 € [’U_’C - vb)\i ]
g

We consider the two programs above separately, and then compare the corresponding
local solutions to pin down the global solution.

1. Sy strategy (solution to (Ps,]))

Proposition 24. Suppose ¢ < v A\T* and po < i = 2¢ — vp A7 — [c+ (1 = X))o AS*. If
to > 2c—up AT and po > %, (Pss.)) is feasible with the following solution. \j =

vp—c)(c—vp A} v Kk
Ho—2c+VpAT" | Ia* _ = N)O(—Zcivb)\)f* - = (_Ub’ 1) ’Z‘f [1'1([1'0) <c¢— Ub)\l . ()\* Ia*> _
v s Mo = Lo~ sk LML)
I 1 Jif ii(mo) > ¢ — vpAf
(N 5); 11t = i (p10) Ve — 0Ny, where iy (jio) = 2= EEEmAT IO - The receiver

gets zero surplus.

Proof. We first transform ((P,g,|) into an equivalent program that is easier to analyze.

Lemma 5. Suppose ¢ < v AT and piog > po1- If po < 2¢ — vpA7* or py < %,
the sender provides information in one period. If g > 2¢ — vpA\T* and py > %((—))Jrc,

(Pss,]) is equivalent to:
max — K (h0) + po + (1 - ) [ K () + pAT] (Pis.)

st A€ [0, oz et A
—up(1 = AN*) — ¢

'We include p1 = ¢ — vpAf* in (Pas,]) as well to simplify the exposition.
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Proof. We first show that, if pg > 2c — vpA\7* and pg > ((2++c, Pss.|) is equivalent
to:

max —K (Ag) + pAo + (1 — Ao) [ZK(AT") + pAT”] (Pss.)
st Ay € {MO i Mo 2k AT o~ i
L= —up(1 =M% —¢c  —up—

1 € [e = w7V i (o), AT
2¢ — AT — (14 ¢ — vpAT" + vy 1o

C—Up — Ho

) where /1\1(#0) =

(Fy) = Ao = Mot ¢ [“0—“1 o=in ] (IRo) & (Fy) = Ao < 2022050M” g 3o

Ho—H1 T—p1 ) —vp—p1 vp(1=A7")—c
be positive, we need py > 2c — v A}7*. The domain of )¢ is non-empty iff &= <

1—p1 —
10 —2c+vp AT

Hx I Kok 2—A1")c
—op(1—AT")—c <= U1 > ﬂl(MO) For H1 S 1, We need Ml(ﬂ(}) )\ & /~LO > - ((1 ,\**))+C'

We also have that p; = By < fio- T hus, the constraints in imply the constraints
in (P, |-

For any (A, pt1) satisfying the constraints in , consider the following information
structure: (Ao, p, ip = o2k g — /\** ANlp, = MY (TRy) & (Fy) are

o ToAf
satisfied by construction. /iy = “0_(1/\0’\0)“1 > B (1)\0’\0) = lo. flp = %_0/\0)’“ <
po—(1—52= “1),&1 . —

e = 1. One can verify that g1 € (—vp, 1], p, € [0, —vp). Therefore, the

1—py

(Ao, g1, o, i1, pr,) we constructed satisfies all the constraints in (%s,)) and is feasible.

Therefore, the two programs are equivalent.

We then show that (P, |) is equivalent to (Pyg, |). It is clear that the constraints in (P, |

imply the constraints in (Pyg, ). We now show that for any Ao € (0, %} , We can

find a feasible (Ao, 1) that satisfies the constraints in (Pyg,]). Since \g = %

0 1o —2c+vp AT*

maximizes the objective function among Ay € ( C] when py < f19, we only

WA
need to verify (by construction) that \g = % can be obtained.
1) 11(po) < ¢ — vpAt*
. . s _ po—2ctup ATt —  po—(1=-Xo)p1 _ (vp—c)(c—upATF)—vppo
Consider p; = ¢ — vA7*, Ny = m,u o = uo—20+vi>\f*

By construction, (IRy) and (F}) are satisfied; u;1’s constraints are also satisfied.
So, we just need to verify that iy € (p,1). fio <1< (vp — ¢)(c — VAT*) — Vppig <
po — 2¢ + vp\i* < 11(pg) < ¢ — vpA*, which is the assumption g > —vp &
¢ < —up(1 =A%), which holds because p1g > 2¢ — BA}* = ¢ < (o + vpA}*) <
Mo + Ub)\){* < —Up + Ub/\l = —’Ub(l — )\**)
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i) 721 (10) > ¢ — v

Consider \g = %, fo =1, = %}L i1 (j10). By construction, (IRy)

and (Fp) are satisfied; p’s constraints are also satisfied. So, we just need to

verify that puy = fi1(po) € [c — vpAT, AT*]. [1(po) > ¢ — vpAt* is the assumption.
2 A Cc k3
fo = ﬁ = 1 (po) < AP

]

When 0200 > A\s (& g > [Ip), the optimal Ao is Af*. When Z02CH0AT - yue

( A**) ( A**
the optimal ) is % due to strict concavity of the objective function (denote it
b(1=AT*")—c

by J(Ag)). Since the one-period optimal sender surplus is —K (A}*) + pAj* :**J(())’ J(-)
is strictly concave and obtains the unique maximum value at Aj* > £ 02t 0pA]

—vp(1=A7*)—c’
J (%) > J(0). So, the sender always provides information in both periods when

((21+1))C+) We will use this observation in the

later proofs. Accordlng to the proof of Lemma 5] the receiver always gets zero surpluses
when g < fip- 1 = 11 (o) Ve —vpAf* is the smallest p; that supports A\ = %
which gives the receiver the largest surplus in the first period. So, puf = 11 (o) Ve —vp AT,

vp—c)(c—vpAT*)—v . . o
(vp u)(>(—2<:ivt>\)1‘* bHO (p, 1) Lif m(po) < c—vpAs
1 77/f ﬂ\l<,u0) >c— Ub)\T*

we have

it is feasible (pg > 2¢ — v A" and py >

(Fo) = a5 = 'MW(lAiOAO)m =

2. Sy strategy (solution to (Pys,))

Proposition 25. Suppose ¢ < v A\7*. When pig > %c, (Pss,)) is feasible. Ag, AT, and
W1y are continuous and increase in jiy, while jiy and [} are continuous and decrease in
to, in the solution to (Pig[). The receiver gets zero surplus at each period.

Proof. We first transform ([Psg,|) into an equivalent program that is easier to analyze.

Lemma 6. Suppose ¢ < v A", If poq < o < (v )2 Fc, the sender provides information
in one period. If pg > 2(v )_200 (Pas,|) is equivalent to:

max — K (A) + po + (1 — Ao) [‘K(M oy, b —cp (Ps,)

—p —Up
of A € {uo—m’uo—ul—c}
I—pr —vp— g

C Ugllp — C
JGRS |i_7 . :|
Vg Vg —C
Proof. Using the same argument as the proof of Lemma[5] one can show that (Pag,)) is
equivalent to:
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—K(ul_c)—l— (,ul_c>p ( 1" )

max —K(AO) +p>\0 + (1 - )\O) |: —Up —Up 2%

st Ao € {NO_MI’UO_NI_C}
L—p —vp— g
e [£7wm_va{*]
Ug Ug—C

We just need to show that (Py5 |) is equivalent to . If % < c— v uy’s
constraint becomes pi; € [i M] So, (Ps,) is equivalent to (P ).

) —
vy’ vg—c

If % > ¢ — v A}*, denote the solution to (Pag ) by (Ao, 1)
a) (A", AT") can be obtained (A1 = A\J* & 1 = ¢ — ypA}") in (Pyg,)

py € [i, % Ac— vb)\f*] is equivalent to p; € [i, % , as the optimal u;
under the latter (relaxed) constraint will be ¢ — v, AT*. So, (Pyg,)) is equivalent to

(P2s,)-
b) (A§*, AT*) can not be obtained in (P |)

Suppose 1 > ¢ — v If Ag > “10:;1, consider (A = Ao,y = pp — ¢). For

small enough ¢, it is feasible and gives the sender a strictly higher payoff. A
contradiction! If \g = “10_;;? instead, we have “10_;;‘11 > A\5*. A contradiction!

Therefore, y1; < ¢ — vpA]* and thus is equivalent to (Pyg)-
In sum, (PJs) is equivalent to (P ). =

Lemma 7. Suppose ¢ < v AT*. For py < fuy, Ao is binding at the upper bound in the
solution to (Pyg,|-

Proof. To solve (P, |), we consider several cases.

i) A < “_0—;’”_17_10 is binding and p4’s constraints are not binding.
The Lagrangian is:
L= —K(N) +pho+ (1= do) [—K(252) + 2] oy (moimoe )

—vp v —Up—H1

s.t. nZO,n(M—AO) =0.

—Up—H1

—K'(Xo) +p+ K (12) + mde g

Vb

(1= ) [K(1255) - L = 2| - pbisg —

—vp v vy (vptm1)?

F.O.C. = {
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ii)

iii)

iv)

Plug in \p = £ b’”ﬂ <. Dividing the second equality by ”0+”b )§ and comparing with
the first equahty, we obtain:
—c,. 1 P
0= (ot [K(E)S2
—Up Up Up
- —c
— _K(g) 4+ p+ K(PCy P
—Up Up
—cC vy + —cC — U1 —c c
- K+ 2Rt (B -2 —0 (v
—Up Up —Up —Up — M1 Up

o —Vp (Ub)
two terms of the LHS of («)) strictly increases in fi;. % strictly decreases in

Ub

2 [K(“_l;bc) + Ub+“1K'(“1 0)} = Lt K"(#:¢) > 0. So, the sum of the first

p1, K'(+) strictly increases in p;. So, —K’(‘L_O;b—‘fl::) strictly increases in p;. Thus,

the LHS of strictly increases in p;. When pg increases, the LHS of is
strictly negative if p; is unchanged. Therefore, p; also has to increase. So, the
sum of the first two terms of the LHS of increases. As a result, the third term,

—K/(BE2) = —K'(Xo) has to decrease strictly. So, Ag has to increase strictly.

In sum, the optimal A\g and p; are strictly increasing in p.

p1 < “H=X is binding.

When p; 1“0 S o E{E } So, A is binding at the upper bound.

[ > = v is binding and )\ is not binding.

The Lagrangian is £ = —K (Ag) +pAo+(1—No) [—K(‘“ m=cy 4 (m—cp ] +7 (,ul — i)

—yp —y
s.t. 7]>O77(,u1——)—0

—K'(\) +p+ K(t=ey 4 m=dp _
F.O.C. = (o) +p <”1b) w
(1= o) [K/(#5) - & = 2] +n =0

c<vgA\T*

The second equality = n = —1=2 [K'(’f—;fj) - p} < —% [K'(AT*) —p] = 0.

Vp
But n > 0. A contradiction! So, this case cannot happen.
p1 > = is binding and Ay > “10%;11 is binding.
g

The Lagrangian is £ = — K (\g)+pAo+(1—Xo) [—K(’%) 4 s C)p} +n (ul - —)—I—

5()\0—“10_—‘;‘11) stn>on<m——>_og>og(vb f;O_—Eb)zo.
—K' (M) +p o K (M5E) + BT 4 £ = 0
(1= ho) [K/(255) £ — 2] g+ i — 0

Up

F.OC. = {

Similar to the previous case, the LHS of the second equality > 0. A contradiction!
So, this case cannot happen.
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V) Ao > “10:;11 is binding and g4 is not binding.
The Lagrangian is:
£ = —K (%) +pho (1= 2o) K (250) + 522 g (3 — i)
b €>0,¢ ()\0 . %) —0.

—K'(No) +p+ K (1=6) + Lty e —

(1= 2) [K/(855) - £ — 2] + 685 = 0

Similar to the previous case, the LHS of the second equality > 0. A contradiction!
So, this case cannot happen.

F.O.C. = {

vi) both A¢ and p; are not binding.

The solution is the unconstrained optimal solution (A§*, \j*). But we have assumed
that it is not feasible.

i) to vi) finish the proof of Lemma [7] O

According to Lemma ﬁ, if jg > Q(Uq) ‘e, is equivalent to:

Ho— M1~ ¢ Fo—Hm—¢ Ho—H1—C 1 —c (,ul—c)p 11
max — K + +(1-="""_|-K + P
( —Up — U1 ) p —UVp — U1 ( —Up — 41 ) |: ( —up ) —up ( 250)

c v —-c
s.t. u1 € [, g,u():|
Vg Vg —C

The first order derivative of the objective function w.r.t. puy is:

D(po, p11)
o — _ _ — _ —_ _ —
:{_K Ho—pizcy, HoZmiTC g Mo ic [_K(m c)+(u1 C)p”
Oy —vp — 1 —vp — 1 —vp — 1 —vp —vp
:MO + w _20 |: (Mi_ C) + Up + 1 K/(ui_ C) _ K/(:u’(i_ /’il —¢ _ Cp:|
(p1 +vp) vp Up Up vy — i1 Up
The first term of D(uq, p1), é‘i:ﬁ’g;g, is always strictly negative. The second term,
K (Fe) 4 et K/(’“vbc) K'(Beriee) — 2 s the LHS of (), which has been shown

to be strictly mcreasmg in 1 in the proof of Lemma . One can see that D(ug, it1) is
strictly negative when gy is large. Thus, D(uo, i11) is always negative or positive for p;
small and negative for p; large. Let pi*(uo) be the cutoff value such that D(ug, p1) >0

for p < pi*(po) and D(po, p1) < 0 for pn > pi*(po) (17" (po) := —o00 if D(po, p11) is
£ 2aB-21 the optimal i} (po) = [— Vu’{*(uo)] A et

v"ugc

always negative). Since py €

<. 1f D(uo, is always negative
One can see that we can define a*(uo) = < % f Dl Ml)' e nes
wi*( uo) otherwise

5% (o) € (—o0, +00) and pf(po) = [i V i5* (1o )} A ZE=E - Since fiT* (po) is continuous
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in pig, 13 (o) is also continuous in gg. It then implies that A\j(uo) = %, Xi(po) =
1

B3 (po)—c ok _ =17 (no)vy . .
B — and = L= are continuous in .
S and 71 (po) = SN o

We have shown in the proof of Lemma [7] that A\§ and p strictly increase in iy when g
is the interior solution. Now we consider the case when p; is binding. When puj = =,
g
o _ po—pij—c _ Mo —c Ygho—c

0 = —opoE T Toox strictly increases in pg. When pj = .

it is strictly

vg

increasing in po and \} = "f;b—’f;c = £ is constant. Together with the continuity
1 g

property we just established, we have shown that A\j and p} (weakly) increase in po.

Thus, A} = "5 (weakly) increases in 1o and fij = —5= (weakly) decreases in . U

1

According to the proof of Proposition [ and Lemma [6], the sender does not provide
information iff y19 < po;; and provide information in one period if jp1 < py < %;;c.

Thus, we just need to determine whether she provides information in one period or
in both periods when py > %c by comparing the sender surplus of the optimal
one-period strategy and the optimal sender surplus of the Sy strategy.

a) ¢ < v A\

Define p9 = inf{uy >

2vg—c

T € s, (o) > My(uo)}. One can see that o €
[MC, ,L/L\O) and HSO (/,L172) Z Hl (,LLLQ). ACCOTding to Lemma ,

(vg)?

Ho —C Mo —C

Iy (po) = — K( AAT) +p( AAT)
—Up —Up
0 — M1 —C 0 — M1 —C
s, (o) = max —K(F—HL— %y L, RO/~ €,
H1 —Up — M1 —Up — K1
(1_Ho—m=—c [_K(ul —¢y —c)p]
—Up — M1 —Up —Up
st € { Wo—C]
Ug Ug — C

i) pip > c— A}
Vo € (M1,2a MO]a HSO(MO) > HS0<M1,2) > Hl(,ul,2> = H1(M0)-
11) H12 <c— Ub)\T*
*ok dIl s
Vo € (1,2, ¢ — vpA}), Tl — K(eme) L 2
Ao pn(po) = i (po) == =00+

In this case, A\g = po—p(po)—c _ ¢

Sl v (o) (1 (20)—0)
So, Mgy () = —K(£) + 2 + (1 - £)[ [ (H1l)=e) | Giteol=o)

For A > 0 small enough, we have pp+0 < c—uvpA*, V6 € (0, A). Consider
pos = Ho +0 € (po, o + A), we have Il (po,6) = sy (po6) = —K(;5) +
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[ (1 . L)[_K(H?(#o,é)*c) + (ﬂqf(ﬂo,s)*C)P]‘ Noticing that HSO(NO) _

Vg Vg —Vp —Up

s, (110), we have

— dpuo —Up (U dpo

dlls, (pr0) _ sy (p0) ki) —e) 1 p_ di(po)
dpo
So, I, (po) > (o), Yo € [p1,2, ¢ — vpA7*), and the inequality is strict
when 1y > 1 2.

B. pu(po) < pi(po)

Let Ao = % For A > 0 small enough, we have pg+0 < ¢ — A}

and g1 (o) + 120 < pi (o) < i (po +0), V6 € (0,A). Consider jigs =
u0+5—(u?(uo)+ﬁ)—c
- b*(#qf(#o)Jrﬁ)
— +5%-—c +15-—¢)
[, (j105) = — K (M) +pAo+ (1= M) [ K (M0 mm =ty | (ol =ory

— p —Ub
Noticing that ITg, (o) = ILs, (p0), We have

po+6 € (o, o+A). Since = Ao, we have Ils, (p0,5) >

dTl dlg, (1 1 e 1 |
solpn) o Msolio) L ml) —e N
dpio dpio p p I—=X 1-=2X
_p = L palio) =
p p
o1 1}(’(’“ (ko) — )
p p
>dH1(M0)
dpo

So, Ils,(po) > 111 (1) and the inequality is strict when g > pi 2.
In sum, s, (p0) > i (o), Vo € (pa2, fio]-
b) v S < ¢ < AT
The following lemma provides a closed-form solution to program when the
search cost is intermediate:

Vg o —C
vg—C

Lemma 8. Suppose v \j* < ¢ < v A\[*. \j = i,,u*l‘ = in the solution to

(Pasa))-

Proof. According to the proof of Proposition 25, Aj is binding at the upper bound
and increases in ji in the solution to (P ), for ¢ < vy A7*. One can see that
Ao = = and pf = ¢ — A7 for pig large enough in the solution to (P |). Because

=
Ay > é, the only way for Aj to be increasing in g is for it to always be i

Given \j = o, the optimal yif = % for (Pyg,))- Lemma@shows that is
equivalent to (Pagy). So, \§ = =, i = “2=< are also the solutions to 1' O
g

Vg—
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2vg—c
2

Define po = inf{ug > ¢ : gy (po) > Ii(uo) or Sy strategy is feasible}.
Note that pio < poy. If the Sy strategy is feasible Vg > p112, the 1-period
sender surplus will always be dominated by the 2-period sender surplus Vo > 11 9,
as the optimal S, strategy generates a strictly higher sender surplus than the
optimal 1-period strategy. We now consider the case in which the S, strategy is

not feasible for some i > pi1.9, which implies that ITg,(p1.2) > 1 (p2).

I (po) = — K(MO_;)C AAT) +p('u0_;bc A AT
Mo (o) = — K()+ L+ 1 -9 _K(uff(uo) —y 4 (11 (po) — c)p

Vg Vg Vg —Up —Up

i) 12 >c— Ay

Vo € (pa,2, o] s, (o) > Ty (pa,2) = (g 2) = i (pao)-
i) p1o <c—vpAf*

Vo € [p1,2, ¢ — vpAT],

11 —c. 1
d dl(“O) :K,(MO_ C)_ . £
Ko Up Up Uy
dlLs, (po) :K/<M1f(/~bo) - C>i _r dI (p0)
dpo —Up Vp Uy do

So, g, (po) > II1(po) and the inequality is strict when pg > py0. g, (c —
vpAT) > T (e — vpAT*). Vg € [c — vpAT, pa 4], s, (o) > g, (¢ — vpAT*) >
H1 (C — Ub)\i*) = Hl(,uo)

In sum, Yo € (p1,2, pro,+) g, (o) > Ty (po).

One can see that the optimal S, strategy always generates a strictly higher (and strictly
positive) sender surplus than the optimal 1-period strategy. Therefore, the sender always
provides information in both periods when the S, strategy is feasibleﬂ By Lemma , the S,

strategy is feasible iff py > 2c — v A\7* and pg > 1}9((2%/\11))10 when ¢ < v AT*. Hence, together
2ug—c (2—A7%)c ]

with the above results on the Sy strategy, there exists 12 € [WC’ 2c — vpAT*V 2o (I=N) 1o
1

such that the sender does not provide information if py < 1,1, provides information in one
period if pig € [po1, f41,2), and provides information in both periods if 9 > i1 2. ]

Proof of Proposition [{}
(1) High Search Cost (v,A7* < ¢ < ¢)

It has been shown in the proof of Proposition |3l Since the optimal strategy does not
depend on the prior, the sender’s payoff does not depend on the prior either.

2But the optimal 2-period strategy may be either S, or the Sy strategy.
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(2) Low Search Cost (¢ < ¢ =v,K'! [K(Ai*)b

* ok
A1

F.0.C. of (B)) =K'(\) = K(A) + p(1 — A7)
=ATK (A7) — K(AT) = (1 = A7) [ K (A7) +pAT] > 0

K\ c
=K > T e
Al Vg
c
=\ > —
0 v,

=C < VA" < UgAT”

We now compare the optimal sender surplus between the solution to (Fsg,|) and the
solution to (P,g,|), and show that the optimal S, strategy is always preferred to the
optimal S, strategy when both types of strategy are feasible.

Proposition 26. Suppose ¢ < ¢ and pg < fi9. The sender uses the Sy strategy when she
provides information in both periods.

Proof. Yy < fup such that Sy (S5) strategy is feasible, denote the optimal sender surplus
by Is, (ko) (Is, (10))-

(vg—c)(c—vpAT*)+c

i) po = . < po < flo

ii)

(vg—c)(c—vpAT*)+c
Vg

< po & (o) < ¢ — vpAi*. According to Proposition the

information structure (Ao, , ft1.5,) = (%,c — 0pAT*) gives Ilg, (p1o). p11 €

Vgpo—C : (vg—c)(e=vpAT*)+c Vgpo—C
[i,‘;g—c/\c—vb/\**} in (P | and - - 1 < pp & f}g—fc > ¢ — ATt
Consider (Ao, jt1) = (2= ¢ — v, AT*), which satisfies the costraints in (P |) and

—vp—H1
is identical to (Ao,s, , 1,5, ). S0, Ilg, (o) > s, (po).
Ho < Hq
to < po < fi(po) > ¢ — vpAf*. According to Proposition 24 (Ao, p1,s,) =
(%,ul( 0)) gives Ilg, (y19). One can verify that % = ¢ — v} and

I_9 4 )\ * x ~
% = oo < AP So, to < fio, which implies that Ao g, (1) < AG*

Consider jg such that both Sy and S, strategies are feasible. Let pu¥(ug) := 2=,

vg—C

s, (o) = =K (Ao,s, (10)) + PAo,s, (to) + (1 — Ao,s, (10)) [ K (AT*) + pAT]

s, (pt0) > g, (o) = —K(U )+ U_p +(1— vi) _K(/ﬁ(/iog - C) n (,uqf(,u_ol— c)p

Lemma 9. “1(“—017 > No,s, (o), Yo < -
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$(pmo)—cy _ Vg d _ 1
PTOO‘f dﬂ [“ fgb ] T —up(vg—c)’ d_yo[AO,SJr (MO)] T Cup(I-AT)—c¢”
i (B < G Dos (o) & (=20, = 1) < =g\ (+)
If v, > —1/2, (%) always holds. If (—1 <) v, < —1/2, we have that > 1=
c <y A7 < ;21;”91 AT" = (%) also holds. So, Z= [%] < o L N\o.s, (Mo)] Vuo < Jp-
Note that “ (fgz = A7 > A\ > Aos. (pg). This concludes the proof. O

Now we calculate the increasing rate of the sender surplus as a function of py:

s, (4o) K/ Cos. (m0) KA +2

d#o ’L)b(l — )\y{*) +c Vp
A, (o) _K'(HE=S)
duo Vb Uy
{(po)—c .
dlls, (po) o dlls,(po) [ KCOZ7) | KO =8 KOs ()
dug —  dug —Up —up(1 = A7) —c = —up(1 = A7) —¢

K (O
cgé:ng'_l[ (i\i )]
Al

K(\) > A\ K ()

) < K'O) =p)

= — [K( ) - ﬂ > (e~ wAT) K () <c <o = K(—
9

Vg

= — [K( 1) - fﬂ > (¢ = AT )K" (No,s+(10)) </\0,s+(lt0) < Xo,s+(po) = C)

Ug
K'(Mo,s+(10)) K -5 o _K'Qos, (1))
—Up —up(L=A*) —c = —up(1 = A\*) —¢
rempl (HETS) KO - F K Ous, ()
—p —up(1 = A7) —c = —up(1 = AJ*) —¢
dHS+ (1o) S dIlg, (1)
dpo  —  dpo

One can verify that Ao g, (1) = <, & (fgb = A1*. So, g, (1) = g, (119). There-

fore, HSO > H5+ (MO)‘ HSO(/‘LO) > H = HSO( ) > HS+ (MO)'

Now we show that the Sj strategy is feasible whenever the S, strategy is feasible, which
concludes the proof of Proposition [26]

Lemma 10. Suppose ¢ < vgA\T*. For any py such that the S, strategy is feasible, the Sy
strateqy is also feasible.
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Proof. Suppose there exists pg such that the S, strategy is feasible while the Sj strategy

is not feasible. Then, 2¢c — v \}* < 2(1;2)_20 and vg((21://\\11))ic < 2(1;‘; )_f, which is equivalent to

2 . . .
ATF < vb(cv—)z + % and ¢ > v,AT", which is not possible as we assumed that ¢ < v AT*. [
g g9

[]

Proposition [26| tells us that we can limit our attention to the Sy strategy when ¢ < ¢.
Proposition [25| has characterized the optimal Sy strategy, which implies that the sender’s
payoff strictly increases in the prior belief.

O

Proposition 27. (Comparative Statics W.r.t. the Prior Belief When the Search
Cost Is Intermediate) When the search cost is intermediate, v,\5* < ¢ < v AT*, and

the sender provides information in both periods. There exists jia 4+ € [QL_QCC, fto) and piao €

(vg)
[%c, po+|. The probability of a positive signal in the first period, A, remains the same

when py < pao and strictly increases in the prior when o > po . The probability of a
positive signal in the second period, N}, strictly increases in the prior when py < pso and
remains the same when (g > po . The belief after observing a positive signal in the second
period, [iy, strictly decreases in the prior when oy < pogo or po > po 4. A positive signal
always fully reveals the state in the first period, pj = 1.

When the expected receiver surplus in the second period is zero (the Sy strategy), the
minimum amount of information for the receiver to search in the first period is already too
high. Under the S, strategy, the receiver anticipates that the sender will provide favorable
information in the second period, which relaxes the first-period participation constraint.
Therefore, the receiver is willing to search even if the sender provides less information in
the first period. This benefits the sender. However, the S, strategy has the disadvantage of
inducing higher expected receiver search costs.

When the prior is low, the disadvantage of the S, strategy dominates the advantage. The
sender prefers the S, strategy to the S, strategy. She faces information over-provision in the
first period and under-provision in the second period. In the first period, she provides the
minimum amount of information for the receiver to search. So, the probability of a positive
signal in the first period, A, does not depend on the prior. In the second period, she provides
the maximum amount of information. More frequent positive signals are feasible when the
prior is higher. Even if the receiver becomes less certain about the state being good after
observing a positive signal, he will still search as long as the likelihood of receiving a positive
signal and earning a strictly positive surplus increases. In equilibrium, the sender trades off
the precision of a positive signal for frequency as the prior increases.

When the prior is high, the advantage of the S, strategy dominates the disadvantage.
The sender prefers the S, strategy to the Sy strategy. She faces information under-provision
in the first period and no distortion in the second period. In the first period, she provides
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the maximum amount of feasible information, which strictly increases in the prior. In the
second period, she provides the optimal amount of information, which does not depend on
the prior. When the prior increases, the participation constraint in the first period is relaxed.
To persuade the receiver to search in the first period, the sender can provide information less
favorable to the receiver in the second period. She trades off the precision of a positive signal
in the second period for the frequency of positive signals in the first period. So, the belief
after observing a positive signal, ji, strictly decreases in the prior. The optimal strategy is
discontinuous when the sender switches the types of strategy (as illustrated in Figure .

Proof of Proposition [27. We compare the sender surplus between the solution to (P, and
the solution to (Pyg,)). The following result shows that the optimal S, strategy generates a
strictly higher sender surplus than the optimal Sy strategy when the prior is high.

Lemma 11. If v \§" < ¢ < v A", the receiver gets strictly positive surplus in the second
period when g is close to fiy.

Proof. According to Proposition , the sender achieves the benchmark payoff —K(\§*) +
PAY + (1= A5) [ K (A7) + pA*] when pog — fio by the S, strategy. According to Lemma
8l the sender surplus of the Sy strategy is < —K(;2) + £ 4+ (1 — ) [ K (A7) + pAT] <
—K(AG) + pAT + (1= A5 [-K (A7) + pAT] as Af" < = = Ao. The difference of the
benchmark sender surplus and the sender surplus of the S, strategy is larger than a strictly
positve constant. So, when g — fi9, the S, strategy gives the sender strictly higher payoff.
VA < ¢ e () > ¢ — ypAT* = the receiver gets strictly positive surplus from the S
strategy when pg — f19. Thus, the receiver gets strictly positive surplus in the second period
in equilibrium when gy — fi9. Continuity of the optimal strategy and sender surplus then
implies that there exists a neighborhood [y — 0, fi] for some 6 > 0 such that the receiver
gets strictly positive surplus in the second period in equilibrium when pg € [fo — 9, fip]. O

When é < o < fi1.2, the sender provides information in one period. When 111 9 < 119 < fip,
the sender provides information in both periods. Proposition [24] and Lemma |8 imply
the explicit form of the optimal strategy. When g2 < po < poy, (A5 ag) = (5,1),

E?
(A5 ED) = (“9(“3)(59):;(1*0)7 vg(u[gg_/zf;:?g_c)), pr = % < ¢ — vp\i*. The receiver gets zero

surplus in each period. When ps < pg < fio, (A, fig) = (%, 1), (AL, 1) = (AT, &%),
1 1
= 1 (po) > ¢ — vpAT*, where i (j) = 22 _C(i;c__:(i’\l T The receiver gets strictly

positive surplus in the second period and zero total surplus. O

Proof of Propostion[5 When the search cost is high, v,A}* < ¢ < ¢, the optimal strategy of
the sender is (A}, ;") = (i, 1) according to Proposition |4 which does not depend on 7.
When the search cost is low, ¢ < ¢ < v,Ag". The boundary solution does not depend
. . . : . p1—c p—p r(H1zCy
on 7. Consider the interior solution to (s, we have: nK(H:<) + EEpK' (<)

—vp

nf(’(w) + ¢ = 0. The LHS strictly increases in p; and strictly decreases in 7. So,

—vp—p1

n= = A= S A = S L O
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Proposition 28. (Efficient Strategy in the Last Period) At the second period, the
social planner does not provide information when pn < po1. When py > poa, the efficient
signal fully reveals the state when a positive signal arrives, iy . = 1; the probability of a
positive signal, A\ ., depends on the search cost:

1. if ¢ > v A", then there exists a umque Te (vg)\l ,ulvg] such that the social planner
does not promde information if ¢ > ¢ and A\, = = \/ ()\1 Apy) ife< z.

2. if ¢ € [ + 0 AT, vgATF), then Ay e = py.
3. af ¢ < i+ AT A vgATr, then A\ = /\~1 A Jiy.

Proof of Proposition[28 We first introduce a benchmark problem, in which the receiver is
forced to participate and the social planner can generate any signal that fully reveals the
state when a positive signal arrives. The social planner chooses the information structure to
maximize total welfare. We will use the solution throughout the remaining section.

IT%\&X —K()\l) —+ )\1 (Eb)
1

Lemma 12. The optimal solution to ( E ) exists and is unique. Denote it by \,. The objectzve
function under \; is strictly positive. \; does not depend on the search cost ¢ and \; >
the solution to the payoff-mazximizing benchmark problem.

Proof. All the results follow from the same argument as the proof of Lemmalexcept A > AT
The F.O.C’s imply K'(A\) = 1> p = K'(A*) = A\ > A, O

As the social planner wants to maximize the total welfare, she always wants to make the
precision of the signal, /17, as high as possible (subject to the feasibility constraint) given
11 and Aq, to increase receiver surplus while holding sender surplus fixed. So, if the social
planner provides information, then p; = ’)\‘—1 Al

—K()\l) +,LL1 — C, Zf )\1 Z J%51
—K()\l) +)\1 —C, lf )\1 < M1

<V ():1 A p11) when the social planner provides information. Since gy > pig1, we have

L if ¢ > v A" (ie. A7 < i), then T'S = { = AN =

A\ e < g1 and therefore fi; . = 1. The social planner provides information if the total
surplus is non-negative. Similar to the proof of Proposition 2 one can show that there
exists a umque ce (vg)\l , ,ulvg] such that the social planner does not provide information

iffc > ¢ Moreover, 1fc>vg)\1,)\16=—=>,u15—1=>TS——K()\16)+p)\16:>C—c.

2. if ¢ € [+ vAT" v A7) (e AT > B2 > i), then by the previous argument,
Me = i \ ():1 Apa) =1 = e = 1.
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3.0 ¢ < o+ AT A ATt (le. AT € (c u)), then the total welfare T'S =

vy v
KA —c if A > \
(A1) + C’Z,f L= = Me=AMAp = fie =1
_K()\l)_|_)\1—6, Zf )\1 <'u1

]

Proof of Proposition [0, Whenvg):l <c< g\, the constrained program of the social planner is:
_ C cp
max —K(/\()) + /\o,uo —Cc+ (1 - )\0) [—K(;) + U_:| (E2H>
g g
c
s.t. " 7”1 Z 'U_
g

Using similar methods of finding the optimal sender strategy in the main text, one can
show that the solution to (Eapl) is (Age, A1e) = (i, é) Therefore, there is no information

distortion. R
When v,A7* < ¢ < wyA; AT, the constrained program of the social planner is:

max—K()\o) + /\O,JO —c+ (1 — )\0) —K(/\~1 VAN ,ul) + ):1 A H1 — C (Eg])
C
st. (IR, (). >
g9

Using similar methods of finding the optimal sender strategy in the main text, one can
show that the solution to (Esj)) is (Aoe, A1e) = (i, i) Therefore, there is no information
distortion.

When ¢ < vy,AT", one can see that we can restrict p; to be less than or equal to A1 without

loss of generality. The constrained program of the social planner is:

max — K (Ao) + Aofio — ¢+ (1 — Xo) [ K (1) + p1 — ¢ (Fas,)
C
s.t. " 7:U’1 Z U_
g

Using similar methods of finding the optimal sender strategy in the main text, one can
po—5o—c

show that the solution to (Easy) is (Ao, Are) = (=%
vg

too much information (relative to the efficient solution) in the second period and too little
information in the first period. O

<
? g

). Therefore, the sender provides

Proof of Proposition[7. One can see that if the expected surplus of the receiver in the second
period is 0 in the optimal solution to , then (A}, i}) solves . Otherwise, the sender
can strictly increase the payoff by using the same (A§, i) and replacing (A}, if) by the
optimal solution to , holding the same ;. Hence, if dynamic commitment power strictly
increases the sender surplus, the solution to (P,)) must satisfy: E[receiver surplus at t =
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1] = (1 = Xo)[M (1 + vp) — ¢] > 0. Denote the optimal sender surplus when the sender
does not have dynamic commitment power by Il,,. The corresponding optimal strategy
of the sender is (A, @) = (i, 1) according to Proposition . Consider the following

strategy: (Ao, flo, A1, fi1) = (%, Vo € +0,1). Denote the corresponding sender surplus by
I1(6). Onme can verify that it is feasible when § > 0 is small and the sender has dynamic
commitment power, and leads to a payoff no larger than the optimal sender surplus with

dynamic commitment (denote it by II,,).

c— vy c— vy c— vy c cp
00 =~ [ =g | 4oy + [ e |G a
dil(0)  wvg—c
, where I,(§) = K’ {%} —(1- 5)K'(Ug +0)
1,(0) = U_ _K(v +9)

L(0) — 0, 12((5)—>2p K(= )>0a5(5—>0 Therefore, 36 > 0 s.t. dH( >0, V6 € (0,9).

Since I1(9) is continuous in & and I1(0) = 11,0, we have IT,, > TI(5) > Hwo, Vo € (0,0].

We now show that the benefit of dynamic commitment power vanishes as the search cost
approaches zero in several steps. Denote the optimal sender surplus when the sender has
(does not have) dynamic commitment power and the search cost is ¢ by Il . (IL,.). Note
that I, . > Ilyo., Ve > 0.

Lemma 13. When the search cost is zero, the optimal sender surpluses with and without
dynamic commitment power are the same, 11,0 = Il,00.

Proof. Suppose the sender provides information in both periods. When the search cost is
0 and the sender uses one-shot signals, one can see that and are equivalent to
fip > —uv, and fi; > —wv,. Therefore, even if the receiver obtains strictly positive surplus
in the second period, the first-period participation constraint is not relaxed. Hence, the
second-period strategy of the sender maximizes her second-period payoff in the solution
to the program with dynamic commitment, , and thus satisfies the constraints of the
program without dynamic commitment, . To show that dynamic commitment power
does not improve the sender’s payoff when ¢ = 0, we just need to show that iterative signals
are not optimal when the sender has dynamic commitment power.ﬂ When ¢ = 0 < v A"
and (g > ¢ — vpA7" = —up AT, the optimal strategy with and without dynamic commitment
power coincides, as (A, @}) = (A}, /{i}* A 1). In the proof of Proposition |1, we have shown

3We have shown in Proposition I 1| that iterative signals are not optimal when the sender does not have
dynamic commitment power.
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that iterative signals are not optimal. So, we just need to show that iterative signals are not
optimal when p; < —vpAT™.

If g > —wvp\T*, then py = fip > po > —vpA7*. So, iterative signals are not optimal.

If p1p < —vpA7*, we have:

T (o) = — K (A2 - 222

—Up —Up

Mirer (10) = max —K (Ao) + Ao {_ (g e
Ao i1 —Up —Up

s.t. ({ Rojiter)), ([ Ruiter]), , (£, 11 = fo

Denote the optimal soution when the sender uses iterative signals by ():0, f1). Wier (o) <

I (o) < —K(Xo)+Xo [—K(-_'“le) + ﬂl—p} < —K(£3)+ 22, To show that iterative signals are
not optimal, it suffices to show that )\OK( £ -) + =2 ’\0“”’ < —K(£)r)+ £E. Strict convexity of
K () = MK (£5) = MK (£5) + (1= 20) K (0 ) > K(A_O—Lf)- Thus, —Ao /K (_—Ub) < —K(A) Tt
suffices to show that —K(’\_O—T‘)‘;)%—AO_LJ)Z’ < —K(_’*—&)—I—%, which hold because = ):0/11 < ug
and we know from the F.O.C. that —K(\) 4 pA strictly increases in A when A < A7* (here,
A< B <A O

We now make the following observation. Since 11, . > I, Ve > 0 and 1L, o = 1,00, we
must have I1,,, . — I, as ¢ = 0 if I1,,0. — 00 as ¢ — OH The next result confirms that
it is indeed the case and thus finishes the proof.

Lemma 14. II,,. — 00 as c — 0.

Proof. Proposition [26| shows that the optimal strategy is the Sy strategy when the search
cost is low. So, according to Lemma [6] and [7] for any ¢ small enough, the sender’s problem is:

Ty =max — K(M)—kpw—i—(l—w) _K(“1_0)+(“1_C)p (Py5.)

H1 —Up — M1 —Uy — M1 —Uy — M1 —Up —Uy
C Vglp —C
St i € [ ]
vg Vg — C

Denote the solution when the search cost is 0 by u7 ;. Define p; . to be the closest value to 7

c Vgho—c¢
Y
vg' wg—c

among [ } and denote the corresponding sender surplus by II,, .. One can see that

11 < Ilyo.. Since Mo € [07 ”igo}, we have piy . — pj o as ¢ — 0. Therefore, I = oo

wo,c

as ¢ — 0. Since e < Tyoe < Iy, we also have Tl — Iyop as ¢ — 0. O
O

Proof of Proposition[§ When ¢ > ¢, the sender does not provide information for any 4.

4One can easily show this observation formally by the triangle inequality.
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(1)

v AT <e<e

By the same argument as the proof of Proposition[d] one can see that the optimal strategy

of the sender does not depend on 0. For low prior, pg € [£, %0), the sender provides
g g

information in one period, (\*, i*) = (é, 1). For high prior, po > %c, the sender
provides information in both periods, (A}, fi;*) = (é, 1),t=0,1.
c<c¢
The sender’s problem can be divided into 2 cases:
max —K (Ao) + pAo + (1 — Ao) [-K(AT") + pATT] (P5s,)
s.t. " 7 € [C - Ub)q*u )‘T*]

max K Q)+ pho +8(1 = da) [ <K ()4 PRy
—Up —Up
&
s.t. " 7 H1 € [U_7 Cc— UbAT*]
g

Consider the solution to (Pjg, ). By the same argument as the proof of Lemma @ (Pss,)
is equivalent to

max —K (Ag) + pAo + (1 — Ao) [—K(M —¢y mnzap } (PS,)

—Up —Up

- — i —c

st A € [Mo o — i ]
1= —vp—

C Vgl — C

v, Vg —C

By arguments similar to the proof of Lemma , Ao < _OL;)% is binding for py < fio.
Suppose that p;’s constraints are not binding.

The Lagrangian is:

£==K(N) +pho +0(1 = do) |~ K(155) 4 1] gy (ominme )

—Vp v —Vp—H1
po—p—c _ _
st.n>0,n ( mrr— )\0> = 0.
F.O.C. =

n=0(p—j)—0 p -

— 1 —c —c
:_K’(%Hwé[m“ivb )—u1+c]

—Up p —Up —Up — 1
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The sum of the first two terms of the LHS of strictly increases in ¢, and the LHS
of strictly increases in p;. So, the optimal A strictly decreases in §; the optimal 1
and A; strictly increase in . When one of p’s constraints is binding, A\¢g and A; does not
depend on 9.

We finish the proof of this case by showing that the Sy strategy dominates the S, strategy.
Denote the sender surplus of the optimal Sy (S ) strategy when the discount factor is
6 € (0,1) by g, (0) (Ilg, (6)) and denote the corresponding optimal Sy (S5 ) strategy at
time t by A5,(9) (Ays,(6)). We have:

[, (0) = = K (X0,5,(9)) + PAo,sp (9) + (1 = Ao, () [= K (A1,55(9)) + A1, (9)]
2= K(Ao $0(1)) +PAo,sy (1) 4+ 6(1 = Ao, (1)) [= K (A1, (1)) + pArsy (1)]
= = K(Ao.s(1) + Prose (1) + (1 = Aosy (1) [= K (s (1)) + pAas, (1)]
= (1 =0)(1 = A5y (1) [ (A5 (1)) + pAas, (1)]

|\/€
N

(A5, (1)) + pAos. (1)
(1 )(1 = Ao,s, (1) [=
= K()‘O,S+< )) + pAo 5+(1)
— K (X0,5,.(9)) + pAo,s, (9)
= HS+<5)

+ (1= Aos; (1) [ K (A7) + pAT]
K(N\™) + pA7]

+0(1 = Ao, (1)) [ K (A7) + pAT]
+0(1 = A5, (0)) [ZK(AT) + pAT]

v

, where the inequality (f) holds because Proposition 26| implies that —K (Ao, (1)) +
PAo,s5(1) + (1 = Ao,50 (1)) [= K (A1,50 (1)) + PArsy (1)] = =K (Aoys, (1)) + phos, (1) + (1 —
Aos (1)) [=K (A7) +pAT"] and we have Ao,s, (1) = Aos, (1), = K(A1,50(1)) + A1 (1) <
—K (A7) + pAT

U

Proof of Proposition [9.

(1) High search cost v A\j* <c <€

Consider an arbitrary period t in which the receiver takes action GG. Suppose the belief
at the beginning of period ¢ is ;| One can see that the receiver must take action G
after observing a positive signal and take action B or S after observing a negative signal
in period ¢. Denote the sender’s (receiver’s) continuation value after the receiver observes
a negative signal in period t by V; (W;). Vi, W; > 0 and (weakly) increase in p,- The

5Tt is possible that there are more than one initial beliefs at the beginning of period ¢ if the receiver
searches for information regardless of the signal realization in a previous period. In that case, u; is any one
of them. We will show that the optimal information structure is one-shot. So, there is actually one initial
belief in any period.
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sender’s problem in period t is:

max — K () +pA + (1 = M)V,

Atsfut
s.t. )\t(ﬂt -+ Ub) —+ (1 — )\t)Wt Z C ([Rt)
Mgy + (1 — At)ﬂt = (F)
Denote the optimal \; without constraints by A\f. A/ = arg max — K (\) + pAe + (1 —

A)Vi. The F.O.C. of —K(\;) + pA + (1 — )\t)V; = K'(\y) = p Vi<p=K(\7) =
Ay < A" < ¢/v,. For any information structure in which A\; > ¢/v,, by reducing \; (and
potentially increasing fi; to satisfy the participation constraint), the sender can increase
her payoft if V; is fixed. One can see that p, and W; will (weakly) increase, as long as
we keep m binding. Hence, V; will also (Weakly) increase. So, the sender’s payoff
will be even higher. So, under the optimal information structure, Ay must be no greater
than c¢/v,. Since it holds for any period in which the receiver takes action G, and the
receiver surplus from that period is A} (1 +vp) — ¢ < i(l +wp) —c = 0. The receiver gets
zero surplus in each period, W; = 0. Therefore, the receiver takes action G immediately
after observing a positive signal in any period he searches for information (otherwise,
the expected gain from search is strictly negative and he will not search). This implies
that the optimal information structure is k periods of one-shot signals. To satisfy the
receiver’s particiaption constraints, (A}, iy) = (¢/v,, 1), for t =0,1,...,k — 1.

The sender’s expected payoff of providing k periods of such information is: Zk 1(1 -

i)’ [% - K (Uq )] which increases in k. Thus, the sender will provide as many periods

of information as possible. Now we characterize the maximum number of periods.
Denote the initial belief at the beginning of period t by u; = &, - The feasibility
Ht—1— =

[
—==. By induction, one can
vg

costraint (£})) and (A, i;) = (¢/vg, 1) imply that p, =

1+(1—=<
show that u, = % For it to be feasible to provide information in k periods,
vg
we need pp_q > c/vg S k< % Hence, the maximum number of periods is
ln(lfuo)J
In(l—c/vg)d"

Low search cost

The receiver needs to decide between G and B at the end of the game. We first derive
an upper bound on the probability that the receiver decides on G under any feasible
information structure. Denote the probability that the receiver takes action G in period
t by ¢;. Because the belief must be greater than or equal to —uv, if the receiver takes
action GG, the mean-preserving property of the beliefs implies that g > Z::g q(—vp) =
Z o @ < “—S The probability that the receiver takes action G eventually is bounded
from above by —£2. Thus, the sender’s payoff is bounded from above by — “Op , even if
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the persuasion cost is zero. Now we show that the sender can achieve that payoff as the
search cost vanishes. This means that she can obtain the equilibrium payoft as if the
persuasion cost were zero.

Consider the following strategy: Given a search cost ¢, the sender provides the same
one-shot signals for T' consecutive periods (t = 0,1,...,T — 1), where (A, i) = (\, 1) =
Mo
(Ve,—vp + /c) and T = % In each period, the receiver’s expected payoff
from searching is \(z; + vp) — ¢ = 0. So, the receiver will keep searching if he observes
a negative signal, except in the last period. By setting p, | = 0, one can verify that
the mean-preserving property of the belief is satisfied, and that the variables are well-
defined for ¢ small. The probability that the receiver takes action G eventually is

T:()l)\(l—)\)tzl—(l—)\)T:_U:iﬁ%—‘lf—s as ¢ — 0.

The sender only incurs the persuasion cost if the receiver has not received a good signal.
The expected total persuasion cost of the sender is bounded from above by the costs of
always providing the information in T' periods, which is T K (1/c).

ln(l——M

. ) ,vb+\/5) Mo K(\/E) L’Hospital’s rule
= K =1 lim ——————= = 0
c—0 =0 In(1—+/c) (Ve)=in ( * Ub) 30 In(1—+/c)

Hence, the sender’s payoff approaches —‘;—‘Zp as ¢ — 0. The receiver’s expected payoff
from searching (net of the search cost) is zero in every period given the above strategy.
One can see that the sender’s payoff under the optimal strategy is no lower than that
payoff, and it is bounded from above by — “Op So, it also approaches %p as ¢ — 0.

Now we show that the sender adds noise to positive signals when the search cost is

low. Suppose not. The mean-preserving property of the beliefs implies that py >

Zt 0 Q1= Z:;og G < o < —5—;’. Then, the payoff of the sender is bounded from above

by pop < —E22. But, we have shown that the sender’s payoff approaches —£2 as ¢ — 0.
b Uy

So, it cannot be optimal for small c. Therefore, the sender adds noise to positive signals

when the search cost is low.

]
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A.2 Appendix to Chapter 2

Proof of Proposition[10. We have derived (D)) in the main text. It implies immediately that
W () <0 for p€ (p*, p**]. For p € [, 1], by the implicit function theorem, we have:

B [—d(ﬂ(u)) ’(g(u))} . { 0 }
v AG) () 597
_ ?(ﬁ’(ﬁ(u))[l{(u)—u(u)]l

| 20%¢ & (p(p) (1) —p ()]
[ ¢( (

This gives us the expression for (D)) and (D2). One can see from the negative sign of the
derivative that both p(p) and fi(j) strictly decrease in .
We now look at the width of the search region.

[a(p) — p(r)]
_ ) — o) olu(w) — ¢(a(p)
¢ (n(p) () — p(w)] @ () [a(p) — pp)]
Co(p(p) —e(a(w)
~ ) — 5l [1/¢' (1)) — 1/ (p(1))
_925(&(/1')) - Qb(ﬂ(:u)) 2 . 2 - 201 = 2
~ ) — a) (1) (1 = p())? — f(p)* (1 — ju(p))?]

¢ —o(i _
One can see that % > 0. So, [a(p) — p(p)] > 0 & p(p)*(1 — p(p))?

A(p)*(1 = i(p)* < p(p)d = pp) > a(p)1 = @) < pp) = 1/2] < @) - 1/2].
Thus, the width of the search region, fi(x) — p(p), increases in the belief, y, if and only
if the qu1tt1ng boundary is closer to 1/2 than the purchasing boundary. We know that

Yu > ™, p=pu+ w due to the symmetry of the one-dimensional learning problem.ﬁ
Therefore,

6More specifically, the sum of the purchasing and quitting thresholds is zero when the price is zero in the
one-dimensional optimal search strategy, as shown by Branco et al. (2012). It implies that the price equals to
the average of the two boundaries. In our two-dimensional problem, the consumer only searches the more
uncertain attribute when p > p**. So, it can be translated to a one-dimensional search problem with the
price p normalized to p — pu.
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pp) + p(pe)
9
(1) + pa(pe)

=p—pu>3/2—-1=1/2

=

>1/2

[\]

=
< () + p(p) >1
(w

& lu(u) — 1/2] < A(p) — 1/2], V> p

Thus, the width of search region, fi(u) — (i), always increases in the belief p.

Now suppose that p(u) > 1/2, then Vu € (u*, u**], we have

, where the last inequality comes from the fact that the absolute value of ¢/(z) = —

strictly increasing in x for x > 1/2. Similarly, Vu € [p**, 1], we have

@ Ppp
) = G

o(p(p
w0
—¢’(£3(u))[ (1)

¢' ()

>-—1

1
z2(1—=x

98

B is
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Proof of Theorem[1. By symmetry, we only need to prove the case of py > ps. We first show
that the viscosity solution of the HJB equation exists and is unique. Since the value
function is a viscosity solution of , the viscosity solution of must be the value
function by uniqueness. We then just need to verify that the learning strategy we conjectured
indeed generates a viscosity solution to . So, the conjectured strategy is optimal.

Lemma 15. The viscosity solution of the HJB equation ((A.3) ezists and is unique.

Proof. Since the consumer can guarantee a payoff of zero by quitting immediately and cannot
achieve a payoff higher than sup{u; + po —p} = 1+ 1 —p < 2, the value function is bounded
and thus exists. This implies the existence of the viscosity solution because the value function
is a viscosity solution to (A.3)).

The proof of the uniqueness uses a modification of a comparison principle in Crandall et
al. (1992). Given that it very much resembles the proof of Lemma 1 in Ke and Villas-Boas
(2019), we refer the reader to their proof. O

To verify that the learning strategy we conjectured indeed generates a viscosity solution
to the HJB equation ((A.3)):

[ﬂ?(l — )’

Vi ) = | o = 0] = V) =0

max < max
i=1,2

We just need to show that (everything else holds by our construction):

2 2
(1 — pa)
Tvmm(ﬂla p2) —c <0

& 1 (1= 1) Vi (11, p2) /20 < 1 (A.3)

if i+ p2 > 1, pin > po, and p(pn) < pa < fi(p).
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For py € (p*, u™], we have

Vm(ﬂl NQ)/QU c
=" (p(pa)) ' (pa) [p12 — ()]
@0 ¢(p(p)) — ¢(pa)
— 12 — p(p1))]
= me(:ul MQ)/QU c
=" (p(pa)) ' (pa) [p12 — ()]
@ ¢ () () — ' () B ”
R (12 — p(pa)] + [P(p(pa)) — @) i
¢'( )[ — ()]

w()
= M%(l ) M1u1(:u1>,u2)/20-2c
2 — plp) 2 Iz
TR + (1 = p2)pi (1 = i)

So,

(L = 1) Vi (1, p12) [20%¢ < 1

ot = 2 ) o < 1
()’ [1 = p(pn)]

[ — p2(pa)]

SH(py) = pa (1 — pa)[o(p(pn)) — ¢lpa)] —

[p(p(p1)) — d(p1)] <1

p1 — pi(per)
p(p)[L = p(pn)]

S (l— )

<0

Observe that H(u*) = 0. Ignoring the subscript 1 for notational ease, we have:

/ p(l —p) 1
H'(p) =(1 = 2p)[o(p(n)) — ¢(w)] + u——g(u)wﬁ(“)) — 00+ s
1 Opu(p) = o(p) o
T =) T a2l — )]
1 1

=1 =3t o) = oWl T ~ i = )

Suppose ([A.3)) does not hold. There would exist 7 such that H (@) =0 and H'(g) > 0.

1 — p(fe)
a1 = pp@ — p@)

(A-3) = o(p(m) — o(i) =
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. 1 1 . . .
Hence, we get an expression for ] and Ik Plugging these expressions into the

previous expression for H'(u), we have:

H' (i) = =2[p(p(p)) — o)l — p(w)] <0
A contradiction! So, holds for Vu; € [u*, u**].

For py € [p**, 1], we have

s 1) — p(pn)] = [ () — g/ ()2 — pr(pan))
Vulm (Hla ,UQ)/QU c= — ﬁ(ﬂl)]Q

[72(p1)
() b2 — p(n)

1 1 o —
202 [fi(pn) — ()Pt ¢ (pu(p)) ¢ (fp))
B 1 po — () p2 — pu(pm)
= Vil i2) = e =B o au) 9 Gan)

Since M“‘TW < 0, we only needs to show that (A.3) holds for py = pu(p1):
P (L= 10) Vi (1, (1)) [20%¢ < 1

P31 — p)? —1
i) — ) & ) = (A4)

Let’s first show that p(u**) < 1/2 by contradiction. Suppose instead p(u™) > 1/2.
e _ P) A ™)

=

o T ()
S Pt

Hence, 2p — 3p™ > 1/2 = p™ < 2p — ;. Since ¢(x) is strictly decreasing in x, the first

6
equation of ([2.8]) implies

o =0(u() — o)
<6(1/2) = 6(zp — o)
~ C> L

202[(1/2) — ¢(2p — 1)]
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A contradiction! Therefore, pu(p**) < 1/2. Since p(p1) is decreasing in 1, we have p(p;) <
1/2, Vu € [p**,1]. One can see that the LHS of (A.4) ml-m)® =1 decreases in

Vo [a(pr)—p(pn)]? @ (u(p))?

w1 € [, 1]. And we know that (A.4) holds for u; = p** (we have shown that (A.3) and

thus (A.4) hold for Yy, € [p*, u**]). Therefore, (A.4) and thus (A.3]) hold for Yy, € [p**, 1].
[

Proof of Proposition |11,
(1) Comparative statics w.r.t. p

We first consider i(u). Fixing an arbitrary p € (u**, 1], recall the system of equations

Z7):

S(u() — p((u)) =
V() — () = 221

By the implicit function theorem, we obtain:

I'=

We now consider p(u). Suppose there exists p; > py with the corresponding quitting
boundaries (,ul,ﬁ;(ul)) and (p1, sz(ul)), respectively. Denote the cutoff beliefs by
(pa,, pyr) for price py and by (us,, py) for price py. Fixing an arbitrary iy € (u5,, 1], we
know that the consumer is indifferent between quitting and searching for information

when her belief is (1, I, (1)) and the price is p;. Since py < pp, one can see that the
value of searching for information when her belief is (p;, 1, (1)) and the price is po is
strictly higher than zero. So, the consumer will keep searching for information. Thus,
1, () < g, ().

Therefore, the entire search region shifts upwards as the price increases.

(2) Comparative statics w.r.t. ¢

We first consider i(u). Fixing an arbitrary p € (u**, 1], recall the system of equations

Z7):
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By the implicit function theorem, we obtain:

[:—E;] o [—ﬁb'(g(u)) zw(u))}{ {:]

I
DO
q

[N}

o)

Do
ISS
)
=
Y
|-
=
=
=

|
=
=
1
S
S
<

|

The consumer purchases the product when the belief is (i, u(p)). So, pu+ p(p) — p > 0.
The consumer stops searching and does not purchase the product when the belief is
(1, p(p)). So, pu+ p(p) — p < 0. We also have ¢/(z) = — 57 = ¢'(z) < 0,Va. Thus,
we obtain:

We now consider pu(u). Suppose there exists ¢; > ¢ with the corresponding quitting
boundaries (ul,ﬂcj(ul)) and (“1’&2 (11)), respectively. Denote the cutoff beliefs by
(i, i) for price ¢; and by (pf,, pyr) for price c;. Fixing an arbitrary ju; € (i, 1], we
know that the consumer is indifferent between quitting and searching for information
when her belief is (,ul,Hc1 (1)) and the price is ¢;. Since ¢ < ¢;, one can see that the

value of searching for information when her belief is (p, 1, (1)) and the price is ¢y is

strictly higher than zero. So, the consumer will keep searching for information. Thus,
p, (1) < p, ().

Teo Teq
(3) Comparative statics w.r.t. o>

c and o? always appear together as 202c in the equations. So, the qualitative result of
the comparative statics w.r.t. o2 is the same as the comparative statics w.r.t. c.

O
Proof of Proposition[1Z We first consider p; € [p**, 1] and py > po. Under this circumstance,

the consumer only learns about attribute two until ps hits either the purchasing boundary or
the quitting boundary. As pus is a martingale, by Dynkin’s formula, we get:

P(p1, p12) := P[purchasing|starting at (u1, pe)] = 'ug_—ﬂ(ul) (A.5)

fpa) — p(pn)

Now we consider uy € [p*, u**] and p; > pe. The belief either hits (p**, u**) and the
consumer purchases the good or the belief hits {(z,u(x)) : x € [ug, ™)} U {(u(z),2) :
z € [py, p1**)} and the consumer quits. To calculate the purchasing likelihood, let’s first
calculate the likelihood of the belief hitting (p1, iu(u1)) before hitting the main diagonal
(ks 1), a(pas pa)-

H1 — 2
pi1 — plpin)

q(p, po) =



APPENDIX A. APPENDIX 104

Now we calculate the probability of purchasing given belief (u, ), P(u) by consider
the infinitesimal learning on attribute two. Noticing that q(u,u) = 0, a

|u1:uz:u

T B == = g We have:
P(p) = %P[purchasmgm ), dp > 0] + IP’[purchasingl(u, ), dp < 0]
= 500l gl )P+ L) + 511~ al el )] B()
= 20+ ) P o
= 0= |dQ—“’ P (1) + 2H(];)(M— + o(dp)
:>];<(IZL)) z—u(j_ Vi€ (uf, 1)

, where the last equality comes from dividing the previous equation by |du| and take the
limit of dy to 0. Together with the initial condition P(u**) = 1, we obtain:

Pu) = *ff ek
In sum, the purchasing likelihood when py > po and py € (p*, p**) is:

P(y1, iz) = P[purchasing|starting at (u1, p2)] = [1 — (1, 12)] P(p1) = h(pn, p2) P 1)

(A.6)
_ Ha—p(u)
, where h(puq, o) = pReTE
By symmetry, the purchasing likelihood when iy < pp and py € (p*, p**) is
P, p2) = Plpa, pn) = [1 = q(pa, 1)) P(pi2) = hlpaa, pa) Pp2) (A7)
O

Proof of Proposition[13. One can see that the consumer will not purchase the product if
p1 < (1), even if the firm advertises one attribute which turns out to be good. So, the firm
does not advertise if g < w(1). Also, the consumer will purchase the product for sure if
pi2 > fi(p11) without advertising. So, the firm does not advertise if 5 > fi(p1). We now look
at other cases.

(1) p1 > p(1) and py < p(1) (Region I and o)
The consumer will never purchase the product if the firm advertises attribute one or does
not advertise. In contrast, the consumer may purchase theproduct if the firm advertises
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on attribute two. The consumer will not purchase if attribute two is bad. However, if
attribute two is good, the consumer will purchase the product immediately in the region
15, and will search for information about attribute one in the region ;. In the region I,
the consumer will purchase the product after receiving enough positive information. So,
the purchasing likelihood is strictly positive. Hence, the firm advertises attribute two.

(2) p1 € (p(1),2(1)] and pp > p(1) (Region I5)
The purchasing probability is zero if the firm does not advertise, and is positive if the
firm advertises either attriutes. Thus, we need to compare the purchasing likelihoods
between advertising attribute one and two. We use P;(j1, p2) to denote the purchasing
probability when the prior belief is (1, p2) and the firm advertises attribute i.

p2 — p(1)
Pl ) = - 2y 0y
)
1

PQ(,Ula,MQ) = M2+

H1>p2
> Pi(p, p2)

, where the inequality is strict if 1 > po. So, the firm advertises attribute two.

(3) p1 > (1) and pe € (u(1), i(p)) (Region Iy, the diagonal striped black region, and the

white search region)

To characterize the advertising strategy, we need to determine two things. First, whether
the firm wants to advertise. Second, whether the firm prefers advertising attribute one
or two, conditional on advertising.

We first compare advertising attribute one and two.
pra — p(1)
Py(py, po) = py - ——~———~
pi(1) = p(1)
Py(pn,s p2) = pio

Py (1, p2) > Pr(pn, o) <

So, the firm prefers advertising attribute one to advertising attribute two if and only if
po > fi(p1). One can see that fi(u1) decreases in pu.
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We then determine whether the firm wants to advertise or not. If the belief is below
the purchasing boundary, the firm always prefers advertising because the consumer will
never purchase without advertising. Now suppose the belief is in the search region,
pa € [, 1] and po € [fi(p1), p11]. According to Proposition [12] the purchasing likelihood
without advertising is:

e = pl)
Pl k) = Gy = )

If the firm advertises attribute one, the purchasing likelihood is:
t2—p(

. _
e s i e < f(1)
Py(pa, p2) = A=
pa, if g > (1)

If the firm advertises attribute two, the purchasing likelihood is:

Py(pu1, pio) = po

Observe that P(pu, p(p)) =0, P, p(p)) = 1, Pi(p, (1)) = 0, Pr(pa, p(4)) = pn, and
w(1) < p(p). By (quasi-) linearity of the purchasing likelihood, one can see that P (1, j2)

crosses Py (pq, 2) V Po(p1, 1o) once as sy increases, fixing a py. Hence, there exists
f(pa) € [a(pa), i(p1)) such that the firm does not advertise if and only if po > fi(g1).

O
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A.3 Appendix to Chapter 3

Proof of Proposition [} The consumer’s expected ex-ante payoff by choosing to reveal 7
proportion of information is:

’l}2 o v

Us(n) = —HsTUb + 75 ifn<1—2

—pgnuy + S if > 10

Uo(n) decreases in 7 for n > 1— %, so the consumer will not reveal more than 1— % proportion

of information. Consider n € [0,1 — ¥].

dU, v?
ol) = —UsUp +
dn 4t(1 —n)?
, which increases in 7). So, the optimal 7 is either 0 or 1 — 2. Up(1 — ) > Up(0) & ps < i,
where 71 = 7. O

Proof of Proposition [15. Since the rational type does not sell the data, a signal s = y implies
the firm is the behavioral type. So, p;+1 = 1. Now consider s = n. By Baye’s rule,

P[s = n|type B|P[type B]

Pltype Bls =n] = P[s = n|type B]P[type B] + P[s = n|type R]P[type R]
(1 —q)pu
(L= 1 (1 — )
1—gq
T 1- qutﬂt
(A—q)pue

By induction, we have ;1 =

(1—g)*
A=)t 1

k + 1 consecutive periods, we have p 1 = (

[ P after receiving signal n once. Suppose pirp =

after receiving signal n for k consecutive periods. After receiving signal n for

(A=) pyr _ (1—q)*+1

= . So, it shows
1= perk+1—ptiqp (l—q)’““m-i-l—m'ut S )

1—g)®

that i = m 1, after receiving signal n for k consecutive periods.
One can see that (l_q()}c;—ffl_mut approaches 0 as k — +o0. O
- n Z(l—uo)
Proof of Proposition[16l Let k = ﬁ . We first show that the consumer reveals

n = 1 — v/t proportion of information after k periods, if the firm never sells the data in
equilibrium. By Proposition [I5] the belief after not selling data for k& consecutive periods

. 1—q)k . .

1S [ = ufqgkuﬁ,uo. By Proposition (, cor)lsumer reveals n = 1 — v/t proportion of
v(1l—pq
(4ub—v)y0

information if and only if up < <k > (=0
We now show that the rational firm has no incentive to deviate to selling data at any time.
The game is continuous at infinity because of discounting. So, we can use the single-deviation
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property. Suppose the firm deviates once at period ¢ when the belief is p;. There are two
cases.

L p<p
The value function of the equilibrium strategy (never sell data) is:
V() = (- 0)355 = 5

21-6 2
The value function of deviating once at period t is (assuming the firm sells data when
the belief is 1, which maximizes the payoff):

V() = (1= 82+ D(1 — 2) + 5(¢ 220 1 (1~ g)2)

D(-%)

q(v/2—v2/2t—D(0))" One can

The rational firm will not deviate if V(y,) > V(1) & 25 >
see that 34; € (0,1) s.t. the inequality holds for any § > ¢;.

2. u>p
The value function of the equilibrium strategy (never sell data) is:
Vi) = (1 8)[hs %% + POpLAE]

The value function of deviating once at period ¢ is (assuming the firm sells data when
the belief is 1, which maximizes the payoff):

v, v2 -+D(0 k— v?2 )
V() = (1= ) + D(0) + 822D 1 (1 - [E2 62 + 105 ghe))]
The rational firm will not deviate if V() > V(i) < (1_5)[1‘5_16(1_(1)5] > q(v/f_(gl/%). One

can see that 305 € (0, 1) s.t. the inequality holds for any § > .

Let 0 = max{dy, da}. One can see that 5 < 1 and for any 0 > 8, the firm never sells consmer
data, 7 = 0 in the first k periods, and n = 1 — v/t after k periods is a MPE. O]

Proof of Proposition[I7. By Baye’s rule, for a given firm,

Pltype Bls = n]
P[s = n|type B]P[type B]
:IP’[S = n|type B|P[type B] + P[s = n|type R]|P[type R]
L=t (=) + (1= @]

A=l M=)+ (L= @V e+ 1 [L (1= ) + (1 — @] V(1 — )
1 _

= g i, which does not depend on N.
I —qpuy
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Pltype Bls = y]
P[s = y|type B]P[type B]
P[s = yltype B]P[type B] + P[s = y|type R|P[type R]
[1— (=)L (1 — )+ (1 — @)pua)V ] e
1-0=-gt - T—p)+ Q=@ pr + 1 =11 (1 =) + (1 = @)pe] V1 (1 — pae)
1= =g)(1 = qu)N!
1= —qu)V

1, which decreases in N by checking the derivative.

]

Proof of Proposition[18 Fix ¢ € (0,1). Suppose VN5, IN > Nj s.t. there exists a MPE in
which a rational firm (label it by firm 1 WLOG) does not sell the data at ¢ = 0. Denote
the equilibrium strategy of all the firms by ¢ and the value function of firm 1 by V;(-). The
prior belief is fip = (po, o, ---, to). Denote the posterior belief upon observing signal y (n) by
@Y (fi") when the initial belief is i and the equilibrium strategy is o.

Suppose g > .

1}2

Vilim) = (1-8)2

+0 [P(s = ylo)Vi(iig) + P(s = n|o) Vi (iig)]

P(s = nlo) < (1 — qpuo)" ™"

P(s = ylo) =1 —P(s =nlo) > 1 — (1 — quo)*™"

The upper bound of the probability of signal n, P(s = n|o), is obtained when no rational
firm sells data under o given belief fiy. The value function of firm 1 if it deviates once in the
first period (denote the strategy by o¢’) is:

, where

2

Vi) = (1= 3) (57 + D(O)) + 8P(s = o/ WA() + Bl = nlo W ()

]P) — ! = 1 — IP) =
, where { ES nlo’) = (1 = q)P(s = nlo) Therefore, we have:
S

=ylo’) =1—P(s =nl|d’)
Video(10) — Vi (o) = (1 = 8)D(0) — & [Va(u2) — Vi(pd)] ¢P(s = n|o)

Since Vi() € [£,5 + D(1 — ), Vi(up) — Vi(ud) < &+ D(L— £) — £, which Is
constant. P(s = nlo) < (1 — quo)¥™' — 0 (N — +o00). Hence, given §, IN; s.t.
VN > Ns, Vigeo(po) — Vi(io) > 0. But we assume that firm 1 does not sell the data

at t = 0. A contradiction.

In sum, firms always sell data and consumers reveal nothing at t = 0 in equilibrium.
Anticipating that, the consumer’s posterior belief about each firm’s type is pg. This repeats
in every period. Therefore, for any § € (0,1),3Ns s.t. VN > N, firms always sell data and
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consumers reveal nothing in the unique MPE. Consumer’s belief about the firm’s type is
always .

Suppose g < 1. The first period payoff will be 7 in equilibrium and § + D(1 — 7) if the
firm deviates. All the remaining proof is the same as above. O]

Proof of Proposition[19. Consider firm 1 WLOG. We first list the updated belief after one
signal:
(1 (f)(ql)q#)u
p" = P(firm 1 is bad type|s = n, initial belief is p) = ﬁu
Both ¥ and p™ increase in p. p¥ > 1/2, Vu.
Suppose there exists an equilibrium in which rational firms never sells the data. Then
consumers have identical beliefs for both firms. Denote the corresponding value function by

V(-). Consider a belief > .

p¥ = P(firm 1 is bad type|s = y, initial belief is p) =

2

Vi) = (-85

5 10 [quV (p¥) + (1 — qu)V (")

The value function of deviating once in the current period is:

2

Vi) = (1=0) (54 DO)) +01d1L+ (1= V(1) + (1= )1 = )V 4"

Vieo(p) = V(p) = (1 = 6)D(0) = [V(") = V(1")] q(1 — qp) (A.8)

v <2u,=pu<1/2. p¥ >1/2, Y implies that consumer will reveal no information after one
signal 52 which gives the rational firm a stage equilibrium payoff of 2. If the signal is n and
" < i, rational firm gets a stage payoff of v/2; If the signal is n and u" > i, rational firm
gets a stage payoff of g So, we gets an upper bound of V(™) by assuming that the belief is
always no greater than :

V(p") < ( +Zc5’“ qu + (1—qpu)

2

—+ (1—qu)3)]

2]

= (1-0)5 +0lgns.

2 2

Always selling consumer data gives a lower bound on the value function:

oo 2 02
V(') 2 (1=8) Y 6" [5 + D(0)] = =+ D(0)
Hence, we have:
V(") = V(i) < (1= 8)5 +dlaus, + (1= qu) 5] =[5 + D(O)]
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Plug it back to (A.8]), we have:

‘/dev (,LL) - V(:u)

>(1 = 8)[D(0) — Sq(1 — qu)3] — da(L — qp) |dlanz; + (1= qu)3] — [5- + D)) (A.9)
With a strictly positive probability, the signal will be y for k consecutive periods, Vk. Denote
the belief after k consecutive signal y by z#". One can see that p¥ € (u,1),Vu € (0,1). So,
pv* strictly increases in k& and is bounded by 1. Thus, {yyk};;’? has a limit. Denote the
limit by p¥"~. We have (uy+°°)y = = " = 1. So, uyk could be arbitrarily close
to 1 with a strictly positive probability. If (1 — ¢q)(v/2 — v?/2t) < D(0), for large enough
d and pu, we have 6[qu% + (1 —qu)s] — [% + D(0)] < 0. If ¢(1 — q)v/2 < D(0), for large
enough § and p, we have D(0) — dq(1 — qu)5 > 0. Together, we get that (1 — §)[D(0) —

v v v v "
a1 = )] — 691 — qu) [dlauty + (1 = g3l — [ + DO)]] > 0, & View () = Vi) > 0
Therefore, rational firm will sell the data when the belief is ;1 and the discount factor is high
enough. A contradiction. O

Proof of Proposition[20 Suppose there exists such an equilibrium.

() p<p
Without any monitoring effort, the consumer does not get an additional signal. So, the
consumer reveal 1 —v/t amount of information according to Proposition The expected
consumer surplus is:

CS(0,p) :== —pup(l —v/t) +v/4

By incuring effort A, the consumer receives an extra signal s,. The updated belief will
be:

%u, if sp =n (with probability 1 — uh)
1, if sp = y(with probability ph)
The expected consumer surplus is:|Z|

1—-h 2 -
— g1 = )= k) o (1= pih), D€ [0,

CS(h,p) == —c(h
(h ) 2= —c(h) ot
The difference of the expected consumer surplus between incurring monitoring effort h
and no effort is:

v

ACS(h, ) :==CS(h,u)—CS(0,p) = —c(h)—i—uﬂ(t—v)h {—1 +

dup(1 — p)

=ty e

(A.10)

"Technically, the domin is h € (0, h]. But, one can check that the expression holds for h = 0 as well.



APPENDIX A. APPENDIX 112

The consumer incurs a strictly monitoring effort if and only if ACS(h, i) > 0 for some
h € (0, h]. Notice that ACS(0,u) = 0. So, a sufficient condition for the consumer to

incur a strictly monitoring effort is %h(h’”)\ h=o > 0.

OACS(h,pu) po(t — v) dup(1 — p)
oh =)+ 4t ! v(1 — ph)?
OACS(hp) o A
oh v
Su<l—npn

>0

Ifo<2uy,, p<1/2=p<p<1l—p,Vu<u So, the consumer always incurs a strictly
positive monitoring effort when p < .

Equation (A.10]) implies that h*(x) — 0 as u — 0, since ACS(h*(p), 1) > 0

(2) p>n
Without any monitoring effort, the consumer does not get an additional signal. So, the
consumer reveal nothing according to Proposition The expected consumer surplus is:

CS(0, 1) == v*/4t

By incuring effort h, the consumer receives an extra signal s,. The updated belief will
be:

{%u, if s, =n (with probability 1 — ph)

1, if sp = y(with probability ph)
If 1 is high enough such that % i > j1, the consumer will not reveal anything regardless

of the signal realization. So, there is no gain from an additional signal and the consumer
will not acquire an extra signal. For the consumer to incur costly monitoring, she must
reveal some information (n =1 —v/t) if s, = nff| The expected consumer surplus is the
same as the first case:
1—h v v?
— up(l—=)(1—ph)+—
Tl p(1=2)(A—ph)+ -

ph+ (1= ph), he (0,7

CS(h, ) = CS(h, ) = —c(h) 1

The difference of the expected consumer surplus between incurring monitoring effort h
and no effort is:

AC/TSUZ? M) = 51/5'(]1, M) - 67751(0,“)
v(t —v) [1 ~Aup(1 = h)p
4t v(1 — ph)

8This may be worse than revealing nothing for the consumer. But the latter is always dominated by not
incurring monitoring costs.

= () + (1~ pih) ]7h€<&m
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The consumer incurs a strictly monitoring effort if and only if ACS (h, ) > 0 for some

h € (0, h).

dCS(h, 1) , po(t —v) (4w
AL polt o) (2
Oh ¢h) + 4t v
Since /(0) = 0, ¢(-) is convex, and lim ¢(h) = 400, we have max ACS(h,p) =

N h—h 0<h<h
ACS(h(p), i), where h(u)(> 0) is determined by the first order condition:

(i = (M) (A1)

The consumer’s optimal effort is either 0 or ﬁ(u) This leads to the following lemma.

Lemma 16. Suppose the belief is p > . The consumer incurs monitoring effort /f;(u) if
and only if ACS(h(u), 1) > 0.

The next lemma characterize the optimal effort of the consumer.

Lemma 17. There exists a ﬁ > 11 such that the consumer incurs efforts in monitoring if
and only if p < 1. For p € [j1, i), the optimal effort h*(u) strictly increases in ji.

Proof. We first show that the optimal effort follows a cutoff strategy Suppose the
consumer incurs monitoring effort h(ul) > 0 when the belief is 1y > . ACS(h) and

h depend on y. Lemma [16] implies that ACS(h(u 1), 1) > 0. Vps € (1, ). Since
AC’S(h ) strictly decreases in p, we have that AC’S(h( 2), o) > CS(h( ) p2) >
ACS (h( 1), 1) > 0, where the first inequality is implied by the optimality of h(,ug) for
CS (h, j12), h € (0,h]. Therefore, there exists a ﬁ > 1 such that the consumer incurs
efforts in monitoring if and only if u < fi. For u € [, ﬁ], the optimal effort h*(p) = h(w).
According to equation , /ﬁ(,u) strictly increases in .

We now show that ﬁ > . This can be shown by consider u = i + ¢, h = /e. Taking
Taylor expansion in the expression for AC'S(h, 1) and let € — 0 gives the result.

So, we finish the proof of the lemma. n

Consumer optimality has been shown in the above analyses. Noticing that the benefit for
not selling data and the penalty for selling data are higher under endogenous monitoring.
One can see that the rational firm has no incentive to deviate when it is patient enough
by similar arguments as the proof of Proposition

]
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Proof of Proposition [21. The proof of Proposition [I§ applies to this case as well. O

Proof of Proposition |23 Fix ¢ € (0,1). Suppose VN;s, IN > N; s.t. there exists a MPE in
which a rational firm j does not sell the data at t = 0. Denote the equilibrium strategy of all
the firms by o and the value function of firm ¢ by V;(). The prior belief is jip = (10, to, -5 ft0)-
Denote the posterior belief upon observing signal y (n) by ¥ (i) when the initial belief is /i
and the equilibrium strategy is o.

Suppose g > fi. There are two possibilities:

(1) j=1

U2

Vi) = (1= 0)5; + 3 [B(s = ylo)Vi(fio) + B(s = nlo) Vi ()]
, where {P(S = nlo) < (1 - aquo)™™
P(s =ylo) =1-P(s =nlo) > 1 — (1 - aqu)""
The upper bound of the probability of signal n, P(s = n|o), is obtained when no rational
firm sells data under o given belief jiy. The value function of firm 1 if it deviates once in
the first period (denote the strategy by o’) is:

Vi) = (1= 3) (7 + D(O)) + S TP(s = sl WA(&) + s = nlo Wi ()]
, where {P(s = nle’) = (1 = g)P(s = no) Therefore, we have:
P(s =ylo') =1 —P(s = n|o’)

Video(tto) = Vi(po) = (1 = 6)D(0) — 0 [Vi(ug) — Vi(uo)] ¢P(s = nfo)
Since Vi(-) € [5,% + D(1 — )], Vi(ug) — Vi(u¥) < 2+ D(1 - ¢) — & which is a

2t 2 t 2t
constant. P(s = nlo) < (1 — aque)™*' — 0 (N — +o0). Hence, given 6, IN; s.t.
VN > Ns, Viaeo(tto) — Vi(uo) > 0. But we assume that firm 1 does not sell the data at

t = 0. A contradiction.

(2) j#1
Vi) = (1= 8); + 8 [B(s = ylo)V; (/i) + B(s = nlo)V; ()]
where P(s =nlo) < (1 — quo)(1 — aqpuo)N 2

P(s=ylo)=1—-P(s=nlo) >1— (1 — quo)(1 — aque)N =2

The upper bound of the probability of signal n, P(s = n|o), is obtained when no rational
firm sells data under o given belief jiy. The value function of firm j if it deviates once in
the first period (denote the strategy by o’) is:

2

Vi) = (1= 3) (5 + DI0)) + 8 [Bs = ol V(i) + Pls = nloV3(7)]
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IP) — ! = 1 — IP) =
,where{ (s =nlo") = (1 — aq)P(s = njo) Therefore, we have:

P(s =ylo') =1 —P(s = n|o’)
Video(to) = Vi(po) = (1 = 6)D(0) = 0 [V(ug) — Vi (po)] aglP(s = n|o)

Since V() € 2.5+ D(1— 9] V;{u) = Vi(ud) < 5+ D(1— 3) — %, which is a
constant. P(s = n|o) < (1 — quo)(1 — aque)V 2 — 0 (N — +o0). Hence, given &, IN;
s.t. VN > Ns, V;gew(tto) — V(o) > 0. But we assume that firm j does not sell the data

at t = 0. A contradiction.

In sum, firms always sell data and consumers reveal nothing at t = 0 in equilibrium.
Anticipating that, the consumer’s posterior belief about each firm’s type is ug. This repeats
in every period. Therefore, for any § € (0,1),3dNs s.t. VN > Ny, firms always sell data and
consumers reveal nothing in the unique MPE. Consumer’s belief about the firm’s type is
always .

Suppose g < 1. The first period payoff will be 7 in equilibrium and § + D(1 — 7) if the
firm deviates. All the remaining proof is the same as above. m
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