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Abstract
We present a re-investigation of sulfate-water clus-
ters SO2−4 (H2O)n=3−7, which involves several new
aspects. Using a joint molecular mechanics /
first principles approach, we perform exhaustive
searches for stable cluster geometries, showing
that the sulfate-water landscape is much richer
than anticipated previously. We check the com-
patibility of the new structures with experiment by
comparing vertical detachment energies (VDEs)
calculated at the B3LYP/6-311++G** level of
theory and determine the energetic ordering of
the isomers at the RI-MP2/aug-cc-pVTZ level.
Our results are benchmarked carefully against
reference energies of estimated CCSD(T)/aug-
cc-VTZ quality and VDEs of CCSD(T)/aug-cc-
pVDZ quality. Furthermore, we calculate anhar-
monic vibrational corrections for up to the n = 6
clusters, which are shown to be significant for iso-
mer energy ordering. We use energy decomposi-
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tion analysis (EDA) based on the absolutely local-
ized fragment (ALMO) expansion to gain chemi-
cal insight into the binding motifs.

1 Introduction
Sulfates play an important role in industrial and
environmental processes ranging from their stabi-
lizing effects on proteins (as part of the famous
Hofmeister series1,2), as an algaecide,3 and use
in fertilizers.4 Studies of sulfate-water clusters in
particular have direct environmental relevance in
formation of aerosols that produce acid rain by-
products from fossil fuel consumption, and more
recently the same aerosols have been proposed as
a controversial geoengineering solution to global
warming.5 Although sulfate aerosols are chemi-
cally complex, with likely significant components
of organic material, sulfate nano-solvation with
water is a fundamental first step in understanding
aerosol formation.
Sulfate-water clusters also provides unique in-

sight into the molecular nature of ionic solvation
because the sulfate anion charge allows for ex-
perimental mass selection of specific sizes, thus
allowing the study of formation of the solvation
shell by adding one solvent molecule at a time. In-
frared6,7 and photoelectron8 spectroscopy, as well
as theoretical modeling6–9 studies, have revealed
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that even the smaller sulfate-water clusters exhibit
a complex set of low-lying structures.8
In this paper we re-investigate sulfate-water

clusters SO2−4 (H2O)n for n= 3−7. This is an in-
teresting size range, as it spans the region where
the sulfate’s excess electron is just barely stabi-
lized by the solvate environment (n = 3), over
some intermediate region (n= 4,5) and finally the
region (n = 6,7) where cooperative effects in the
water network become important. We note that
there has been quite some dispute about the clo-
sure of the first solvation shell, with earlier works
reporting that sulfate is typically surrounded by
7− 13 waters,10–18 whereas more recent publi-
cations agree that the first solvation shell closes
at around n = 12.6,19,20 In particular, we perform
an exhaustive search of the energy landscape for
the smaller n = 3− 7 clusters via a combined
force field/first principles approach using the po-
larizable AMOEBA force field21–23 in combina-
tion with density functional theory (DFT) and res-
olution of the identity second-order Møller-Plesset
perturbation theory (RI-MP2) for a subsequent en-
ergy ranking and the calculation of vertical de-
tachment energies (VDEs). In order to assess
the quality of the DFT and RI-MP2 energies and
VDEs we calibrate against coupled cluster theory
including singles, doubles and perturbative triples
(CCSD(T)). Finally, we check whether the novel
structures agree with experiment by comparing the
VDEs.
Another aspect of this work is the assessment

of anharmonicity. Due to the floppy nature of
the clusters a reliable energy ranking requires the
calculation of zero-point vibrational energies in-
cluding anharmonic effects. The results from
previous studies24 show that anharmonic effects
can amount to 10-20% of the zero-point energy
(ZPE) for the high-frequency modes, which is
non-negligible with respect to the energetic order-
ing of the isomers (being sometimes separated by
as little as 0.1 kcal/mol). So far these calculations
have only been considered for the smaller clusters
(n= 1−3).24 We present estimates of anharmonic
effects for up to n = 6 and show their influence
on the energetic ordering of the isomers. Finally,
since sulfate-water gives rise to clusters with very
different topologies and binding motifs, it is inter-
esting to look at them from the chemical perspec-

tive and to investigate the different contributions
to the solvate-solvent and solvent-solvent interac-
tions, especially in view of the hydrogen bonding.
To this end we performed energy decomposition
analysis (EDA) calculations25–27 that allow for the
separation of the binding energy into components
such as frozen-fragment, polarization and charge-
transfer contributions.

2 Computational methods

2.1 Exploring the potential energy
surface

We use the AMOEBA (Atomic Multipole Opti-
mized Energetics for Biomolecular Applications)
force field with the TINKER software program
for molecular mechanics and dynamics simula-
tion28 to explore the potential energy surface. The
AMOEBA force field offers high fidelity to ab ini-
tio calculations but at a computational cost that
allows for the fast calculation of a large number
of trajectories, and has been shown to be a reli-
able generator of structures for use in hybrid en-
ergy approaches in a recent study of water-sulfate
anion clusters.23 We use the standard AMOEBA
model of water28,29 with a model of sulfate re-
ported in the electronic supplementary material.
The force field parameters are extracted fromMP2
calculations using the optimized sulfate/water con-
figurations at the level of MP2/aug-cc-pVTZ with
a basis set superposition error (BSSE) correction
and MP2 density.30 The multipole moments for
each structure are calculated from the optimized
wave functions using distributed multipole analy-
sis (DMA)31,32 and the software of Stone.33 The
remaining van-der-Waals (vdW) and bond param-
eters are obtained by comparing the AMOEBA
optimized structure, energy and frequency to the
Gaussian0334 optimized structures, energies, and
frequencies calculated at the MP2/aug-cc-pVTZ
level.30 Details on the statistical performance of
the AMOEBA model for sulfate-water as com-
pared to MP2/aug-cc-pVTZ can be found in.23
We then explored the energy surface of sulfate-

water by performing parallel tempering replica
exchange molecular dynamics simulations. For
each cluster size we ran 10 different temperature
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baths between 140 and 500 K, swapping configu-
rations (replicas) between baths according to the
Metropolis criterion. Each simulation was 0.5 ns
long and yielded 1000 starting configurations for
subsequent geometry optimization, i.e. 10,000 ini-
tial geometries for each cluster size. In order to de-
termine the unique isomers of the optimized struc-
tures, we tried two different criteria: (1.) a geo-
metric comparison based on the number of hydro-
gen bonds and (2.) an energy-based criterion. We
will report on the number of structures found using
this approach in section Section 3.2.1 (see Column
2 of Section 3.2.1).
From previous benchmarks23 we know that the

average error bars in the AMOEBA energies are
on the order of ±2 kcal/mol. We aim at identi-
fying the majority of isomers that are within about
2.5 kcal/mol of the global minimum, i.e. those that
have Boltzmann factors larger than ≈ 2% at 300
K. Therefore we initially chose all isomers with
relative AMOEBA energies of about 4.5 kcal/mol
or less have to be considered in the subsequent
first principles calculations. As it turns out, how-
ever, the maximum errors in the AMOEBA en-
ergies can be several kcal/mol larger (see section
Section 3.2.1). The energy window was therefore
increased to 10 kcal/mol in order to be safe. We
will discuss the number of ”survivors” of this pre-
screening procedure in the results section (Sec-
tion 3.1, see column 3 of Tab. Section 3.2.1).

2.2 First principles calculations
Although the statistical agreement of AMOEBA
structures and energies with high-level calcula-
tions was good in previous benchmarks,23 the en-
ergetic ordering can be mixed up in some cases
and we also need a method for the reliable calcu-
lation of VDEs. Since the number of new isomers
that we found is large (see section Section 3.2), we
need an approach that is computationally feasible
even for larger clusters. For the cluster range that
we investigate here, RI-MP2 and DFT are viable
compromises between speed and accuracy for the
description of the energetic ordering of the closed-
shell clusters. DFT is also typically robust enough
to describe open-shell species for the calculation
of detachment energies and relative energetics at
a cost of an SCF calculation. In recent applica-

tions to the simulation of the PES of cyanide-water
we observed that the popular B3LYP density func-
tional35–37 gives satisfactory agreement with refer-
ence calculations and with experiment, while hav-
ing only modest computational demand. We use
it here for the calculation of VDEs as well as en-
ergy decomposition analysis to understand the dif-
ferent contributions to intermolecular binding (i.e.
frozen-fragment, polarization and charge-transfer
contributions).25 For the isomer energy ordering
we use RI-MP2 theory, which is shown to be very
accurate in the following benchmark calculations
(it is not adequate for VDEs due to spin contami-
nation in the radical).
In our benchmark calculations we calibrate the

B3LYP and RI-MP2 binding energies and relative
isomer energies against estimated CCSD(T)/aug-
cc-pVTZ results. Altogether we consider 22 iso-
mers in the n = 3− 5 range. The reference ener-
gies are obtained by correcting the CCSD(T)/aug-
cc-pVDZ results for basis set effects at the RI-
MP2/aug-cc-pVTZ level of theory. To assess the
quality of the B3LYP vertical detachment ener-
gies, we compare 10 VDEs for low-lying n =
3,4 clusters between B3LYP/6-311++G** and
CCSD(T)/aug-cc-pVDZ (no MP2 estimates are
used here since they are usually deemed unreliable
for the calculation of VDEs).
Our calibration calculations are performed as

follows. For B3LYP and RI-MP2 we use the di-
anion geometry optimized within the respective
method and basis set. For the B3LYP calcula-
tions we tested the performance of the Pople-style
6-31+G*, 6-311++G**38 and the Dunning aug-
cc-pV(D,T)Z39,40 basis sets and found that the 6-
311++G** basis yields sufficiently accurate re-
sults at modest cost, such that we use this ba-
sis set throughout. All RI-MP2 calculations are
performed within an aug-cc-pVTZ basis in com-
bination with the matching fitting basis.41 For
CCSD(T) we use the RI-MP2/aug-cc-pVTZ ge-
ometry. Since the sulfate dianion is electroni-
cally stable only for n≥ 3, we determine all bind-
ing energies relative to the global minimum of
SO4(H2O)3. Relative isomer energies are cal-
culated with respect to the global minimum for
each cluster size according to the electronic en-
ergy (without zero-point corrections). Since we
found anharmonic vibrational corrections to be
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quite large, we have devoted separate method and
results sections to their description (sections Sec-
tion 2.3 and Section 3.3). Vertical detachment en-
ergies are calculated by taking the energy differ-
ence between the monoanion and the dianion en-
ergies at the dianion geometry.
All wave-function based calculations were per-

formed within the frozen core approximation.
A development version of the Q-Chem program
package was used throughout.42

2.3 Zero-point vibrational energy
Anharmonicity and mode coupling can play an im-
portant role for weakly bound systems like solva-
tion clusters. Unfortunately a full treatment is very
expensive for the larger clusters, as it requires the
use of high-level vibrational correlation methods
and high-quality potential energy surfaces, which
come at great computational cost. In vibrational
configuration interaction (VCI) theory,43 for ex-
ample, quadruple and higher excitations are typ-
ically required to obtain reasonably converged re-
sults, which comes at the cost of an unfavorable
scaling of O(N8) or higher and large memory re-
quirements. The necessity for including such high
excitations stems from the nature of the vibrational
many-body interactions as well as size inconsis-
tency of the truncated VCI expansion. Second-
order vibrational perturbation theory (VPT2),44,45
as a cheaper and size-consistent alternative, un-
fortunately faces problems with Fermi resonances,
i.e. systems in which degeneracies in the vibra-
tional energy levels lead to near-zero energy de-
nominators.
We therefore resorted to the transition optimized

spherical harmonics (TOSH) model46 for the treat-
ment of anharmonicities, as implemented in the
Q-Chem program package.42 TOSH uses an in-
expensive model for the anharmonic wave func-
tion, which is based on first-order perturbation
theory and is therefore not plagued by the zero-
denominator problem. The TOSH model an-
harmonic wave function is obtained by shifting
the harmonic wave function, which is normally
centered about the equilibrium geometry, by an
amount σ in order to model the asymmetry of the
anharmonic wave function. The shift parameter σ
is obtained by comparing the first-order perturba-

tive energy expression based on the TOSH wave
function with the conventional VPT2 energy ex-
pression. This incorporates the anharmonic cor-
rection in the wave function, such that TOSH ar-
guably ”gives second-order accuracy at only first-
order cost”47 and ”does not suffer from the prob-
lems associated with Fermi resonances, which
plague the VPT2 approach”.46
Furthermore, resorting to the TOSH model re-

duces the number of third- and fourth-order deriva-
tives of the energy with respect to nuclear dis-
placements that have to be calculated, since it re-
quires only diagonal fourth-order derivatives ηii j j
at worst.46 Nevertheless, the numerical calcula-
tion of these derivatives still requires many single-
point calculations (only up to second derivatives
are available analytically in Q-Chem42). In or-
der to make the calculations feasible even for the
larger clusters, we calculate the anharmonic cor-
rections at the B3LYP level in combination with
a small 6-31+G* basis set. To give the reader an
impression of the computational cost, we note that
even at this modest level of theory a calculation for
a single n = 6 isomer took 23.2 days on a single-
core 3.0 GHz Intel Xeon linux machine, of which
23 days are spent in the derivative calculation and
3 hours in the actual calculation of the TOSH en-
ergy.
To illustrate the breakdown of VPT2 and the per-

formance of TOSH in the case of Fermi resonance,
we consider two isomers (”3.5.1-1” and ”3.5.1-
2”, explanation of nomenclature in section Sec-
tion 3.2) of the n= 3 cluster for which Fermi res-
onance occurs. Table Table 1 shows the harmonic,
VPT2 and TOSH frequencies for these clusters,
and Figure Figure 1 shows the structures of the two
isomers as well as normal-mode vectors for the
Fermi-resonant modes. The VPT2 frequency of
4164 cm−1 for the water-water donor OH stretch
(mode 36) of isomer 3.5.1-1 is unreasonably high.
A typical range for the water OH stretch would be
3300–3650 cm−1. We note that the harmonic fre-
quency for mode 36 is 3611 cm−1, which is within
0.6 cm−1 of the first overtone of mode 30, the con-
certed three-water bend at 1805.2 cm−1 (see Fig-
ure 1 (a) and (b)). The unreasonable VPT2 result
is thus likely to be due to Fermi resonance between
modes 36 and 30. The TOSH frequency of 3303
cm−1 for mode 36, on the other hand, is very rea-
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(a) Mode 36 of
isomer 3.5.1-1

(b) Mode 30 of
isomer 3.5.1-1

(c) Mode 24 of isomer
3.5.1-2

(d) Mode 13 of isomer
3.5.1-2

Figure 1: Isomers 3.5.1-1 and 3.5.1-2 of the n =
3 cluster as well as illustrations of the Fermi-
resonant mode pairs 36/30 and 24/13, respectively.

sonable.
Next we observe that the VPT2 frequency of

2402 cm−1 for mode 24 (water libration) of iso-
mer 3.6 is unreasonably large. This is again due
to Fermi resonance, as seen by comparing the har-
monic frequencies of mode 24 (933.2 cm−1) and
13 (a concerted intermolecular twisting motion of
the water molecules at 466.5 cm−1). The TOSH
frequency for mode 24 is again at a reasonable
867.9 cm−1.
In order to further assess the quality of the

TOSH anharmonic corrections, we compare our
TOSH/B3LYP/6-31+G* results with the CC-
VSCF/MP2/TZP vibrational calculations of Miller
et al.24 for the global n = 3 minimum (see sec-
tion Section 3.2 for a description of the isomers).
We note that this is an example where VPT2 is
expected to perform well, since no Fermi reso-
nances occur. Table Table 2 shows the harmonic
frequencies and anharmonic corrections obtained
at the CC-VSCF, TOSH, VPT2 and VCI(2) lev-
els of theory. We remark that this comparison
of TOSH and CC-VSCF is not completely fair,
since we are using the B3LYP/6-31+G* poten-
tial energy surface, whereas Miller et al. used an

MP2/TZP potential. It is known that anharmonic
frequencies from B3LYP potential energy surfaces
are typically too low by on the order of 50-100
cm−1 in the high-frequency region compared to
experiment, whereas MP2 frequencies show bet-
ter agreement over the whole frequency range.48
We therefore expect that our results overestimate
anharmonicity in the high-frequency region, i.e.
3000 cm−1 and above. However, we have little
alternative since anharmonic calculations on the
MP2/TZP potential energy surface would be in-
tractably expensive for the larger clusters (both
because of the larger basis set and the unavailabil-
ity of higher than first order analytic derivatives).
We also note that CC-VSCF has limited accuracy
itself, although the errors are usually sufficiently
small to serve as a benchmark for our purposes.49
The anharmonic corrections Δω are calculated

as the difference between the harmonic and anhar-
monic frequencies. Since the absolute magnitude
of anharmonic effects should be smaller than for
the harmonic ZPE, adding anharmonicity as a cor-
rection at a rather modest basis set level should be
viable. Overall we note that TOSH gets all trends
in the anharmonic corrections right, i.e. all signs
and the order of magnitude are correct. VPT2 on
the other hand predicts the wrong sign in 2 cases,
although the order of magnitude is generally cor-
rect. VCI(2) fails to predict the right signs in 10
cases as well as over- or underestimates the mag-
nitude of the anharmonic correction significantly
in the majority of cases, which clearly demon-
strates that VCI(2) is too low a truncation of the
VCI expansion to be useful for this cluster size.
The root mean square deviation (RMSD) of the
TOSH anharmonic corrections with respect to the
CC-VSCF results is 41 cm−1, which is slightly
smaller than for VPT2 (51 cm−1) and much bet-
ter than VCI(2) (239 cm−1).
As expected, we observe that the anharmon-

ically corrected frequencies calculated on the
B3LYP potential energy surface are systemati-
cally too small for the high-frequency modes
(i.e. > 3000 cm−1) by on the order of 100
cm−1 compared to CC-VSCF/MP2, whereas the
lower frequencies are typically reproduced faith-
fully at the TOSH/B3LYP level.50 The anhar-
monic corrections, however, are very similar at the
TOSH/B3LYP and the CC-VSCF/MP2 levels. For
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Table 1: Selected harmonic, VPT2 and TOSH frequencies for isomers no. 2 and 6 of the n = 3 cluster
at the B3LYP/6-31+G* level (all in cm−1). Modes 31-36 correspond to the symmetric and asymmetric
OH stretches, mode 30 corresponds to concerted water bend, mode 24 is water libration, and mode 13
corresponds to an intermolecular water twisting motion. Fermi resonances are shown in bold.

Harmonic VPT2 TOSH
Mode 3.5.1-1 3.5.1-2 3.5.1-2 3.5.1-2 3.5.1-1 3.5.1-2
36 3611 3606 4164 3413 3303 3358
35 3542 3529 3299 3308 3243 3286
34 3499 3514 3148 3196 3139 3199
33 3461 3473 3182 3139 3235 3148
32 3438 3445 3098 3091 3098 3092
31 3379 3379 3124 3079 3103 3060
30 1805 1780 1804 1782 1741 1749

... ... ...
24 937.8 933.2 1027 2402 975.5 867.9

... ... ...
13 456.0 466.5 794.1 658.6 794.1 585.9

... ... ...

some low-frequency vibrations we find deviations
of up to 66 cm−1, which may be due to differences
in the potential energy surface, the vibrational cor-
relation method, or combinations thereof.
The maximum deviation from the CC-VSCF re-

sults is 89 cm−1 for TOSH and 113 cm−1 for
VPT2. We observe that VCI(2) fails completely
for the highest-energy mode and predicts an anhar-
monic correction that is in error by 650 cm−1. We
conclude that TOSH yields anharmonic correc-
tions that are of similar quality as VPT2 without
the problems associated with Fermi resonances.

2.4 Benchmarks
In our benchmark calculations we find a decent
agreement between the B3LYP/6-311++G** and
the CCSD(T)/aug-cc-pVTZ(est.) binding energies
(graph in supplementary material). Linear regres-
sion analysis with f (x) = a+ bx shows that the
correlation between the B3LYP and the CCSD(T)
binding energies is, overall, quite good: The slope
b of 0.964 is close to 1 with a correlation coef-
ficient of r2 = 0.998. We are therefore confident
that B3LYP/6-311++G** can reproduce most of
the qualitative trends in the binding energies and
is thus sufficient for analyzing the binding trends.

However, the deviations are too large for a reli-
able determination of the isomer energetic order-
ing, since on an absolute scale the mean (maxi-
mum) deviations are on the order of 1.01 (2.56)
kcal/mol, as shown in Table 3. We also note that
the B3LYP energies deteriorate with increasing
cluster size, since b < 1. Size-dependent bind-
ing trends should, however, be reproduced quali-
tatively correct.
For a more reliable energetic ordering we

therefore resort to the RI-MP2/aug-cc-pVTZ re-
sults, which exhibit a good agreement with the
CCSD(T)/aug-cc-pVTZ(est.) reference energies
(Table 3). Linear regression analysis yields a
slope of b = 0.999 and a correlation coefficient
of r2 = 1.000 for the RI-MP2/CCSD(T)(est.) plot
(not shown here). The RI-MP2 results thus repro-
duce the coupled cluster trends almost perfectly.
This shows that higher-order correlation effects
are not significant in the clusters included in the
benchmark set. We note, however, that it is known
that some clusters require the inclusion of con-
nected triples.51 Furthermore, our reference values
were obtained only at the aug-cc-pVTZ basis set
level; it is therefore possible that larger basis sets
would be required to ensure basis set convergence
of the observed properties.
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Table 2: Comparison of CC-VSCF/MP2/TZP calculations from Ref.24 with the results of our
TOSH/B3LYP/6-31+G* anharmonic correction scheme for the global minimum of the n = 3 isomers.
ω (Δω) denotes the vibrational frequency (anharmonic correction) at the respective level of theory (all in
cm−1). RMSD and maximum errors are given with respect to the CC-VSCF results.

Ref.24 This work
Mode ωharm. ωCC-VSCF Δω ωharm. ΔωTOSH ΔωVPT2 ΔωVCI(2)
OH symmetric stretching 3698 3414 -284 3550 -195 -230 366
OH asymmetric stretching 3691 3396 -295 3544 -262 -262 -93
OH symmetric stretching 3687 3454 -233 3538 -232 -139 -7
OH symmetric stretching 3683 3463 -220 3533 -253 -253 -70
OH asymmetric stretching 3679 3380 -299 3517 -282 -353 -117
OH asymmetric stretching 3675 3410 -265 3514 -342 -342 -120
Bend of water 1770 1727 -43 1793 -25 70 68
Bend of water 1746 1711 -35 1768 -31 -31 128
Bend of water 1738 1699 -39 1759 -22 20 116
SO2 asymmetric stretching 1094 1076 -18 1052 -19 -19 150
SO2 symmetric stretching 1058 1043 -15 1021 -8 -15 151
SO2 asymmetric stretching 1016 1000 -16 985 -11 -11 152
SO4 stretching 913 901 -12 873 -2 -9 157
Libration of water 869 936 67 855 130 130 323
Libration of water 852 913 61 844 115 103 290
Libration of water 833 905 72 824 132 132 283
SO2 bending 589 585 -4 578 -8 -8 151
SO2 bending 580 576 -4 568 -7 -7 151
SO2 bending 567 565 -2 555 -4 -4 155
Intermolecular 470 550 80 486 146 146 413
Intermolecular 464 555 91 476 106 106 346
Intermolecular 460 490 30 464 104 100 316

RMSD error in Δω 41 51 239
Max. error in Δω 89 113 650
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Table 3: Mean deviation (MD), root mean square
deviation (RMSD) and maximum deviation from
the CCSD(T)/aug-cc-pVTZ(est.) binding energies
for 22 sulfate-water clusters with n = 3−5 (all in
kcal/mol).
Method MD RMSD MAX
B3LYP/6-311++G** 1.058 1.368 2.557
RI-MP2/aug-cc-pVTZ 0.000 0.097 0.309

The analogous benchmark for the B3LYP/6-
311++G** vertical detachment energies is shown
in Figure 2. A linear regression analysis shows
that, overall, the correlation between the B3LYP
and the CCSD(T) results is good (r2 = 0.937). On
an absolute scale the MD and RMSD of 0.015
and 0.070 eV are small. We note, however, that
the biggest deviation is 0.135 eV, which is rela-
tively large compared to the differential effects be-
tween the isomers for a given cluster size. Fur-
thermore, the linear regression slope of b= 0.931
shows that the fidelity deteriorates with increasing
cluster size. We therefore conclude that B3LYP/6-
311++G** is suitable to describe the overall trends
in the VDEs and yields statistically decent results,
although individual outliers are possible.
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Figure 2: Comparison of vertical detach-
ment energies at the B3LYP/6-311++G** versus
CCSD(T)/aug-cc-pVDZ reference. Linear regres-
sion to f (x) = a+bx yields {a= 0.088,b= 0.931}
with a correlation coefficient of r2 = 0.937.

3 Results

3.1 Fidelity of the AMOEBA energy
surface

Based on an average AMOEBA-vs.-MP2 error of
2 kcal/mol,23 we initially applied an energy win-
dow of 4.5 kcal/mol to select candidates with ab
initio energies of 2.5 kcal/mol and less. While
this worked well in many cases and produced sev-
eral new structures, we found that the AMOEBA
energies for some structures differ significantly
from the ab initio values. For example, isomer
6-II (6.12.0-1) has an AMOEBA energy of 6.2
kcal/mol, while B3LYP and CCSD(T) predict en-
ergies of 3.8 kcal/mol (B3LYP) or 3.4 kcal/mol
(CCSD(T)). This overestimation caused 6-II not
to show up in our original energy window. The
average deviation for the n= 7 isomers was again
good, but here the outliers were even more pro-
nounced: Several structures had relative energies
of 8 kcal/mol and more according to AMOEBA,
while the B3LYP energies were on the order of
2 kcal/mol or less. We found that these outliers
occurred mostly for structures with many sulfate-
water bonds and a small water network. This sug-
gests an imbalance in the description of sulfate-
water binding versus water-water binding in the
current AMOEBA parametrization. To make sure
that we did not miss important low-lying struc-
tures, we increased the AMOEBA energy window
to 10 kcal/mol.

3.2 Isomer gallery and VDE compari-
son

We start by first making general observations and
investigating the general trends, before having a
closer look at some selected structures. Figures
Figure 3-Figure 7 show the energetically low-lying
isomers that we found using our AMOEBA search
procedure. Our nomenclature for the isomers is
as follows: Every structure is sorted into a cate-
gory ”n.s.w”, where n is the number of waters, s
the number of sulfate-water hydrogen bonds and
w the number of water-water bonds. Within each
category the structures are sorted according to in-
creasing electronic energies relative to the global
minimum (see sec. Section 3.3 for remarks on vi-
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3.6.0

Erel 0.00 0.07 0.58
VDE 1.058 0.941 0.897

3.5.1

Erel 1.08 1.58 3.10
VDE 0.826 0.636 0.805

3.4.2

Erel 3.53
VDE 0.697

3.4.1

Erel 2.86
VDE 0.814

3.3.3

Erel 1.05
VDE 0.800

Figure 3: Gallery of low-energy n = 3 clusters. In our cluster nomenclature ”n.s.w” n signifies total
number of water molecules, s number of water-sulfate bonds, and w denotes the number of water-water
bonds. The number of non-bonded hydrogens can be calculated as 2n−s−w. Energies below each picture
are the relative non-ZPE corrected cluster energies calculated at the B3LYP/6-311++G** level of theory
and are given in kcal/mol. VDEs reported in eV.
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brational effects), such that we can assign a unique
and descriptive name to each isomer. For exam-
ple, 3.6.0-1 denotes an n = 3 cluster, more par-
ticular the lowest-lying structure in the class with
three water molecules, 6 sulfate-water bonds and
no water-water bonds. The maximum value that
s+ w can assume is 2n. Since we sorted the
structures according to their w value from small-
est (top) to largest (bottom), looking at the table
of isomers from top to bottom gives an impres-
sion of how frequently we find favorable sulfate-
water interactions as compared to water-water net-
works. To make it easier for the reader to identify
newly found structures, we have marked themwith
boxes.

3.2.1 General observations regarding the en-
ergy landscape

Already at first glance it becomes apparent that our
number of structures exceeds the previously pub-
lished numbers8,9,52 by far, which alludes to the
fact that the potential energy landscape is much
richer than anticipated or explored so far. For fair-
ness we remark that the largest numbers of new
structures were found for n = 7, which may have
played a marginal role in previous work. We nev-
ertheless find many new structures for the other
cluster sizes (n= 3−6) as well.
It is remarkable that, while the previously re-

ported structures comprise the global minima for
n = 3− 6, we found at least one additional struc-
ture for each n that is populated with a probabil-
ity of 15% or more at 300K. For n = 6 we found
one structure (6.7.5-2) that is virtually isoenergetic
to the established global minimum (6.7.5-1, or 6-I
according to8). Even more excitingly, for n = 7
we found a new candidate (7.9.5-1) for the global
minimum (although we do not claim that the level
of theory chosen here generates the correct ener-
getic ordering). Moreover, two more of the new
structures (7.9.5-2 and 7.9.5-3) are virtually isoen-
ergetic to the global minimum.
Note that for Figs. Figure 6 and Figure 7 we only

show isomers in an energy range of 0-1.1 kcal/mol
in order to keep the gallery size manageable. Thus
the previously found structures 6-II–6-IV and 7-
II–7-V, which are also sampled by our AMOEBA
simulations, had to be moved to the supplementary

material. For Figs. Figure 3 to Figure 5 we show
all minima in an 0-2.5 kcal/mol B3LYP energy
window, corresponding to Boltzmann weights of
15.5% and more.
Our calculations show quite impressively how

the number of minima grows as the cluster size
increases (Section 3.2.1). Already for the 5-water
cluster we found on the order of 100 distinct min-
ima and up to 2,100 for the seven-water cluster.
Of these, only a small fraction is below our first
AMOEBA selection threshold of 4.5 kcal/mol,
with only 10 structures for n = 3, on the order of
60 structures for n = 6, and on the order of 180
for n = 7. Compared to the previously published
minima, we were able to increase the number of
known low-lying minima (≤ 1.1 kcal/mol) by up
to one order of magnitude (from 1 to 16). This il-
lustrates the usefulness of our multi-step approach,
i.e. starting with a parallel tempering MD ap-
proach based on an economical, but on average en-
ergetically faithful method such as the AMOEBA
force field to preselect a limited number of ener-
getically low-lying starting structures.
Furthermore, the number of very low-lying

structures is small compared to the number of ini-
tial structures. This alludes to the fact that it may
be possible to rationalize the favorable structures
to a certain degree using chemically intuitive cri-
teria, for example using the notion of compet-
ing effects such as binding via electrostatic versus
charge transfer effects, as has been done before8
and will be discussed below. Nevertheless, this
knowledge can only applied a posteriori and does
avoid the local minima search problem, which re-
mains an NP-hard problem for solvation clusters.
Our results illustrate the importance of statistical
effects in the potential energy landscape explo-
ration even for such small clusters.

3.2.2 Chemical binding motifs

General trends. Due to the composition of the
system one can trivially distinguish between two
basic types of bonds: sulfate-water and water-
water bonds. Among these, a finer distinction can
be made on the basis of whether they are exclu-
sive, or shared between two or even three bind-
ing partners. For example, we observe that every
sulfate oxygen can bind (i) one, (ii) two, or (iii)
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4.8.0

Erel 0.15 0.33 2.06
VDE 1.587 1.523 1.324

4.7.1

Erel 0.33 0.38
VDE 1.407 1.409

4.6.2

Erel 1.16 1.76
VDE 1.335 1.320

4.5.3

Erel 0.00 2.54
VDE 1.245 1.228

4.4.4

Erel 2.09
VDE 1.059

Figure 4: Gallery of low-energy n = 4 clusters. framebox figures show new, previously undiscovered
structures. Energies below each picture are the relative non-ZPE corrected cluster energies calculated at
the B3LYP/6-311++G** level of theory. Relative energies are reported in kcal/mol, VDEs in eV.
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5.10.0

Erel 1.56
VDE 1.608

5.9.1

Erel 2.11
VDE 1.693

5.7.3

Erel 0.00 2.09
VDE 1.802 1.573

5.6.4

Erel 1.13 1.16 1.96
VDE 1.963 2.133 1.704

Erel 1.75 1.76 2.03
VDE 1.716 1.802 1.586

Erel 1.62 1.63
VDE 1.606 1.720

Figure 5: Gallery of low-energy n = 5 clusters. framebox figures show new, previously undiscovered
structures. Energies below each picture are the relative non-ZPE corrected cluster energies calculated at
the B3LYP/6-311++G** level of theory. Relative energies are reported in kcal/mol, VDEs in eV.
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6.12.0

Erel 3.83
VDE 2.867

6.9.3

Erel 0.24
VDE 2.292

6.8.4

Erel 0.26 0.29 0.76 0.79
VDE 2.174 2.195 2.147 2.155

Erel 0.97 0.99 1.05 1.05
VDE 2.147 2.253 2.242

6.7.5

Erel 0.00 0.07 0.48 0.49
VDE 2.017 2.111 2.008 2.026

Erel 0.64 0.73
VDE 2.151 2.149

6.6.6

Erel 0.51 0.53
VDE 2.060 2.068

Figure 6: Gallery of low-energy n = 6 clusters. framebox figures show new, previously undiscovered
structures. For space reasons we list only structures below 1.05 kcal/mol as well 6.12.0-1 for compara-
bility with the literature. Energies below each picture are the relative non-ZPE corrected cluster energies
calculated at the B3LYP/6-311++G** level of theory. Relative energies are reported in kcal/mol, VDEs
in eV. 13
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7.10.4

Erel 1.02
VDE

7.9.5

Erel 0.00 0.03 0.07 0.40
VDE 2.763 2.737 2.723 2.720

7.8.6

Erel 0.03 0.48 0.65
VDE 2.665 2.614 2.518

Erel 0.66 0.96 1.03
VDE 2.623 2.588 2.585

7.7.7

Erel 0.23 0.29 0.30
VDE 2.769 2.776 2.556

7.6.7

Erel 0.21 0.25
VDE 2.446 2.444

Figure 7: Gallery of low-energy n = 7 clusters. framebox figures show new, previously undiscovered
structures. Due to the multitude of new structures, we can only show the ones with energies below 1
kcal/mol here. Other structures are given in the supplementary material. Energies below each picture
are the relative non-ZPE corrected cluster energies calculated at the B3LYP/6-311++G** level of theory.
Relative energies are reported in kcal/mol, VDEs in eV.
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Table 4: Number of distinct local minima: (1.) in total, as generated by our AMOEBA simulations, (2.)
within a 4 kcal/mol energy window from the global minimum, as ranked by AMOEBA, and (3.) lower
than 1.1 kcal/mol, as determined at the B3LYP/6-311++G** level (this work). For comparison we also
show (4.) the number of low-lying minima from the literature8,9,52 as ranked using our B3LYP energies.
Note that for n = 5 we report both, the ZPE uncorrected and the ZPE-corrected numbers. For all other
isomers, ZPE-uncorrected values are reported.

Number of isomers
AMOEBA B3LYP Lit.

n total ≤ 4.5 kcal/mol ≤ 1.1 kcal/mol ≤ 1.1 kcal/mol
3 10 10 5 3
4 40 10 5 3
5 100 12 2 (3) 2 (3)
6 800 60 17 5
7 2,100 180 16 1

three water molecules. The observed maximum
of three bonds per sulfate oxygen arises probably
because of sterical reasons – the vdW spheres for
the hydrogens in (iii) are virtually touching each
other. Examples for types (i) and (ii) can be found
in structure 3.6.0-1, where the ”left” and ”right”
waters have one exclusive and one shared bond
each, and the ”central” water has two shared bond.
An example for binding to three waters (iii) can be
found in structure 3.6.0-2.
In our simulations we found water acting as a

hydrogen donor (electron acceptor) in up to two
bonds and as a hydrogen acceptor (electron donor)
typically in up to one bond, such that the highest
coordination number we observe is three. Thus
we can characterize the water-water bonds by the
number of hydrogen bonds donated (D) or ac-
cepted (A) as D, DD, AD and ADD (other motifs
were not observed here). As n increases, we find
an increasing tendency for water-water networks
to form and a trend from lower to higher coordina-
tion numbers for the water, as is also observed for
pure water clusters.53
The interplay of binding motifs (i)-(iii) and A-

ADD gives rise to a multitude of structures. How-
ever, it is possible to isolate certain typical mo-
tifs. We first note that there are structures that are
(1) exclusively sulfate-water bound, such as in the
3.6.0, 4.8.0, 5.10.0 and 6.12.0 classes. For n = 7
the highest sulfate coordination number is 12 be-
cause of the sterical crowding of the water ligands
described above. Another recurring motif is that

of a (2) water dimer that is bound to the sulfate,
as shown e.g. in 3.5.1-1. Here one of the water
molecules forms two hydrogen bonds to sulfate,
whereas the other water is connected to the sul-
fate via one hydrogen end and to the first water
with the other hydrogen. We note that the geome-
try of the ”sulfate-bound water dimer” is changed
in comparison to the global minimum of the free
dimer in that the hydrogen atoms stand cis rather
than trans, which is necessary to allow forma-
tion of three sulfate-water bonds. Furthermore, we
find (3c) ”cyclic” water trimers, i.e. monodromic
three-membered water rings as in 3.3.3-1 and (3o)
”open” water trimers as in 3.4.2-1. In the cyclic
trimer the water molecules are arranged in a ring
whith one hydrogen on each water bound to the
sulfate. The next binding motif is a (4c) cyclic
water tetramer, i.e. monodromic four-membered
water rings such as in 4.4.4-1. Similarly to the
three-membered rings one set of hydrogen atoms
is arranged in a ring and the other four hydrogens
are bound to the sulfate. However, due to the larger
number of water ligands now two water molecules
have to share a bond to a sulfate oxygen. Also (4o)
open water tetramers are found, such as is 5.7.3-1.
Similarly, cyclic (5c) and open (5o) pentamers as
well as hexamers (6c and 6o) are found. Especially
for the larger water networks several other varia-
tions are possible, where parts of the network show
a cyclic and other an open structure, and by merg-
ing motifs (1)-(6). For example, 7.8.6-4 exhibits a
(1) + (2)∪(4c) structure, where (2)∪(4c) denotes a
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cyclic tetramer merged with a dimer. In the larger
clusters (n≥ 6) low-lying structures arise with wa-
ter in the second solvation shell, which gives rise
to additional binding motifs.
For the small n= 3,4 clusters the gallery is ”top-

heavy”, i.e. we find many energetically favor-
able structures with almost exclusive sulfate-water
binding and very few favorable water-water bind-
ing motifs. Starting with n = 5, the largest class
of structures is the 5.6.4 group of 8 relatively low-
lying structures with 4 water-water and 6 sulfate-
water bonds, whereas the class with exclusive
sulfate-water binding comprises only one struc-
ture (5.10.0-1), albeit the global minimum. The
relative stability of 5.10.0-1 stems from the fact
that the number of waters does not yet allow the
formation of a water-water network that can com-
pete with the 2×(ii) + 2×(iii) sulfate-water bind-
ing motif, which will be discussed in detail below.
Our results thus support previous findings8 that the
structures are mainly due to two competing effects,
namely the competition between sulfate-water and
water-water binding. A more detailed discussion
will follow in section Section 3.2.2, where we dis-
cuss individual binding motifs and their stabilities.
Starting from n = 6, we find only one structure

(6.12.0-1) with exclusive sulfate-water binding
(4× (iii)) which is already outside (3.8 kcal/mol)
our energy window, while the majority of low-
lying structures have more extended water net-
works. This can be rationalized by noting that
sharing the sulfate-water bond between two or
more waters seems to destabilize the bond such
that alternative water-water interactions become
more favorable, and accommodating more than
three waters is probably impossible because of
sterical reasons. Not surprisingly, we find very
stable structures amongst the structure classes in
which the hydrogen bonds are distributed such that
there is sufficient sulfate-water bonding and the
rest of the bonds are formed in the water network
such as in e.g. the 6.9.3, 6.8.4 and 6.7.5 classes.
For the n = 7 clusters the largest number of

sulfate-water bonds is 12, which is found only
in one energetically unfavorable structure (7.12.2-
1), that again is outside our energy window (4.7
kcal/mol). The majority of low-lying structures
again have more extended water networks such as
in the 7.9.5, 7.8.6, 7.7.7 and 7.6.7 classes. n = 7

is special in that some of the low-lying structures
(7.6.7) have uncoordinated hydrogens and in the
large fraction of low-lying structures with water in
the second solvation shell.
In the earlier literature it has been advocated

that the first solvation shell closes at n = 6,10–18
whereas more recent investigations all support a
solvation shell size of n = 12.6,19,20 For n = 6
our data shows an interesting feature: Many of
the lowest-lying structures (6.7.5-1 – 6.7.5-3 and
6.7.5-5 – 6.7.5-6 at 0.0 – 0.7 kcal/mol) already
have a water in a second shell. Also for n = 7
one finds many low-lying structures with a second-
shell water, e.g. 7.9.5-1 – 7.9.5-4 (0.0 – 0.4
kcal/mol). However, one can still find some very
low-lying isomers in which all water molecules are
arranged in a first solvation shell, e.g. 7.8.6-1 (0.0
kcal/mol) or 7.7.7-1 – 7.7.7-3 (0.2 – 0.3 kcal/mol).
This suggests that the first solvation shell is not
fully closed around n = 6− 7, but in order to de-
termine the size of the solvation shell one would
have to go to larger n. Our data also shows that the
nature of the solvation shell changes from predom-
inantly sulfate-bound to a coexistence of sulfate-
and water-bound structures in the n= 6−7 range.
We next compare our observations of the cluster

structures with the distribution of relative energies
(Figure 8). Several trends can be observed: (1.)
The density of isomers per energy interval is much
larger for the high-lying structures than in the low-
lying regime. (2.) For the larger clusters the
relative energies are spread out relatively evenly,
such as in n= 6−7, whereas for the smaller sizes
(n = 3− 5) relatively large gaps are found. (3.)
The cluster energies as functions of size seem to
follow a shell or band structure, where the energies
for the high-lying isomers decrease in the n= 3−6
series. Interestingly, this trend seems to stagnate
for n= 6−7.
The fact (1.) that the number of high-lying iso-

mers grows more rapidly than for the low-lying
ones can be understood based on purely statisti-
cal arguments: While there are relatively few ener-
getically favorable binding motifs, there are many
possible arrangements of the solvent shell that lead
to relatively unfavorable binding energies. We will
revisit this point when we discuss individual bind-
ing motifs (section Section 3.2.2). For the larger
clusters there are more possible combinations of
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Figure 8: Distribution of relative energies for the
n= 3−7 clusters.

binding motifs, which explains (2.) that in these
the energetic distribution can be more uniform.
The band structure (3.) of the energies can be un-
derstood by a very similar argument, i.e. recall-
ing that there is only a limited number of energet-
ically favorable binding motifs which have a typ-
ical energy range. This gives rise to an energetic
band structure. Perturbing these motifs slightly,
e.g. by changing the position of just one water
ligand, a small energy perturbation is introduced
that gives the energy band a certain width. From
the observation that the band structure trends in
the n = 3− 5 and n = 6− 7 subseries are dif-
ferent we conclude that a qualitative change in
the structure of the solvation shell occurs between
n = 5 and n = 6. This is in accordance with the
earlier observation that direct sulfate-water bond-
ing is saturated once 12 sulfate-water bonds have
been formed and thus there is a shift from a dom-
inance of sulfate-water structures towards larger
water networks from n= 6 on.
Interesting trends can also be extracted from the

plot of vertical detachment energies versus cluster
size (see supplementary material). We observe that
the VDEs increase almost linearly in the n= 3−5
series, whereas the slope changes around n= 6,7.
It is not surprising that the slope is steeper for the
smaller clusters and smaller for the larger clusters:
As we saw previously, the number of sulfate-water
bonds reaches saturation around n = 5− 6, thus
also the direct stabilization of the sulfate excess
electron reaches a maximum around n = 6. The
additional water-water bonds may stabilize the ex-

cess electron on the sulfate indirectly (e.g. through
charge transfer within the water network), but this
effect is only secondary since the charge transfer
decays quickly with distance.
We now turn to the question of why the bind-

ing motifs change when going from small to large
cluster size. One reason that we have already
discussed is sterical crowding of the water lig-
ands. Other qualitative arguments were given pre-
viously8 based mostly on electrostatic effects. Us-
ing energy decomposition analysis (EDA) we can
gain more refined insight by analyzing the trends
quantitatively in terms of frozen-fragment (Efrz),
polarization (Epol) and charge-transfer (ECT) ef-
fects, which add up to the total interaction energy
(Etot). Figure 9 (a) shows the different compo-
nents of the binding energy as a function of cluster
size for the lowest-lying isomer (solid lines) and
for the cluster with the largest energy component
in each category (dashed lines).
We observe that the trends in the frozen-

fragment contributions change around n = 6.
While for n = 3− 5 the Efrz component is iden-
tical for the lowest-lying isomer and the isomer
with the biggest frozen-fragment component (be-
cause they are, in fact, identical), the two lines
split up for n = 6. While the n = 6 isomer with
the largest frozen-fragment contribution (6.12.0-
1) essentially follows the trend of the n = 3− 5
clusters, the lowest-lying isomer (6.7.5-1) has sig-
nificantly smaller frozen-fragment contributions.
For n= 6−7 the maximum frozen-fragment con-
tribution stagnates, because the sulfate-water co-
ordination sphere is saturated and thus only 12
direct sulfate-water bonds can be formed (7.12.2-
1). Interestingly, the Efrz component for the
lowest-lying n = 7 isomer (7.9.5-1) is only 1.1
kcal/mol higher, such that the dotted and solid
lines get closer again. At the same time we ob-
serve a monotonic increase in the polarization and
CT contributions in the n = 3− 7 series: While
for n = 3,4 the more favorable structures show
stronger electrostatic binding, the larger clusters
exhibit structures with stronger polarization and
charge transfer components. This is in accordance
with the finding that in the larger clusters the for-
mation of water-water networks is favored, which
contain less electrostatic interactions with the sul-
fate and allow for more polarization and charge
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transfer. The reader is referred to the supplement
for some selected EDA results, which show that
the polarization and charge transfer component
is especially large in the clusters with extensive
water-water networks.
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(b) Binding energies per hydrogen bond.

Figure 9: Binding energies vs. cluster size
(kcal/mol), (a) on an absolute scale, (b) divided
by the number of water units. For each cluster size
we show the binding energies of the lowest-lying
isomer (solid lines) and the biggest binding energy
components (dotted lines).

Another interesting trend to investigate is the on-
set and the consequences of cooperative effects.
To this end we look at the binding energy av-
eraged over the number of hydrogen bonds and
plotted as a function of cluster size, as shown in
Figure 9 (b). The magnitude of the total binding
energy per hydrogen bond decreases as the clus-
ter size increases from -13.6 kcal/mol (n = 3) to

-11.1 kcal/mol per hydrogen bond (n = 7). Ap-
parently, cooperative effects decrease the binding
energy per solvent molecule as the cluster grows.
This is remarkable insofar as in pure water clus-
ters the binding energy per unit grows, i.e. the
cooperative effects are stabilizing. For example,
on average each hydrogen bond within the water
dimer contributes 4.6 kcal/mol, in the trimer 4.8
kcal/mol, tetramer 6.5 kcal/mol, and 6.9 kcal/mol
in the pentamer (all numbers at the B3LYP/aug-
cc-pVQZ level).53
Where does this decrease in per-bond binding

energy come from? Clearly, the biggest effects are
seen in the frozen-fragment electrostatic interac-
tions, whose stabilizing effect becomes weaker as
the cluster size increases. Polarization and charge-
transfer energies per hydrogen bond become less
favorable in the row from n= 3 to n= 5, then jump
back to stronger stabilization for n= 6 and n= 7.
We can thus conclude that the main reason for the
destabilizing collective effects lies in less favor-
able frozen-fragment interactions. This is simi-
lar to the findings for pure water clusters, where
the binding for larger clusters is dominated by po-
larization and, to a lesser extent, charge transfer,
whereas the frozen-fragment interaction becomes
even repulsive. Now for the sulfate-water clusters
we clearly see a superposition of two effects: For
the small clusters there is very favorable frozen-
fragment interaction due to the negative charge on
sulfate, which makes the Efrz much more favor-
able than in pure water. As the water network be-
comes larger, the polarization and charge-transfer
interactions become more favorable as in pure wa-
ter at the cost of less favorable, although still dom-
inating, electrostatic interactions. The reason we
see a decrease in per-bond binding energy is thus
because the initially strongly stabilizing frozen-
fragment interaction between sulfate and the water
ligands cannot ”scale” with cluster size. To under-
stand this scaling effect better, we will investigate
it further in the next section.

Specific binding motifs. In order to better un-
derstand the overall trends in the binding motifs,
it is helpful to investigate individual motifs and
their energetics. For that purpose the five bind-
ing motifs depicted in Figure 10 are most informa-
tive. In the top table we show the binding energy
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Figure 10: Energy decomposition analysis for five representative binding motifs. The table shows the
EDA components at the B3LYP/6-311++G** level (in kcal/mol). Below we show the structures of the
selected binding motifs as well as the numbering for the ALMO fragments. The color-coded matrices in
the bottom indicate the charge transfer (measured in milli-electrons, me) between the fragments, i.e. the
element in row i and column j denotes the charge donation from fragment i to j. The fragment numbers
are given in the molecular graphs, and the thickness of the arrows is proportional to the charge transfer
from the sulfate to the water ligands.
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components according to ALMO/EDA,25 and in
the matrices below we display the charge-transfer
contributions from fragment i (row) to fragment j
(column). Thus row 1 is associated with sulfate
→ water charge donation, column 1 with water→
sulfate back-donation, and (i = 2 . . .n, j = 2 . . .n)
with the water-water network. Diagonal elements
can be interpreted as intramolecular polarization
accompanying the charge transfer.
The most simple binding motif is shown on

the left (I): All water molecules are bound to the
sulfate via two hydrogen bonds. As the EDA
shows, this motif is optimal with respect to frozen-
fragment interactions (-9.2 kcal/mol per H bond),
whereas the polarization and CT contributions are
only -2.5 and -1.9 kcal/mol per bond. Next (II)
we consider a structure where two waters form a
hydrogen bond; note that here the CT component
becomes more stabilizing by 0.5 kcal/mol per H
bond. In the central structure (III) we show a three-
membered monodromic ring, where the CT com-
ponent is similarly large. We then note that four-
membered monodromic rings (IV) are not very fa-
vorable according to the frozen-fragment interac-
tion (-6.4 kcal/mol per bond on average), but that
the polarization and charge transfer become more
favorable at -3.0 and -3.0 kcal/mol per H bond.
This more detailed comparison thus supports ear-
lier findings that larger water-water networks are
favorable for polarization and charge transfer, and
frozen-fragment interactions are favored when di-
rect sulfate-water bonds can be formed.
A further inspection of the EDA components re-

veals that the binding in sulfate-water is quite dif-
ferent from that in pure water clusters (see com-
ment above about collective effects). While in
pure water the main contribution to the stabi-
lization of water-water network formation comes
from polarization with a contribution from charge
transfer, the binding in sulfate-water is donimated
by Efrz. Also, charge transfer and polarization
components are typically equally large in sulfate-
water. For the clusters investigated here the elec-
trostatic frozen-fragment component is typically
largest, but Epol and ECT grow faster as the clus-
ter size increases. For very large clusters we
therefore expect to asymptotically approach the
pure water findings, except for a solvation region
around the sulfate, which distorts the water-water

network locally.
The different role of charge transfer in sulfate-

water as compared to pure water is probably in-
fluenced by the excess charge on the sulfate. As
denoted by the arrows in Figure 10, sulfate trans-
fers charge to the water ligands. Interestingly, the
extent of charge transfer depends on the binding
motif. For exclusive sulfate-water bonds the trans-
fer amounts to an average of 4.4 me per H bond
(I), and the donation into each water molecule is
roughly equally strong. When water-water bonds
are formed, however, the situation changes dras-
tically (II). The charge transfer into the fragment
4 remains strong, but for the purely sulfate-bound
fragment 2 it is roughly halved. Also the charge
transfer into the singly bound fragment 3 is re-
duced. We thus conclude that sulfate prefers to
donate electron density into water ligands that act
as electron donors in a water-water network. This
can be understood by considering that fragment 4
donates some charge to fragment 3, i.e. the water-
water H bond indirectly ”pulls” electron density
from the sulfate. It is furthermore interesting that
the presence of water-water networks reduces the
charge donated into exclusively sulfate-bound wa-
ters, i.e. the different water ligands enter a compe-
tition for a fraction of the sulfate excess electron
density.
For the monodromic 3-ring (III) we again find

strong charge donation from the sulfate into the
ring, where each water ligand receives on the or-
der of 11 me. It is interesting to compare this to
the monodromic 4-ring (IV), where two ligands (4
and 5) have to share a sulfate oxygen for steric rea-
sons. The charge transfer into IV’s waters 4 and 5
is approximately halved compared to that of wa-
ters 2 and 3 or the waters in (III). We thus con-
clude that shared H bonds are unfavorable with re-
spect to charge transfer, which is again in agree-
ment with earlier findings.
In structure (V) we show how three binding mo-

tifs compete for charge transfer and find that elec-
tron donation into ligands like 2 or 5-7 that are
themselves donating charge into a water network is
again increased, whereas the donation into the sin-
gle water ligand is again decreased. This is a trend
we observed for all our structures: Water networks
can apparently stabilize the additional charge very
well, whereas single water molecules can do this to
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a much lesser extent. Of the simple bindingmotifs,
three-membered rings are apparently best for the
charge transfer, followed by four-membered rings
(due to the sharing of hydrogen bonds). It is fur-
thermore interesting to observe how the sulfate in-
creases the charge transfer within the water-water
networks compared to that in the water dimer (2.4-
2.8 me26) and that this effect seems to become
stronger as the size of the water network increases.

3.3 Anharmonic effects
The effects of including (1.) harmonic and (2.) an-
harmonic ZPEs in the relative isomer energies for
n = 3,4,6 are shown in Figure 11 (a)-(c). As al-
ready discussed in the literature, ZPEs can change
the relative energetic ordering of the isomers and
are thus important to include in accurate calcu-
lations. Our results demonstrate this clearly for
all cluster sizes investigated. We even find some
more surprising results: The influence of anhar-
monic effects on the relative energies is often big-
ger than that of the harmonic corrections. This
means that the differential effects when calculating
relative energies at the anharmonic level of theory
are bigger than at the harmonic level. Since our an-
harmonic calculations take up to fourth-order nu-
clear derivatives into account, they are more sen-
sitive to the shape of the potential energy surface
and thus to the individual cluster geometries. Har-
monic calculations, on the other hand, take only
up to second derivatives into account and thus de-
pend more on the local properties of the potential
energy surface, which leads to stronger cancella-
tion of vibration effects when relative energies are
calculated.
At this point it is striking that including har-

monic ZPEs may be as adequate, or inadequate,
as sticking to purely electronic energies. In fact,
in several cases the lowest-lying isomer as pre-
dicted by the purely electronic energy is equal to
the lowest-lying isomer after anharmonic correc-
tion, while the harmonic values differ. We do not
claim here to have obtained the correct ranking, as
this would require high-level electronic structure
theory calculations and a more sophisticated treat-
ment of vibrational effects. Our results, however,
demonstrate how important the inclusion of anhar-
monic effects is in obtaining a reliable energetic
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Figure 11: Relative isomer energies for n= 3,4,6:
(i) = electronic energies, (ii) = including harmonic
ZPE, (iii) = including anharmonic corrections (all
in kcal/mol).
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ranking.
It is interesting to investigate the effects that har-

monic and anharmonic corrections have on differ-
ent types of clusters. For easier comparison we
have chose the same colors for structures of the
same class within each subfigure (Figure 11). In-
terestingly, the structures with more sulfate-water
bonds are typically favored by harmonically cor-
rected binding energies. In contrast, the anhar-
monic corrections typically favor structures with
extended water-water networks.

4 Conclusion
We re-visited sulfate-water clusters, where we
investigated new aspects or extended previous
investigations. In particular, we presented a
joint molecular mechanics/first-principles proce-
dure, which was used to perform exhaustive
searches of the potential energy surface for the
SO2−4 (H2O)n=3−7 clusters. We found a multi-
tude of new structures many of which are signif-
icantly populated at room temperature. For n = 6
as well as n = 7 we found several new structures
that are virtually isoenergetic with the global min-
imum. Furthermore, for n = 7 we found a new
candidate for the global minimum. This illustrates
the usefulness of our search strategy. At the same
time the sheer overwhelming number of 2,100 and
more possible structures for a still rather small
cluster like n = 7 clearly demonstrates that even
at this size a molecular dynamics/statistical de-
scription of the system may be both, more viable
and appropriate. Some of us have recently pre-
sented a promising MD technique for photoelec-
tron spectra as well as IR spectra simulation54,55
based on quasiclassical trajectory molecular dy-
namics (QCT-MD).56–58 A possible extension of
this work would therefore be the QCT-MD simu-
lation of sulfate-water clusters, for example to ob-
tain complete photoelectron or IR spectra. Never-
theless, examination of the numerous low-energy
structures yields insights into different energeti-
cally competitive binding motifs.
Using energy decomposition analysis we inves-

tigated the different energy components that con-
tribute to binding in sulfate-water and water-water
hydrogen bonds and found that, as discussed qual-

itatively previously,8 binding to sulfate is domi-
nated by electrostatics in the smaller clusters. For
growing cluster sizes we increasingly find struc-
tures with extensive water-water networks, i.e.
the competition between sulfate-water and water-
water networks is shifted in favor of water-water
bonds. We found a rather remarkable effect to
be responsible for this: EDA results clearly show
that collective effects for pure water become more
favorable as the water network grows,53 but that
sulfate-water bonds become weaker. The favor-
able water network is thus not only due to stabi-
lizing collective effects in the water network, but
is also due to destabilizing collective effects in the
sulfate-water interaction. There are probably sev-
eral reasons for the destabilization of the sulfate-
water bond. One is that for larger clusters more
and more water molecules have to share hydrogen
bonds to the sulfate, which, on the average, be-
come weaker.
In the water network attached to the sulfate we

also noted an important difference with respect to
pure water: The charge transfer among the wa-
ter molecules can be increased compared to pure
water. This is probably due to the charge the sul-
fate injects into the water network. For future re-
search it would be interesting to test over which
distances the sulfate can influence the water net-
work or how other types of anions influence the
charge transfer in water, especially in connection
with earlier findings that the ”sulfate ion patterns
water at long distance”.59 The EDA results were
obtained with the B3LYP functionals, and, as dis-
cussed elsewhere25,26,55 it may slightly overesti-
mate charge transfer.
Finally we gave an assessment of anharmonic

effects for the clusters up to n = 6 and showed
that harmonic ZPE corrections are not sufficient
for a reliable energetic ranking of the clusters.
This, along with the findings regarding the ex-
ploration of the potential energy surface, demon-
strates that an MD treatment may be more appro-
priate even for small clusters, since it incorporates
anharmonic effects naturally and deals appropri-
ately with statistics.
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