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Abstract

Comparing the responses of participants in reasoning experi-
ments to the normative standard of Bayes’ Theorem has been 
a popular empirical approach for almost half a century. One 
longstanding finding is that people’s belief revision is conser-
vative with respect to the normative prescriptions of Bayes’ 
Theorem, that is, beliefs are revised less than they should be. 
In this paper, we consider a novel explanation of conserva-
tism, namely that participants do not perceive information 
provided to them in experiments as coming from a fully reli-
able source. From the Bayesian perspective, less reliable evi-
dence should lead to more conservative belief revision. Thus, 
there may be less of discrepancy between normative predic-
tions and behavioural data than previously assumed.

Keywords: Belief revision; Conservatism; Bayesian; Expe-
rimental Pragmatics.

Introduction
Bayes’ Theorem provides a normative rule for updating 
beliefs in the light of new evidence, and therefore provides a 
valuable tool for studying human reasoning. In particular, 
participants’ responses in experiments can be compared to 
normative predictions derived from Bayes’ Theorem. There 
is a wealth of experimental data using the framework of 
Bayesian probability to study almost every aspect of human 
reasoning including judgement (Tversky & Kahneman, 
1983), decision making (Edwards & Tversky, 1967), condi-
tional reasoning (Evans & Over, 2004; Oaksford & Chater, 
2003), category based induction (Kemp & Tenenbaum, 
2009) and argumentation (Hahn & Oaksford, 2007). 

Demonstrations of seemingly non-Bayesian reasoning be-
haviour abound, but the debate about whether people’s rea-
soning behaviour can be considered normative has contin-
ued because deviations from supposedly rational standards 
have led to discussion about the standards themselves. 

For example, Simon’s notion of ‘bounded rationality’ 
(Simon, 1982) has led some researchers to focus on the 
adaptive value of cognitive strategies as the gold standard 
for rationality (Gigerenzer & Todd, 1999). Others (Hilton,
1995: Noveck & Sperber, 2004; Schwarz, 1996) have asked 
whether participants and experimenters share the same nor-
mative model – that is, are participants in reasoning experi-
ments doing what experimenters think they are doing? 
These researchers propose that many of the most seemingly 
compelling demonstrations of irrationality may be attribut-

able – at least in part – to the pragmatics of the experimen-
tal setting. 

One question of fundamental importance in the debate 
about Bayesian rationality is whether or not people revise 
their beliefs in line with Bayesian predictions when they 
encounter new evidence. A consistent finding is that people 
are conservative relative to the predictions of Bayes’ Theo-
rem (Edwards, 1968; Fischoff & Beyth-Marom, 1983; 
Slovic & Lichtenstein, 1972). The provision of new evi-
dence does not seem to have the impact on people’s existing 
beliefs that Bayes’ Theorem predicts it should.

In the following section we review some putative expla-
nations for conservatism. We then propose that a considera-
tion of the pragmatics of belief revision experiments sug-
gests a novel explanation for conservatism: Participants do 
not treat the evidence they receive in belief revision experi-
ments as fully reliable, and therefore do not ‘maximally’ 
revise their beliefs. Bayesian theory itself requires that less 
reliable evidence should lead to more conservative updating. 
Thus, conservatism in belief revision may reflect, at least in 
part, a normatively appropriate response to receiving evi-
dence from a less than fully reliable source.

Conservatism

Conservatism in belief revision is a well-documented ex-
perimental finding. In a variety of different contexts, people 
have been shown to revise their beliefs more weakly than 
Bayes’ Theorem predicts that they should when they en-
counter seemingly diagnostic evidence. In a typical conser-
vatism experiment, participants are shown two ‘bookbags’, 
and told that they are filled with different distributions of 
red and blue ‘chips’ (Edwards, 1968; Peterson & Miller, 
1964; Peterson, Schneider & Miller, 1965). For example, 
Bag A might contain 60% red chips and 40% blue chips, 
while Bag B contains 40% red chips and 60% blue chips. 
One of the bags is ‘selected at random’, and chips sequen-
tially drawn from it (in reality, the distribution and the or-
dering of the chips is typically predetermined by the ex-
perimenter). Participants must judge which of the two 
bookbags the chips are being drawn from, using each new 
piece of evidence to update their existing beliefs.
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Bayes’ Theorem is a normative rule for updating beliefs 
based on new evidence: 

Eq. 1

It allows calculation of posterior belief, P(H|E), that is, 
one’s belief in the hypothesis in light of the evidence re-
ceived. The posterior is determined by one’s prior degree of 
belief, P(H), and the diagnosticity of the evidence received, 
that is, how much more likely it is that the evidence ob-
served would have occurred if the hypothesis were true, 
P(E|H), in this case the chips were drawn from Bag A, as 
opposed to if it were false (i.e., the chips were drawn from 
Bag B), P(E|H). In signal detection terms, these two quan-
tities correspond to the hit rate and false positive rate asso-
ciated with the evidence. The ratio between them, which 
captures the diagnosticity of this evidence is referred to as 
the likelihood ratio. The posterior degree of belief brought 
about increases as this likelihood ratio increases, as seen in 
Figure 1. 
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Figure 1: Impact of amount of evidence and source reliabil-
ity (likelihood ratio) on posterior belief in a hypothesis. The 
figure plots posterior degrees of belief after receiving a unit 
of evidence of given diagnosticity, starting from a prior of 
.4. Each line represents a different likelihood ratio.

Each drawn chip represents a new piece of evidence, and 
thus provides information about which of the two ‘hypothe-
ses’ is likely to be true (i.e., which of the two bookbags the 
sample is drawn from). As more evidence is obtained, par-
ticipants should come to believe that one hypothesis is more 
likely to be true than the other. The dominant finding from 
the ‘bookbag and poker chip’ experiments is that this hap-
pens more slowly, and to a lesser extent than Bayes’ Theo-
rem predicts it should (Edwards, 1968; Peterson & Miller, 
1964; Peterson, Schneider & Miller, 1965).

The finding that people tend to consistently underestimate 
the diagnostic impact of evidence unsurprisingly triggered a 
great deal of debate. Edwards (1968) suggested that people 
could either be mis-aggregating or misperceiving the true 
diagnostic value of evidence. Both of these explanations 
assume, however, that the ‘true’ value of the evidence is 

objectively known and available to both participant and ex-
perimenter (an assumption that we discuss in more detail 
below). By contrast, Slovic & Lichtenstein (1971) proposed 
a range of possible explanations for experimental conserva-
tism in belief revision, including the idea that participants in 
reasoning experiments may anchor themselves to their ini-
tial beliefs and be unwilling to change them in the light of 
new evidence. This explanation does not assume that par-
ticipant and experimenter necessarily assign the same 
weight to the evidence, but instead holds that people are too 
wedded to their initial assessments to properly incorporate 
new evidence. 

In their review of the literature, Erev, Wallsten & 
Budescu (1994) conclude that while conservatism in belief 
revision is a fairly robust experimental finding, the locus of 
conservatism in participants’ revisions of their opinions has 
never been definitively established. Mis-aggregation, mis-
perception, and ‘anchoring’ are all explanations of conser-
vatism that infer a normative fault in participants’ responses 
– that is, participants’ responses are viewed as non-
Bayesian. But does conservatism in experimental demon-
strations of belief revision really indicate a normative fault 
in participants’ reasoning?

Edwards (1968) proposed a third explanation: Conserva-
tism could simply be an experimental artefact. Edwards 
suggested that people become confused in experimental 
contexts that involve complex tasks, find it difficult to proc-
ess all the explicit numerical information, and thus make 
performance errors. Slovic & Lichtenstein (1971; see also 
Erev et al., 1994) observed that people find the presentation 
(and production) of numerical probabilities difficult to deal 
with (as they do not typically come across explicit numeri-
cal probabilities in their daily lives). In addition, Slovic & 
Lichtenstein suggested that people are unwilling to use the 
extreme values of response scales, and that their responses 
therefore converge on central values. Similarly, Lopes 
(1985) suggested that non-Bayesian behaviour might be less 
likely to occur in situations where stimuli were more clearly 
‘marked’ in support of or against a given hypothesis. Lopes 
(1987) succeeded in improving the match between partici-
pants’ responses and normative predictions in a belief revi-
sion experiment by instructing them to separate their judg-
ments into two steps. First participants labelled a piece of 
evidence as either favouring or countering a hypothesis, and 
then they made an estimate of how much it favoured one 
hypothesis of the other.

This second class of explanations locate the normative 
fault not with participants’ responses, but with the nature of
the experimental setting. Might conservatism in belief revi-
sion be more attributable to faulty assumptions on behalf of 
the experimenter than faulty reasoning on behalf of the par-
ticipants?

The Pragmatics of Experiments

The normative construal of an experimental task can have 
wide-ranging implications (Hilton, 1995: Noveck & Sper-
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ber, 2004; Schwarz, 1996). The key insight is that in order 
to be able to accurately understand behaviour in an experi-
ment, it is vitally important to have a complete understand-
ing of what the participants in the experiment think they are 
doing, in case it differs from what the experimenters think
they are doing. Yet in many experiments the routine as-
sumption is that participants’ representation of the experi-
mental task simply matches that of the experimenter.

Increasingly, some researchers have based their analyses 
of reasoning, judgement or decision making behaviour on 
the pragmatic, Gricean notion of conversational implicature
– information that is not contained in the literal content of 
an utterance, but that can be implied from the context in 
which it is given (Grice, 1975). The notion of implicature is 
central to an understanding of the pragmatics of experi-
ments: participants may infer more about the experiment 
than is contained in the literal content of the instructions. 
Similarly, experimenter and participant might have different 
ideas about what key task parameters are – such as the diag-
nosticity of the evidence in belief revision experiments.

Why might participants differ in their assessment of how 
diagnostic the evidence in belief revision experiments is? 
One possible explanation is that participants simply do not 
maximally trust the evidence they receive. In fact, several 
studies have investigated the idea that participants’ trust in 
the context of experiments may be affected by participating 
in previous experiments – particularly if these experiments 
involved a deceptive manipulation. 

Kelman (1967) proposed that the frequent use of decep-
tion in social psychological experiments was creating a new, 
suspicious breed of participant, who did not trust the ex-
perimenter and would be unlikely to react in a natural way. 
Christensen (1977) investigated the idea of the ‘negative 
subject’ empirically, and found that participants who were 
exposed to a prior experimental manipulation (not necessar-
ily a deceptive manipulation) produced ‘negative subject’
responses, as demonstrated by a failure to exhibit verbal 
conditioning as effectively as subjects who had not received 
a prior manipulation. Similarly, Cook & Perrin (1971) found 
that experiencing deception caused a decrement in inciden-
tal learning in an immediately consecutive task – partici-
pants were more vigilant to the messages they were pre-
sented with, and therefore scrutinised them more carefully. 

More recently, McKenzie, Wixted & Noelle (2004) ob-
served that many demonstrations of supposedly irrational 
behaviour in the laboratory rely on the assumption that par-
ticipants believe “key task parameters that are merely as-
serted by experimenters” (p947). McKenzie et al. then con-
sidered seeming rationality deficits in the context of changes 
in confidence judgments across yes-no and forced choice 
formats of the same cognitive task. Here previous empirical 
research has suggested that people’s performance is sub-
optimal or irrational by comparison with the appropriate 
normative model. McKenzie et al. explicitly modelled par-
ticipant skepticism toward aspects of the experimental mate-
rials. By including a ‘believability’ or ‘confidence’ parame-
ter, the authors hoped to establish whether performance on 

such tasks was truly irrational (non-normative), or whether 
participants might actually be responding reasonably, given 
their understandable skepticism about task realism. Partici-
pant performance was found to be entirely in keeping with 
this modified normative model and hence rational. 

The findings from McKenzie et al. (2004) suggest that the 
believability of experimental materials is likely to have a 
profound effect on experimental data. Noting that psycho-
logical experiments routinely involve systematic deception, 
the authors suggested that “maybe the only irrational thing 
to do in any experiment is to fully believe anything the ex-
perimenter tells you” (p.956).

This is a strong statement to make about the demands of 
the experimental setting. We do not wish to convey that 
participants in psychological experiments actively under-
mine experimental manipulations by seeking to discredit the 
information they receive. But the opposing assumption –
that all information given to participants by experimenters is 
taken at face value – seems equally implausible. It seems 
possible that participants do not treat information they are 
given in experiments as deriving from a maximally reliable 
source.

Bayesian Updating & Source Reliability

In Bayesian terms, a reliable source will provide more diag-
nostic evidence; as a result, evidence from that source will 
lead to higher posterior degrees of belief than evidence from 
an unreliable source (Figure 1 above). In other words, a less 
reliable source leads to more conservative belief revision. If 
participants treat experimental evidence as obtaining from a 
somewhat unreliable source, their belief updating should be 
somewhat conservative in relation to a normative standard 
based on the assumption that the source is reliable. 

There are two ways in which source reliability might be 
factored into a Bayesian model of a given task. The first is 
to consider source reliability as an endogenous variable; that 
is, inherent characteristics of the evidence and characteris-
tics of the source providing that evidence are (implicitly) 
combined into a single, overall likelihood ratio (as in e.g., 
Birnbaum & Mellers, 1983; Birnbaum & Stegner, 1979; 
Corner & Hahn, 2009). The second possibility is to model 
source reliability exogenously as an explicit variable (as in 
e.g., Bovens & Hartmann, 2003; Hahn, Harris  & Corner, 
2009; Hahn & Oaksford, 2007; Pearl, 1988; Schum, 1981). 
This latter case involves a cascaded inference in a hierarchi-
cal model. Figure 2 shows a simple hierarchical model in 
which to capture an evidence report from a partially reliable 
source. This model captures explicitly the fact that what is 
received is a report of some evidence through a partially 
reliable source, not the evidence directly. In other words, it 
naturally captures cases of testimony where evidence of an 
event is based on witness description, not on first hand ex-
perience.  
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Figure 2: A hierarchical model in which the reliability of 
the reporting source is captured exogenously. Three levels 

are distinguished: the underlying hypothesis H, the evidence 
E, and the source’s actual report of that evidence Erep. 

The likelihood ratio associated with such an evidence re-
port, Erep, is described by Eq. 2 (below):

P(E | H)[P(Erep | E,H)P(Erep |E,H)] P(Erep |E,H)

P(E |H)[P(Erep | E,H)P(Erep |E,H)] P(Erep |E,H)

Here, P(Erep|E,H) represents the probability of an evidence 
report, Erep, to the effect that the evidence E obtains, given 
that both E and H (the hypothesis) are true, and so on (see 
also Schum, 1981). It can be seen that the evidential charac-
teristics of the report vis à vis the hypothesis are a multip-
licative combination of the diagnosticity of the evidence 
itself and the characteristics of the reporting source, that is, 
the source’s own hit and false alarm rate regarding the true 
state of that evidence. If the witness is completely reliable 
and reports only the true state of the evidence, then Eq. 2 
reduces simply to the standard relationship between evi-
dence and hypothesis. Where the evidence is entirely de-
terministic and arises if and only if the hypothesis is true 
(i.e., P(E|H)=1, P(E|H)=1), the hit and false positive rates 
of the witness completely determine the characteristics of 
the report. From this latter case, it can also be seen that par-
tial reliability of the witness necessarily reduces the overall 
diagnosticity of the evidence received. How diagnostic the 
report can be, and hence what posterior degree of belief it 
can bring about is capped by the reliability of the witness 
(see also Hahn et al., 2009).  

Simulating Bookbags and Pokerchips
How, then, can such a model be applied to the bookbag and 
pokerchip paradigm on which the vast majority of the evi-
dence for conservatism is based?

We suggest that the conservative belief revision displayed 
in experimental settings may reflect rational responses to 
information from an information source that is less than 
perfectly reliable. Specifically, participants might not be-
lieve the asserted premise that the experimenter is drawing 
chips randomly from the bag. Such skepticism seems inhe-
rently sensible in light of the fact that draws in classic 
bookbag and poker chip tasks were frequently not random. 

Instead, the experimenter could determine the colour of the 
chip the to be drawn by a tactile cue. The ‘random’ laying of 
a hand on one poker chip, which is followed by a movement 
to another (experimenter desired) chip on the basis of a tac-
tile cue could be construed as a mis-reporting of the nature 
of the initial, randomly chosen poker chip through the expe-
rimenter. Once the experiment is conceived of in this light, 
it is straightforward to model the effect of experimenter 
(un)reliability on belief revision, and we can show that such 
a model captures major effects demonstrated in the conser-
vatism literature. 

On this account, the participant is attempting to determine 
the truth of a hypothesis (e.g., that a bookbag contains pre-
dominantly red chips) on the basis of some evidence (the 
random drawing of a red or blue chip) that is reported by a 
source (the experimenter). The assumed characteristics of a 
single draw are represented by the model in Figure 2. Hred is 
the hypothesis in question, that is, whether the bag from 
which the chips are being drawn is a red bag. E represents 
the random drawing of a red chip; Erep is the experimenter’s 
report as to whether a red chip was randomly drawn -
delivered in the form of the actual chip produced for the 
participant. This final piece of information is the only one at 
the participants’ disposal in assessing the probability of Hred.

In these studies, prior degrees of belief are communicated 
to participants by explaining to them the number of bags of 
different composition and that this proportion should consti-
tute their prior (see e.g., Phillips & Edwards, 1966). Conse-
quently, under the assumption that the experimenter is a 
perfectly reliable source, who is merely exactly reporting 
the exact result of a random draw from the bag, participants 
posterior degree of belief should be determined completely 
by the diagnosticity of a given draw of red or blue. The di-
agnosticity of the chip drawn is fully determined by bag 
composition, that is, the relative proportion of red and blue 
chips within a bag. Because draws are independent, the 
overall diagnosticity of the evidence received across n trials 
thus far is a simple multiplicative function of the diagnostic-
ity of a single draw. 

To capture the fact that participants might (justifiedly) not 
consider the experimenter to be fully reliable, we likewise 
treat individual trials as independent, so that repeated draws 
correspond to repeated trials in the application of the model 
in Figure 2, which captures the believability of a single 
piece of testimony from one witness (Schum, 1981).

Arguably, this is not an appropriate model of what is 
going on in this task. All draws are coming from a single 
source and are ultimately neither random nor independent. 
However, the participant has no way of knowing what the 
purpose of the experiment is, and as a consequence, no way 
of knowing how the experimenter might be deviating from 
the model of independent random draws that the experimen-
ter has explicitly set out. Consequently, the only model the 
participant arguably can establish if they are to engage in 
the task at all, is one of independent, random draws, in 
which experimenter distrust is captured simply through 
some additional, generic perturbation of those draws. This, 
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however, is readily captured through the repeated applica-
tion of Eq. 2. Conceptually, the model of Figure 2 reflects, 
on the part of the participant, an inference to the chip that 
the experimenter would have drawn had he/she been draw-
ing randomly from the bookbag. Once participants are as-
sumed to treat the experimenter as a partially reliable source
in this way, conservatism is unavoidable. 

Unavoidable conservatism becomes apparent in the simu-
lation of an idealized participant for a classic bookbag and 
pokerchip experiment. For these simulations, the prior prob-
ability of the bag containing predominantly red chips, 
P(Hred), was .5. In order to manipulate the diagnostic value 
of a single chip, the proportion of the predominant chips in 
any bag was either .6 or .7 (as in Phillips & Edwards, 1966, 
Experiment 1). To simulate belief revision on the basis of an 
imperfect information source, the sensitivity and specificity 
of the source, P(Erep|E) and P(¬Erep|¬E) were set to .6 (and 
thus the false positive rate P(Erep|¬E) was .4). For the sake 
of simplicity, we only detail here the results of a simulation 
in which each of 10 draws from the bag (as reported by the 
experimenter) were red chips. The same general result, 
however, holds for sequences that also include some draw-
ing of blue chips (¬E). Belief revision occurs after each 
draw, with the prior probability of the hypothesis updated at 
each step. 

Simulation of this model1 produces not just basic conser-
vatism, but also replicates the more specific findings of  
conservatism experiments. These are the findings that “con-
servatism increases as the diagnostic value of a single chip 
increases” and that “conservatism remains approximately 
constant as the diagnostic value of the sample increases” 
(Phillips & Edwards, 1966, p. 353). In other words, greater 
conservatism is observed for bags where the predominant 
color constitutes 70% of all chips than for those where it 
constitutes 60%. In order to facilitate comparison, we 
present results in terms of accuracy ratios as typical in con-
servatism research (as in Peterson & Miller, 1965; Peterson 
et al., 1964; Phillips & Edwards, 1966). The accuracy ratio 
is the ratio between participants inferred (and conservative) 
log likelihood ratio, and the ‘true’ log likelihood ratio cor-
responding to the task parameters as asserted by the experi-
menter. In our case, it is the ratio between the log likelihood 
ratio of the partially reliable and the fully reliable source. 
An accuracy ratio of less than 1 indicates conservatism 
(with smaller values indicating greater conservatism).  

The results in Figure 3 clearly show that conservatism ob-
tains regardless of bag composition, but that it is greater for 
the 70% bag, than for the 60% bag, in line with the experi-
mental data of Phillips and Edwards. Finally, the accuracy 
ratios are constant across trials, in line with the experimental 
finding that conservatism remains approximately constant as 
the diagnostic value of the sample increases (Phillips & 
Edwards, 1966).

                                                          
1 Model simulations were created using the GeNIe modeling en-

vironment developed by the Decision Systems Laboratory of the 
University of Pittsburgh (http://dsl.sis.pitt.edu).

Figure 3: Accuracy ratios for a simulated participant who 
assumes that the experimenter is only partially reliable 
(P(E|H) = .6 and P(¬E|¬H) = .6). Different lines (.6 and .7) 
refer to bags of different composition (60% and 70% 
dominant chip color). 

Finally, we note that there is nothing special about the 
specific values chosen here; these general relationships ob-
tain across the range of meaningful values for source hit rate 
and false positive rate (i.e., wherever the hit rate exceeds the 
false positive rate).  

General Discussion

In summary, the simple assumption that participants treat 
experimenters as partially reliable sources in classic conser-
vatism studies generates, at least qualitatively, the main 
findings of such studies. It would be desirable in future 
work to not only model participant data exactly, but also to 
provide independent support for the source reliability ac-
count through experimental manipulation. For example, one 
might test whether conservatism vanishes if participants are 
allowed to make draws themselves, a methodological vari-
ant that has been found to reduce seeming base rate neglect 
(Gigerenzer, Hell & Blank, 1988). 

In the meantime, these simulation results underscore why 
it cannot simply be assumed that participants take informa-
tion presented to them by experimenters at face value. In the 
real world, most information sources are only partially reli-
able, and experimenters are no exception. Hence experimen-
tal demonstrations of conservatism do not necessarily indi-
cate a gap between normative predictions and participants’ 
responses – more conservative belief revision is the norma-
tively appropriate response to less reliable evidence.   

We are not suggesting that participants actively distrust or 
seek to undermine experimental materials. The tendency to 
treat experimental evidence as less than fully reliable is a 
mundane, default response to the experimental setting. Quite 
simply, participants know they are in an experiment, and do 
not necessarily (or automatically) assign as much weight to 
experimental evidence as they might in a non-laboratory 
situation. So, while participants in the classic ‘bookbag and 
poker chip’ experiments (Edwards, 1968) are unlikely to 
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have actively distrusted the experimenters, they are equally 
as unlikely to have treated the evidence as maximally reli-
able. Only when this possibility is either accurately mod-
elled or empirically ruled out can the results of belief revi-
sion research fully be interpreted.
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