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Abstract

The paper presents a model and a discussion of the computa-
tional representation of virtue ethics in autonomous devices.
One of the key problems in formal modeling of virtue ethics
is the computational representation of the concept of virtue. In
our model, the virtue is represented by a set of minimal extents
to which a set of values, relevant to the virtue, should be satis-
fied. A device will be moral if any decision made satisfies all
relevant values above the declared thresholds.
Keywords: virtue ethics; autonomous devices; model

Introduction
The rapid development of AI-driven autonomous devices has
raised a number of questions concerning the ethical context
of decisions made by these devices. Although the existence
of robot vacuum cleaners does not seem to pose serious risks,
a number of more complex devices prove they may be dan-
gerous.

The moral control over the behavior of autonomous de-
vices remains enormously important in the areas where the
results of decisions can be extremely harmful and the moral
dilemmas are particularly serious (for example, the military
domain). Furthermore, in our view, in addition to such de-
vices making ethical decisions, they should not only be able
to provide explanation of why their decisions are ethical (ex-
post), but should also operate transparently: the moral eval-
uation of a given decision should be predictable (ex-ante).
This requirement is closely related to the so-called value-
alignment problem: how to ensure that AI systems are prop-
erly aligned with human values (Russell, 2019; Allen & Wal-
lach, 2012). We believe that the transparency of the decision-
making mechanism would likely ensure that the decision is
made with respect to required moral values.

Although a number of computational approaches exist
which model ethical theories, most of them focus on vari-
ous kinds of deontological and consequentialist ethics (see
(Tolmeijer, Kneer, Sarasua, Christen, & Bernstein, 2021) for
a detailed analysis). Some researchers though have proposed
a thoughtful insight into the applicability of the virtue-based
paradigm by exploring how virtue ethics theories could be
linked with autonomous devices, scrutinizing the teleological
character of virtue ethics and analyzing the value alignment
problem in this context (Berberich & Diepold, 2018).

In this paper we present a formal model of virtue ethics as
well as a mechanism of ethical decision-making and discuss

it in the light of the existing literature and the problem of dis-
ruptive technologies (like military autonomous devices). The
formal model presented in the paper is an extended version of
the model initially introduced in (Zurek & Stachura-Zurek,
2021).

Virtue ethics
The theories labeled as virtue ethics rely on the centrality of
the concept of virtue. This and two other concepts fundamen-
tal to virtue ethics include (Hursthouse & Pettigrove, 2018):

• arête - that is virtue, understood as aptitude / disposition /
an excellent trait of character, which makes a person good;

• phronesis - practical wisdom; the capacity to reason about
virtues; a meta-virtue on which virtuous decisions depend
(Burbules, 2019);

• eudaimonia - the end of human existence; a state of real,
true happiness, human flourishing.

As opposed to focusing on the overall good consequences, or
trying to determine what is wrong and what is right, virtue
ethics is about what kind of people we want to be and how
we wish to shape our lives. The fulfilment of the human po-
tential, full development of oneself as a person - eudaimonia -
can be seen both as a result of virtuous life, but also as leading
a virtuous life as such (Saja, 2015). Modern virtue ethics in-
clude a number of variations inspired by Aristotle, Plato, the
Stoics, Aquinas, but also philosophers like Confucius (Sim,
2007) (Yu, 2007), or Hume and Nietzsche (Swanton, 2015).
The understanding of virtue ethics for the purpose of imple-
mentation in a decision making mechanism in this paper will
be rooted in a broadly eudaimonist ethical framework, with
the crucial concepts seen as follows: (1) virtues are the foun-
dation for decision making; (2) phronesis consists in the rea-
soning mechanism; (3) eudaimonia is achievable. Given that
we perform our research in the spirit of weak AI, applying
human ethics to artificial agents, it follows that we expect
them to behave in a certain sort of manner, so that the results
would be advantageous to humans. Virtue ethics clearly fo-
cuses on the agent as a person; the objective of such research
would not be then to create a virtuous machine imitation of
a human in pursuit of its happiness, but a device that is able
to make a decision which would be considered virtuous by
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a human. We hardly entertain the idea of eudaimonia as a
machine’s happiness or flourishing; it can obviously only be
applied to humans, and thus in this case would involve ensur-
ing happiness/flourishing for humans through the decisions
of an autonomous device.

Basic assumptions
Prior to the introduction of our model, a set assumptions
needs to be presented:

Firstly, it is crucial to point out that we do not intend to
examine any kind of ethics of artificial moral agents, includ-
ing the moral agency or responsibility of machines; our ap-
proach embraces machine ethics understood as an attempt
to develop an ethical framework for moral and explainable
decision-making in machines. Our intention is then not to cre-
ate a framework for “robot morality,” but to simulate the pro-
cess of decision-making which takes into consideration eth-
ical concerns (Tonkens, 2012). We leave aside the question
of whether we need or should develop robots even partially
morally independent of humans (Hew, 2014), or whether
such an attempt would be permissible from the point of view
of a given ethical framework (Tonkens, 2012), or whether a
machine ethical framework should in fact fully reflect any hu-
man one. Although some researchers point out that the key
aspect of virtue ethics lies in the deliberation of virtues (for
example (MacIntyre, 2007)), we argue that, for the purpose
of implementing ethical decision-making in autonomous de-
vices, we have to focus on this process assuming that virtues
are given (declared in advance).

Secondly, we have to explain why we choose to use a
knowledge-based mechanism instead of the largely popular
machine learning-based ones. The main reason for our choice
is that ML-based systems function in the so-called black-box
style, and they do not allow for explaining their knowledge
and decisions. Although there are some approaches to model
ethical behavior in machine learning-based AI systems (Abel,
MacGlashan, & Littman, 2016), it is worth noticing that the
lack of possibility of explaining decisions and the uncertainty
of reasons for the decisions made by the ML-based devices
is one of the key disadvantages of the ML-based autonomous
devices. Although some of the researchers argue that ma-
chines can be taught ethical or legal behaviour via machine
learning techniques (Webb et al., 2020), others (like (Steging,
Renooij, & Verheij, 2021)) prove that good results can be
made on the basis of wrong reasons.

On the basis of the above, we assumed that the part of
the system responsible for ethical decision-making should be
constructed on the basis of the knowledge-driven paradigm
rather than the data-driven one. Such an approach allows us
to address the value-alignment problem by direct introduction
of the set of values which have to be satisfied for a decision to
be moral. This does not exclude the possibility of using ML-
based mechanisms in other elements of autonomous devices
like decision options extraction, prediction of their results,
and their evaluation in the light of relevant values. Our model

is then consistent with Wallach and Allen’s viewpoint (Allen
& Wallach, 2012), as they point out that virtue ethics in au-
tonomous devices should consist in a hybrid approach, join-
ing together bottom-up and top-down techniques. However,
the technical details of the ML-based modules are beyond the
scope of this paper.

It should be noted at this point that although we operate
within a virtue ethics framework for our model, some of its
elements could be seen as transgressing this approach. At-
tempts to apply ethical frameworks to devices have not infre-
quently resulted with hybrid models (Tolmeijer et al., 2021);
admittedly, our approach does incorporate some elements of
other approaches. It could be viewed as partially consequen-
tialist in the sense that actions’ results are also considered in
the assessment of decision options.

It is also important to set boundaries of our work. One
of the most important assumptions is that, our model is fo-
cused on the ethical decision making, but not the ethical de-
liberations. In other words, our model is constructed on the
basis of virtues declared in advance and does not introduce
any mechanism of automatic generation of virtues or learning
what is virtue. Such an assumption is rooted in the opinion
that an autonomous device should follow our (human) ethics
and morality, rather than work out its own “morality”.

Finally, although the concept of value is essential for our
model, at this point we remain value agnostic, in the sense
that we do not engage into a discussion on which values
should be used in a given type of autonomous device or what
the source of values or relations between them ought to be.

GVR model
Our model of virtue ethics is constructed with the use of
the model of value-based teleological reasoning from (Zurek,
2017), further referred to as the GVR (Goals, Values, and
Reasoning) model. Below we present its summarized discus-
sion. Firstly, the naming convention will be presented:

• By upper case letters we denote sets;

• By lower case letters we denote propositions;

• Subscripts denote names of propositions;

• Superscripts denote names of sets;

• Greek letters denote functions;

• Other symbols will be defined later (except trivial logical
and set-theory ones).

Definition 1 (State of affairs). Let S = {s0,s1,s2, ...} be a
finite, non-empty set of propositions. Each proposition rep-
resents one state of affairs. Let γ be a function which re-
turns 1 if a given state of affairs is true and 0 if not. One and
only one element from set S can be true: if (γ(sy) = 1), then
∀sx∈S:sx ̸=sy(γ(sx) = 0). s0 is the initial state of affairs.

We assume that every single state of affairs (sx ∈ S) represents
one complete factual situation.
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Definition 2 (Actions). As an action we understand an activ-
ity which carries a transition from a certain state of affairs to
another state of affairs. Actions will be represented by propo-
sitions from set A = {a1,a2, . . .ak}.

Note that a particular action cannot be performed in every
state of affairs. The set of all possible actions in all possible
states of affairs we denote as AS (AS ⊆ A×S). Set AS is a set
of pairs AS = {asi, j,ask,w, ...} in which asi, j = ⟨ai,s j⟩,ask,w =
⟨ak,sw⟩ (the first subscript denotes the name of an action, the
second subscript denotes the name of a situation). Each pair
represents that a given action (for example, ai) can be per-
formed in a given state of affairs (for example, s j). By AS j

(where AS j ⊂ AS) we denote a set of actions possible to per-
form in a state of affairs s j.

Function δ : AS → S returns the result of performing an
action ai in a state of affairs s j. By δ(asi j) = sy where asi j =
⟨ai,s j⟩ we denote that the result of performing an action ai in
a state of affairs s j is sy.

Definition 3 (Transition process). Let ε : AS × S → S be a
partial function which represents performing an action a in
a state of affairs s. If δ(asi, j) = sy and γ(s j) = 1 (the result
of performing an action ai in a state of affairs s j is sy), then
performing ε(asi, j) causes changing γ(s j) = 0 and γ(sy) = 1.

Definition 4 (Situation). A situation is either a particular state
of affairs or a result of a particular action performed in a given
state of affairs. A set of situations X is a union of sets of states
of affairs and results of actions: X = {S∪AS}. By xn ∈ X we
denote an element from set X . By X j we denote a set of
situations available from a state of affairs s j: S j = {s j ∪AS j}
(we introduce the concept of situation because state of affairs
and actions can become decision options and it is easier to
use symbol X instead of {S∪AS})

Definition 5 (Values). We have to separate the two meanings
of the word value: a value may be understood as a concept or
as a process.

1. Value as an abstract concept which allows for the estima-
tion of a particular action or a state of affairs and influences
one’s behaviour. V is a set of values: V = {v1,v2, . . .vn}

2. Value as a process of estimation of the level of extent to
which a particular situation (state of affairs and / or action)
x promotes a value vi. By vi(x) we denote the extent to
which x promotes a value vi

1. By V (X) we denote the set
of all valuations of all situations.

It is important to emphasize that values can be promoted
(satisfied) to a certain degree by a particular state of affairs
or action: v(asi, j) represents the degree to which a value v is
promoted by a state of affairs which is the result of perform-
ing an action ai in a state of affairs s j.

Although, similar to (Zurek, 2017), we are not going to
impose here any particular way of representing the levels of

1Note that a given situation is evaluated as whole: not only con-
sequence of an action but also action itself, circumstances, etc.

promotion of values, we are not excluding to represent them
as numbers. For example, in (Zurek & Mokkas, 2021) they
were expressed by numbers from range ⟨0;1)2.

By V i(X) we denote the set of all possible extents to which
a value vi from set V may be promoted by any possible situa-
tion x ∈ X .

A partial order Oi = (≥;V i(X)) represents the relation be-
tween extents to which values are promoted: vi(xn) ≥ vi(xm)
means that xn ∈ X promotes a value vi to a no less extent that
xm ∈ X . If vi(xn) ≥ vi(xm) and vi(xm) ≥ vi(xn), then extents
to which a situation xn and xm promotes a value vi are equal
(vi(xn) = vi(xm)). If vi(xn)≥ vi(xm) and vi(xn) ̸= vi(xm), then
vi(xn)> vi(xm).

In real-life reasoning people do not rely only on a com-
parison of the levels of promotion of one value; usually, they
compare the levels of promotion of various values. Theoreti-
cally speaking, they are incompatible, but practically, people
compare not only the levels of promotion of various values,
but also the levels of promotion of various sets of values.

Definition 6 (Sets of values). By V Z ⊂ V we denote a sub-
set (named Z) of a set of values V which consists of values:
vi,v j, ... ∈V Z .

By V xi ⊂ V we will denote a set of values promoted by a
situation Xi.

Definition 7 (The level of promotion of a set of values). By
V Z(xn) we denote a set of estimations of the levels of promo-
tion of values constituting set V Z by a situation xn ∈ X . If
V Z = {vz,vt}, then V Z(xn) = {vz(xn),vt(xn)}.

By V xi(xi) (when the upper script contains the name of a
situation) we denote a set of estimations of the levels of pro-
motion of all values promoted by a situation xi ∈ X .

Definition 8 (Value-extent preference). A partial order OR =
(▷;2V (X)) represents a preference relation between various
values and various sets of situations: V Z(xn)▷VY (xm) means
that the extent to which values from set V Z are promoted by
a situation xn is preferred to the extent to which values from
set VY are promoted by a situation xm.

How to determine whether the extents to which all val-
ues promoted by one situation are preferred to the extents to
which all values are promoted by another situation? This is
not a trivial issue, because we have to balance between dif-
ferent levels of promotion of different values. This problem
has been extensively discussed in (Zurek, 2017) and (Zurek &
Mokkas, 2021), where two different approaches to this prob-
lem were presented. Although we believe that this topic still
requires further development, it is outside the scope of our
paper.

In our model, inference is based on the defeasible inference
rules (by defeasibility we understand the possibility of defeat-
ing the conclusion obtained with the use of such rule by other,
stronger, rule) represented by argumentation schemes(Bex,

2This means that the level of value promotion can be equal to 0
(no promotion at all), but can never reach 1 (a given value cannot be
promoted to the maximal level).
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Prakken, Reed, & Walton, 2004). Framework for reasoning
and inference mechanism for GVR model was introduced in
(Zurek & Mokkas, 2021). Inference rule has an antecedent
part and a consequence part, separated by a double bar which
stands for the sign of defeasible inference3. For the sake of
brevity we present only one rule:

AS2 Generalized practical reasoning:4 If in circumstances
sm performing an action at is preferred to remaining in
sm, ast,m is also preferred to any situation available from
statesm, and ast,m ∈ AS, then an action at should be per-
formed:

∃sm∈S∃ast,m∈AS∀ask,m :
VOast,m(ast,m)▷VOsm(sm)∧

VOast,m(ast,m)▷VOask,m(ask,m)

ε(ast,m)

Virtue in a computational model
The essential concept of the analyzed ethical theory is virtue.
A virtue (arête) can be understood as aptitude / disposition /
an excellent trait of character, which makes a person good.
One of the key problems in the formal modeling of virtue
ethics is to represent virtue in a computational way. In our
model, we introduce values as an intermediate concept con-
necting virtues with particular actions, decisions, and states of
affairs. Value is an abstract (trans-situational) concept which
allows for the estimation of a particular action or a state of
affairs and influences one’s behavior. Consequently, on the
basis of such a definition, we assume that particular values
can be satisfied to a certain degree. Values can be seen as
abstractions of particular situations and they can be promoted
(or satisfied) to a particular extent by those situations (state of
affairs, actions, etc.). Such an understanding of values allows
us to treat them as a motivational aspect of one’s behavior: the
agent makes a decision in order to promote a particular value
or set of values. How do we understand a virtue in this con-
text? Since virtue means aptitude, disposition, or an excellent
trait of character, we can represent it as a set of thresholds
of a set of values relevant to the virtue. The agent’s decision
will be moral if it will be coherent with a virtue, i.e. the lev-
els of satisfaction of values by this decision will be above the
thresholds following from a given virtue.

Such a representation of virtue ethics expands the explana-
tory power of an autonomous agent by taking into considera-
tion the motivational aspect of decisions and relating it to the
agent’s moral attitude. It also allows for taking a higher level
of control over the devices. Such control focuses on revising
the motivations of decisions rather than analysing them from
the point of view of deontic modalities of actions or a state of
affairs they bring about.

3To preserve the cohesion of designations, the names of argu-
mentation schemes will be the same as used in (Zurek, 2017).

4This is a modified version of the AS2 from (Zurek & Mokkas,
2021).

GVR and virtue ethics
Eudaimonist virtue ethics is rooted in ancient Greek philoso-
phy, especially in the works of Aristotle. Although it is prob-
ably the oldest of the major ethical paradigms, it is the least
implemented one in the light of possible application to au-
tonomous devices. The human-centered character of this the-
ory and the ambiguous character of the definition of virtue are
the most important reasons for the lack of successful models
of virtue-based ethical decision-making.

In order to create a model of virtue-based ethical decision
making system, it is necessary to introduce a clear definition
of what we understand as virtue and what does it mean that a
particular decision or act exemplifies a virtue.

We realize that we attempt to formalize a very abstract and
obscure concept, but we are convinced that the formalization
of the concept of virtue is necessary for the sake of our goal.
The main assumptions on the basis of which we can introduce
and formalize the concept of virtue are: (1) a virtue represents
a human’s desired moral attitude, (2) virtue should be related
to values or, in other words, values represents virtues, (3) a
given decision option can satisfy or not a given virtue, (4) a
decision is ethical if it satisfies a virtue or virtues. One can
find the above assumptions as constraining the initial mean-
ing of this term, but we believe that such simplifications are
inevitable in successful modeling of complex real life con-
cepts.

On the basis of the above assumptions, we can assume that
a virtue can be represented by a set of minimal extents to
which the decision should promote a particular set of values.

Definition 9 (Virtue). Let virtue will be represented by the
minimal extents to which a particular situation should pro-
mote a given set of values.

In a formal way:

• V IRTUES = {vrt1,vrt2, ...} - denotes a set of virtues.

• By vnmin(vrt) we denote the minimal extent (threshold) to
which the promotion of a value vn satisfies a virtue vrt.

• By vn(x1)≥ vnmin(vrt) we denote that a virtue vrt is satis-
fied by a situation x1 with respect to a value vn.

• By vn ∈ vrt we denote that the minimal extent of a given
value vn is declared in a virtue vrt: vn ∈ vrt ↔∃vnmin(vrt).

In other words, virtue can be seen as a kind of abstract goal,
but the goal which does not represent the agent’s personal
needs or desires, but the ideal moral attitude.

Having a model of virtue, it is possible to define when
a particular decision option (situation) will satisfy a given
virtue:

Definition 10 (Satisfaction of a virtue). Assuming a situation
xi ∈ X and virtue vrt j ∈ V IRTUES, situation xi will satisfy
virtue vrt j: V sat(xi,vrt j) iff
∀vn∈vrt : vn(xi)≥ vnmin(vrt j)
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The definition of satisfaction of a virtue relates to only one
virtue. Let V SAT (xi) denote that a particular decision option
satisfies all virtues:
Definition 11 (Satisfaction of all virtues). We say that a par-
ticular situation xi ∈ X satisfies all virtues iff:
V SAT (xi) iff ∀vrti∈V RTV sat(xi,vrti)

The above definitions allow us to evaluate a particular deci-
sion in the light of virtues, hence we can say that a particular
decision exemplifies a given virtue if this virtue is satisfied by
the situation. Additionally, we can say that a particular situa-
tion is moral if it satisfies all virtues.
The possibility of evaluation of a particular situation in the
light of virtues allows us to update the existing inference rules
in order to model moral reasoning:

AS2’ Generalized moral practical reasoning: If in cir-
cumstances sm performing an action at is preferred to
remaining in sm, at is preferred to other actions available
from SM , ast,m ∈ AS, and ast,m satisfies all virtues, then
action at should be performed:
∃sm∈S∃ast,m∈AS∀ask,ms.t.V SAT (ask,m) :

VOast,m(ast,m)▷VOsm(sm)
VOast,m(ast,m)▷VOask,m(ask,m)∧

V SAT (ast,m)

ε(ast,m)

From a general standpoint, one can notice that in our model,
decisions which do not satisfy the requirements of virtues
are a kind of “no-go zones.” This, of course, raises a ques-
tion of what if there are no available decisions which fulfill
the virtues’ requirements? Such a question relates to the as-
sumed policy: what to do if there are only bad decisions avail-
able? The answer to this question is outside the scope of this
paper, because it is not related strictly to virtue ethics (this
question may appear in the models of other ethical theories),
but rather to the adapted decision making policies and proce-
dures. Leaving this discussion aside, it is possible to add a
kind of a lesser evil argument to our model for practical rea-
sons (e.g. (Zurek, Araszkiewicz, & Stachura-Zurek, 2022)).

Related work
Despite a significant number of formal models of deon-
tic and consequentialist ethics for autonomous devices (see
(Tolmeijer et al., 2021) for a survey) proposed so far, few
such models exist in the domain of virtue ethics. Below we
briefly present how the approach presented in this paper re-
lates to the existing discussion of virtue ethics in autonomous
devices.

The problem of ethical decision making in military systems
was discussed in (Arkin, 2007), where the author presents a
very general model of making military decisions following
moral and legal principles. The core idea of the model is the
filtering of illegal or non-moral behaviors. The author focuses
on a deontic approach, with minor elements of consequen-
tialist ethics. The author mixes legal rules with ethical ones,

treating ethical principles as an element of legal system; in
consequence, he rejects virtue ethics as non-suitable for the
representation of codified ethics. Such an approach seems an
oversimplification of the problem of ethical decision making,
as not every ethical problem can be easily modelled with the
use of a deontic approach.

The author of (Coleman, 2001) presents a general discus-
sion of the problem of definition of virtue in the context of
AI-based agents, thus defining virtues: Virtues are those qual-
ities or characteristics which enable and foster an agent’s
pursuit and achievements of its end. While such a defini-
tion emphasizes the teleological character of virtues, resem-
bling our approach in this respect (in our model, satisfying
virtues is one of the goals of agent), in this paper we further
explore the understanding of what “quality” or “characteris-
tics” means, by saying that such a quality is a minimal ac-
ceptable level of a satisfaction of a value. Our approach is
then on the one hand more specific in representing the nature
of virtue, but on the other hand it does not take into consider-
ation non-functional, technical properties of the device (reac-
tiveness, freedom from bias, etc.) Coleman also distinguishes
some properties of virtue ethics and translates them into a do-
main of computational agents (Coleman, 2001): (1) Virtuous
agents are ideal or excellent agents, (2) Virtues are properties
that make such agents ideal, (3) Virtues are the means to some
end, (4) Virtues are often thought of as being unified (i.e., you
either have all or none). In our work, the excellence is made
possible by fulfilling the virtues, i.e. satisfying values to the
required level (which is fulfilment of a goal), such virtuous
agents are excellent (ideal) because they fulfill requirements.

The problem of implementation of virtue ethics in ma-
chines has been discussed in (Berberich & Diepold, 2018).
The authors argue that reinforcement learning mechanisms
are perfect tools for implementing virtue ethics in au-
tonomous devices, because they are, similar to humans,
trained to behave virtuously. The representation of the re-
ward function can, in their opinion, represent a virtue, but
the authors do not discuss how in particular such a function
would be represented. While agree that such an approach is
similar to how humans learn to be virtuous, the key (and un-
solved) difficulty lies in the representation of virtue in the re-
ward function. Moreover, even if such a function can be cre-
ated, the authors cannot, due to the specific nature of deep re-
inforcement learning properties (especially the lack of trans-
parency), be sure that the machine will “learn” the right prop-
erties of being virtuous. This is connected with the so-called
value alignment problem. Although the authors of (Berberich
& Diepold, 2018) point out that their model solves this prob-
lem, they do not provide any convincing justification for such
a claim.

An interesting discussion of the possibilities of imple-
mentation of virtue ethics in machines has been presented
in (Stenseke, 2023). The author discusses the concepts of
virtue, eudaimonia, and phronesis in the light of the possi-
bility of representing them in artificial devices. He argues
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that a connectionist approach (neural networks) is the most
suitable tool for representing virtue ethics in machines. Al-
though our model is constructed on the basis of a different
paradigm (we are using a knowledge-based approach instead
of a data-driven one), there are some interesting relations in
the understanding of particular components of virtue ethics
in both models. The concept of virtue in (Stenseke, 2023) is
understood as a kind dimension on the basis of which a deci-
sion (action) is evaluated, while virtue in our work has a more
abstract character, representing the extents to which a set of
values should be promoted (technically, virtue in (Stenseke,
2023) is value in our model). The concept of eudaimonia in
(Stenseke, 2023) is in fact the reward function: the function
which should be maximized. Our understanding of eudaimo-
nia is different: following Aristotle, we understand eudaimo-
nia as particular state of affairs which relates to the human
ultimate state of happiness. In other words, in our model eu-
daimonia is a kind of a goal state, while in (Stenseke, 2023)
eudaimonia is a direction only. In addition, the concept of
phronesis in both models is not treated interchangeably: in
our model, phronesis is represented by the knowledge of the
reasoning mechanism, while (Stenseke, 2023) divides it into
2 parts: (1) learning what action leads to good and (2) learn-
ing what is good in itself; the assumption is also that both
parts should be learned. Although we can agree that the
knowledge about which action is good can be obtained by
learning, we argue that the knowledge of what is good should
be directly introduced into the machine. This element of the
model is informed by one the basic assumptions of our work:
the wish that machines follow our ethics and evaluations of
what is good (particularly relevant in deep learning mech-
anisms which face the so-called value-alignment problem),
clearly highlighting how these two approaches to machine
ethics implementation diverge. While (Stenseke, 2023) tries
to reflect or simulate the human-like virtue ethics in a ma-
chine context as accurately as possible, this work proposes a
model of the virtue ethics-based decision-making mechanism
which uses some concepts of virtue ethics to make moral de-
cisions.

The authors of (Hegde, Agarwal, & Rao, 2020) analyze
the behaviour of agents equipped with elements of utilitarian
and virtue ethics in the Continuous Prisoner’s Dilemma. Ev-
ery agent in the experiment has two parameters: resource and
reputation. The overall evaluation by the agent is made on the
basis of both utilitarian and virtue ethics premises. (Hegde
et al., 2020) shares some elements similar to our model (the
utilisation of a threshold in the representation of the virtue
ethics), but the overall presentation is much more simplistic.
Moreover, it is not quite clear how the authors understand a
virtue: if a virtue is connected with the action (as claimed by
the authors), the paper could arguably exemplify a deontolog-
ical approach.

One of the most important models of consequentialist and
virtue ethics is discussed in (Bench-Capon, 2020). The model
is constructed on the formal basis of the AATS+V model

(presented in (Chorley & Bench-Capon, 2005), (Atkinson &
Bench-Capon, 2007), (Atkinson & Bench-Capon, 2014), and
other). Bench-Capon’s approach (Bench-Capon, 2020) re-
volves around the assumption that virtue is an ordering be-
tween values and offers an understanding of the concept of
virtue different from the one adapted in this paper: while in
our model, virtue is a set of thresholds of the levels of values’
promotion, in Bench-Capon’s approach virtue is a hierarchy
between values. In our opinion, representation of virtue as
a set of thresholds is much more useful, because it prevents
the autonomous device from decisions in which the strong
promotion of one value too strongly decreases the level of
promotion of the other value.

Concluding discussion
The model presented in this paper has been created within
the eudaimonist ethical framework, where the fulfilment of
the human potential, full development of oneself as a person
- eudaimonia - can be achieved as a result of virtuous life.
The focal point of this approach is the concept of virtue. In
our model, by a virtue we understand the minimal acceptable
levels of promotion of a set of values. This understanding
of a virtue is naturally a simplification of this concept, but it
allows for representing the key elements of virtue ethics in
autonomous devices.

We assumed that virtues are the basis for decisions and eu-
daimonia is achievable. This view on virtues and eudaimonia
implies the binary character of these concepts: virtue can be
fulfilled (or not) and eudaimonia can be achieved (or not).
Considering that a virtuous life should lead to eudaimonia,
we can assume that if a device makes decisions which fulfill
the virtues, it achieves eudaimonia (note that by eudaimonia
we do not understand “eudaimonia” of a machine, but eudai-
monia of humans). In other words, if a device makes a deci-
sion which promotes values to the levels above the thresholds
established by a virtue, then it is moral, i.e., brings about eu-
daimonia.

Another key concept of virtue ethics is phronesis, under-
stood as practical wisdom or – more suitably in this case –
the capacity to reason about virtues. In our model this con-
cept is represented by the entire reasoning mechanism, on the
basis of which a device can infer which decision leads to eu-
daimonia, i.e., which decision satisfies all virtues.

Moreover, thanks to our model, we can point out what kind
of technological developments are needed to promote the re-
sponsible use of AI from a socio-technical perspective. In our
opinion, the key challenge lies not in the problem of ethical
reasoning itself, but rather in the evaluation of the available
decisions. From a technical point of view, such a task can
be understood as a kind classification or regression task, the
leading question for future research being whether the cre-
ation of such a regression mechanism is feasible at all.
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