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Feedback Control for Natural Oscillations of
Locomotion Systems Under Continuous Interactions

with Environment
Zhiyong Chen, Tetsuya Iwasaki, and Lijun Zhu

Abstract—We consider a class of multi-body robotic systems
inspired by dynamics of animal locomotion such as swimming
and crawling. Distinctive properties of such systems are that the
stiffness matrix is asymmetric due to skewed restoring force from
the environment, and the damping matrix is a scalar multiple
of the inertia matrix when the body is flat like those of fish.
Extending the standard notion to this class, we define the natural
oscillation as a free response under the damping compensation
to yield marginal stability. The natural oscillation of the body
provides a basic gait for locomotion. We propose a class of simple
nonlinear feedback controllers to achieve entrainment to the
natural oscillation of the body, resulting in a prescribed average
velocity. As an example, a link chain system with symmetric
mechanical structure is considered, and its natural oscillation
is shown to exhibit traveling waves appropriate for undulatory
locomotion. Controllers are designed under various conditions
to achieve prescribed locomotion speeds by natural oscillations.
In particular, it is shown how design parameters can be chosen
to increase the rate of convergence, and how the locomotion
speed can be set by adjusting the natural frequency through
body stiffness compensation.

Index Terms—Oscillations, locomotion, robotics, neuronal con-
trol, autonomous vehicles

I. INTRODUCTION

Propulsion mechanisms for transportation machines have
been mostly based on rotating components such as wheels,
screws, and propellers. On the other hand, animal/human lo-
comotion has provided inspirations for new propulsion mech-
anisms for mobile robots that exploit dynamic interactions of
periodic body movements with the surrounding environment
[1]–[8]. Such mechanisms would allow robust and adaptive
locomotion in rugged and changing environments. Fundamen-
tal problems in controlling robotic locomotion systems include
how to determine an appropriate oscillation profile (frequency,
amplitudes, and phases) of multiple motion variables, and how
to achieve a prescribed oscillation profile as a stable limit cycle
of the closed-loop system through feedback control.

Nonlinear oscillator theories have a long history and var-
ious analysis methods have been developed in the literature,
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including the Poincaré-Bendixson theorem [9], [10], Hopf bi-
furcation theorem [11], [12], perturbation theory and averaging
[13], [14], the Malkin theorem for phase coupled oscillators
[15]–[18], harmonic balance [19], [20], and the contraction
analysis for global convergence [21]–[23]. Most of the results
so far have focused on the analysis of limit cycles to prove ex-
istence, assess stability, and estimate frequency and amplitude,
and there are very few general theories for the feedback control
design of limit cycles. Recent work by Shiriaev et al. [24], [25]
has developed one of such design theories. They considered
stabilization of a periodic orbit for multiple degree-of-freedom
(DOF), underactuated Euler-Lagrange systems. The virtual
constraint approach was proposed to reduce the problem to
that of a planar (two dimensional) system with an integral
of motion. A sufficient condition was given for the existence
of periodic solutions, but the problem of setting a desired
oscillation profile has not been addressed.

Phase coordination of oscillating motion variables at a right
frequency is important in achieving efficient locomotion. It is
conjectured that the energy consumption during animal loco-
motion is minimized by exploiting the mechanical resonance
between the body and the surrounding environment [26]–[28].
The idea of resonance, or natural oscillation, will be useful for
designing efficient robotic locomotors that are robust against
and adaptive to environmental changes. Feedback control laws
to achieve entrainment to a resonance have been studied for
single-DOF [29]–[35] as well as multi-DOF systems [36]–
[39]. All of these work considered standard mechanical sys-
tems1 for which natural oscillations are well defined. On
the other hand, linearized dynamics of locomotion systems
have asymmetric stiffness [40] arising from anisotropic envi-
ronmental forces [4], [41], which prevents us from applying
the standard definition of natural oscillations to locomotion
systems.

In this paper, we shall first extend the notion of natural
oscillations to the class of mechanical systems with asymmet-
ric stiffness. The key idea is to consider the situation where
the mechanical body is dragged by an external force at a
constant velocity relative to the environment. For instance,
one can imagine an eel placed in a constant flow of water
with its head fixed to the inertial frame. At a nominal velocity
commonly observed in biology, the eel body would be aligned
with the flow, and the straight body configuration is the stable

1By standard mechanical systems, we mean those whose linearizations
are described by symmetric positive definite mass, stiffness, and damping
matrices.
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equilibrium. However, if the damping effect is reduced by a
proper amount, the system becomes marginally stable, thereby
defining a natural oscillation similar to observed undulation.
We will formalize this idea to define a natural oscillation in
a general setting and show that the natural oscillation can be
analytically characterized in terms of a generalized eigenvalue
of the mass-stiffness matrix pair.

Once natural oscillation is defined, we will develop a
rigorous method for designing a nonlinear feedback controller
to achieve locomotion as a stable limit cycle of the closed-
loop system, exploiting the natural dynamics of the open-
loop plant. In the literature, locomotion control problems
have been addressed for individual robotic systems [3], [42]–
[46], but very few results are available to provide unified
and effective theoretical tools for control design in a general
setting. In this paper, we propose a simple control scheme
by restricting the scope to the class of mechanical systems
with asymmetric stiffness. This class of systems is fairly
general to include arbitrary multibody robotic systems under
continuous interactions with the environment, encompassing
swimming and crawling [40], although it excludes systems
with piecewise continuous dynamics with impacts, arising in
legged locomotion. We use a simplified plant model obtained
by assuming small body deformation around a nominal posture
and by retaining up to the second order terms in the Taylor
series. The proposed controller, based on nonlinear damping
compensation and feedback linearization, achieves the natural
oscillation with a guaranteed convergence for the simplified
plant (all proofs are placed in Appendix). A design example
for a link-chain locomotor will be given to illustrate the control
method, with a validation through simulation of the original
fully nonlinear model.

Some results of the present paper, in their preliminary
forms, have been presented at conferences [47]–[49]. The
first work on this topic appeared in [47], and was refined in
[48], where the entrainment controller was designed based on
the multivariable harmonic balance (MHB) analysis [50]. The
MHB method allows us to develop tractable design conditions
in a rather general setting, but existence and stability of the
limit cycle prescribed for the closed-loop system are not guar-
anteed due to harmonic approximations. Later, we found a new
approach for control synthesis to achieve exact entrainment to
the natural oscillation [49]. The result in [49] considers the
linear time-invariant plant dynamics under a fixed locomotion
velocity. The present paper generalizes the result to include
the dynamics associated with varying locomotion velocity,
and provides a fully rigorous analysis of the targeted limit
cycle oscillation. Preliminary versions of the design example
in Section V were briefly presented in [48], [49].

II. PROBLEM FORMULATION FOR LOCOMOTION CONTROL

We use the following notation. For a complex vector z, we
denote Zejφ := z to define Z to be the diagonal matrix with
|zi| on the ith diagonal entry, φ to be the vector with ∠zi
in the ith entry, and ejφ to be the vector with ejφi stacked
in a column. The notation x + y = z for x ∈ R and y, z ∈
Rn means that zi = x + yi for the ith entry. Functions are

assumed to act elementwise; for instance, cos(x) for x ∈ Rn
is the vector whose ith entry is cos(xi). For a complex number
λ, <(λ) and =(λ) denote the real and imaginary parts of λ,
respectively.

A. The class of mechanical systems with asymmetric stiffness

We consider a general class of multi-body mechanical
systems placed in an environment [40]. Each body joint is
flexible and is driven by actuators. The environmental forces
are assumed to result from continual interactions between
the body and the surrounding media, and are modeled by
static functions of the relative velocity. This class of robotic
locomotors includes those like crawling snakes and swimming
fish, but excludes those like walking legged-animals. The
equations of motion have been developed in [40] using the
Euler-Lagrange method, and are described by nonlinear dif-
ferential equations in terms of motion variables for the shape
and orientation of the body θ ∈ Rm, and for the locomotion
velocity v ∈ Rk.

We consider “cruising locomotion” of the robotic system
and approximate the original nonlinear equations of mo-
tion in the neighborhood of this operating condition [40].
In particular, we assume symmetric body oscillations with
small amplitudes around a nominal posture. By symmetry of
oscillations, the direction of locomotion and body orientation
can be constrained, reducing the dimension of θ to n < m
and that of v from k = 3 to k = 1. The small amplitude
assumption makes it reasonable to approximate nonlinearities
by the Taylor series with truncation of higher order terms. As
a result, the locomotor dynamics can be described by

Jθ̈ +Dθ̇ +K(v)θ = u (1)
v̇ + ξ(θ)v + ϕ(θ, θ̇, θ̈) = 0, (2)

where u ∈ Rn is the actuator force/torque input, θ ∈ Rn is
the body shape variable, and v ∈ R is the locomotion velocity
of the body (e.g., the center of gravity or the head). The n×n
matrices J , D, and K(v) represent the moment of inertia,
damping, and velocity-dependent stiffness, respectively. The
first equation shows how the change in the body shape θ results
from actuation u through the interaction with environment
(represented by the dependence of K on v). The second
equation shows how a periodic change in the body shape θ
is rectified to yield a biased forward velocity v. Throughout
the paper, we call equations (1) and (2) an oscillation equation
and a rectifier equation, respectively.

The simplified model is still nonlinear. We did not linearize
the original model because linearization leads to decoupling
of the two equations, losing the essential dynamics underlying
thrust generation for locomotion. Thus, keeping up to the
second order terms in the Taylor series, (1) and (2) represent
one of the simplest models for locomotion systems. The simple
model is obtained by restricting our attention to locomotion
along a straight line with a symmetric body oscillation, and
assuming that the oscillation amplitudes are small. When the
body oscillation involves large curvature, the model may not
accurately predict the locomotion velocity. However, the model
qualitatively captures the essential dynamics of locomotion
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and is reasonably accurate for the range of oscillation ampli-
tudes observed in animals. The model equations in (1) and (2)
have been derived in a general 3-dimensional setting in [40]
and validated for various example systems [40], [41], [51],
[52].

The following properties are assumed for the model.
Assumption 2.1: Let vo be a fixed constant in a desired

range of locomotion velocity.

(a) J = J T > 0.
(b) D = µJ for some µ ∈ R.
(c) All the eigenvalues of M(vo) := J−1K(vo) are simple

and have positive real parts.
(d) The eigenvalue λ of M(vo) that minimizes =(λ)/

√
<(λ)

is unique.
(e) The functions ξ and ϕ are continuous, and ξ(θ) is positive

for all nonzero θ.

The model under this assumption captures a general robotic
swimmer with a flat body, swimming at a low to moderate
cruising speed, as explained below. The moment of inertia
matrix J for a general multi-body system is always symmetric
positive definite as stated in (a). The Rayleigh damping D =
µJ in (b) typically arises from modeling of slender-body fish
(e.g. eels, saithe, rays) or their robotic counterpart, as a set of
flat plates subject to resistive hydrodynamic forces [41], [51],
[52]. In particular, the fluid force on a small plate segment
is approximately modeled by a linear function of the plate
velocity relative to the fluid, with its magnitude proportional
to the plate area. Such model results in the fluid damping
matrix D proportional to the moment of inertia matrix J with
proportionality constant µ := c/% where c is the fluid drag
coefficient and % is the body density. On the other hand, the
stiffness matrix K(v) is not necessarily symmetric due to the
force from the environment. In particular, it is given by

K(v) = Ko + vΛ

where Ko is a symmetric positive definite matrix representing
the body stiffness, and Λ is an asymmetric matrix representing
the skewed stiffness arising from the locomotion at velocity v
relative to the environment [40]. We see that all the eigenvalues
of M(v) are real positive when v = 0 since J and Ko are
positive definite. Hence, by continuity, there exists ε > 0 such
that the real parts of the eigenvalues of M(v) are positive for
all |v| < ε. When the model represents animal locomotion,
velocities typically observed in biology are well within this
range [41], [53]. Thus, it seems reasonable to assume (c)
for robotic locomotors. For simplicity, we introduced the
additional assumption that no eigenvalues are repeated, which
is generically satisfied. The item (d) is a technical assumption,
which will turn out to give uniqueness of the natural oscilla-
tion. This assumption is always satisfied except for a very
special case where there is a parabolic region y2 ≤ cx with
c > 0 on the complex plane x + jy ∈ C, containing all the
eigenvalues of M(v) with more than one pair exactly on the
boundary. Finally, item (e) is naturally satisfied by any physical
locomotor system since the term ξ(θ)v in (2) represents the
drag due to the environmental force.

B. Problem statements and overview of approach

The ultimate goal is to develop a method for designing a
feedback controller for the locomotor described by (1) and
(2) such that efficient locomotion is achieved by exploiting
a natural oscillation. With robotic applications in mind, our
primary control target in this paper is not a precise regulation
of position or velocity, but rather a robust maintenance of
effective locomotion. We will define “natural oscillations” in a
precise mathematical term, and develop a systematic method
to achieve a natural oscillation with a theoretical guarantee
for stability of the limit cycle. To this end, our approach is
to break down the overall objective into the following two
problems:
A. Define and characterize natural oscillations at velocity vo

for the locomotion system described by (1) and (2).
B. Design a feedback controller for (1) and (2) so that the

closed-loop system has a natural oscillation at velocity
vo as a stable limit cycle.

The key idea in Problem A is to consider the “frozen system”
(1) in which the locomotion velocity is a fixed constant
v(t) ≡ vo. The frozen system describes the linear dynamics
governing the body shape change when the locomotor body
is hypothetically forced to move at a constant velocity vo
relative to the environment. For instance, a fish body in a
fluid at flow speed vo, with its center of mass pinned to
the inertial frame, would be subject to the frozen system
dynamics and may tend to have a decaying oscillation after
a perturbation. We will define the natural oscillation as a
periodic solution of the frozen system under an appropriate
linear damping compensation to make the system marginally
stable. The natural oscillation thus defined turns out to give
body movements that are similar to those observed in biology
and are useful for the design of locomotion control system.

The natural oscillation characterized by (1) with v(t) ≡ vo
is not unique and can have an arbitrary amplitude since the
frozen system is linear. We attribute an additional property
to the definition of the natural oscillation to constrain the
amplitude by (2) as follows. When a natural oscillation is im-
posed on the body, the locomotion velocity resulting through
the dynamics (2) would oscillate around a constant value. In
general, the average velocity is not equal to the value vo
used in (1) to define the natural oscillation, leading to an
inconsistency. We will use the freedom in the choice of the
amplitude to meet the consistency requirement, and define the
natural oscillation only for a particular value of the amplitude
for which the resulting average velocity turns out to coincide
with the original vo. We will show how the amplitude can be
chosen to enforce the consistency and make the average value
of the velocity v(t) equal to vo.

For the control design in Problem B, we consider the state
feedback case, where θ, θ̇, and v are assumed available for
feedback. We will propose a simple nonlinear controller such
that the body shape θ(t) locally orbitally converges to the
natural oscillation at vo, and the velocity v(t) converges to
a periodic signal with the average equal to vo. The idea is
to use feedback linearization on (1) first to replace K(v)θ
with K(vo)θ and obtain the frozen system, and then apply
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a nonlinear feedback control to make θ(t) converge to the
natural oscillation. As a result, the rectifier equation (2) defines
a periodically time-varying linear system, and a rigorous
analysis will be given for the periodicity and average value
of solution v(t).

The next two sections will address Problems A and B,
respectively.

III. NATURAL OSCILLATIONS OF ASYMMETRIC SYSTEMS

Consider a locomotor progressing in a fixed direction at
a constant velocity on average. The steady velocity of loco-
motion is maintained by the propulsive force resulting from
the body shape change, interacting with the environment. We
gain insights into the locomotion mechanism by reversing the
cause/effect and asking the following: if the body is forced
to move at a constant velocity v, would it naturally tend to
oscillate? If so, such motion could be used as a definition for
a natural oscillation. This motivates us to analyze stability of
the oscillation equation (1) for a fixed, constant value vo of
velocity, in which case the system becomes linear.

Recall that the natural oscillation of standard linear me-
chanical systems is a well established concept. In particular,
a natural mode of oscillation is defined to be a free response
of the modified system obtained by removing all the damping
effects to achieve marginal stability for sustained oscillation.
This definition is valid for the standard case where the stiffness
and inertia matrices are symmetric positive (semi)definite.
However, this idea does not directly apply to the locomotion
system because simple removal of damping effects Dθ̇ does
not result in marginal stability of Jθ̈ + K(vo)θ = 0 due to
the asymmetry of K(vo). Hence, a new definition for natural
oscillations is necessary.

Clearly, the system (1) is stable when the velocity is zero,
provided K(0) is symmetric positive definite as is the case for
typical locomotion systems. By continuity, the frozen system
(1) with v(t) ≡ vo would be stable for any value of vo smaller
than a threshold, and oscillations, if any, would die out in the
steady state. However, if the damping effect Dθ̇ is gradually
reduced, the oscillations may eventually become unstable.
When the eigenvalues with the largest real part go across the
imaginary axis, the system becomes marginally stable and the
oscillations can be sustained. The natural oscillation can thus
be defined as a free response of the modified system obtained
by reducing the damping effect by an appropriate amount to
achieve marginal stability for sustained oscillations. This basic
idea and consistency consideration lead to the following.

Definition 3.1: Consider the system described by (1) and
(2) with Assumption 2.1. The periodic motion

ϑ(t) := <[zejωt] = Z cos(ωt+ φ), Zejφ := z, (3)
is called a natural oscillation at velocity vo if the following
two conditions hold:
(i) For v(t) ≡ vo, the body shape θ(t) in (1) converges, for

almost all initial conditions, to aϑ(t+c) for some nonzero
a, c ∈ R, dependent on the initial condition, provided an
appropriate damping compensation u = ρoJθ̇ is applied.

(ii) For θ(t) ≡ ϑ(t), the velocity v(t) in (2) converges
to a periodic solution with average vo for all initial
conditions.

The parameters ω and z are referred to as the natural
frequency and mode shape of the natural oscillation.

Let us first consider condition (i) and find the appropriate
value of the damping parameter ρo. In condition (i), the phrase
“almost all” refers to the following property. The set of initial
states, from which the convergence to aϑ(t+c) does not occur,
has zero volume in the state space. Consequently, for any
initial condition, there exists an arbitrarily small perturbation
that leads to the stated convergence property. When v(t) ≡ vo,
system (1) becomes linear, and the characteristic equation for
(1) with v(t) ≡ vo and u = ρJθ̇ is given by

(s2J+s(µ−ρ)J+K(vo))y = 0, s ∈ C, y ∈ Cn.(4)

Condition (i) holds if and only if the critical value ρ = ρo
is chosen so that the above equation has a pair of solutions
(s, y) = (jω, z) and (−jω, z̄), and all the other characteristic
roots are in the open left half plane. In this case, θ(t) converges
to aϑ(t+c) for all initial conditions except for those that lie in
the subspace orthogonal to the invariant subspace associated
with eigenvalues ±jω.

When J and K(vo) are symmetric positive definite, con-
dition (i), with “almost all” replaced by “some,” provides the
standard notion of natural oscillations, where the critical value
of the damping parameter is given by ρo := µ. In this case,
the system is marginally stable with all the eigenvalues on the
imaginary axis, defining multiple modes of natural oscillations.
For the class of systems we consider, it is not obvious how
to characterize the critical value ρo. The following result will
provide a characterization of ρo and explicitly state how the
stability property changes with the value of ρ. Below, the set
of eigenvalues of M(vo) := J−1K(vo) is denoted by Λ(vo).

Lemma 3.1: Let a real scalar vo be given and consider the
system (1) with Assumption 2.1 satisfied. Denote the minimizer
and the optimal value of

ρo := min
λ∈Λ(vo)

µ+
=(λ)√
<(λ)

. (5)

by λo and ρo, respectively. Let z be the eigenvector of M(vo)
associated with eigenvalue λo, and define the periodic signal
ϑ(t) by (3) with ω :=

√
<(λo). Then, condition (i) of

Definition 3.1 is satisfied. In particular, the system (1) with
damping compensation u = ρJθ̇, described by

Jθ̈ + (µ− ρ)Jθ̇ +K(vo)θ = 0, (6)
is exponentially stable if ρ < ρo, marginally stable if ρ = ρo,
and exponentially unstable if ρ > ρo.

In the above result, Assumption 2.1(b) allows for the simple
characterization of the critical damping ρo. Assumption 2.1(c)
guarantees that the minimization problem (5) is well posed
and feasible. Assumption 2.1(d) guarantees that the minimizer
of (5) is unique, which in turn implies that, when ρ = ρo, the
system is marginally stable with a single pair of unrepeated
eigenvalues on the imaginary axis. Consequently, for almost all
initial conditions, the trajectory θ(t) converges to a periodic
solution of the form θ(t) = aϑ(t + c), where a, c ∈ R are
determined by the initial condition.

Next we consider condition (ii) in Definition 3.1, where ϑ(t)
is constructed as described in Lemma 3.1. We first show that
v(t) in (2) globally converges to a periodic trajectory. When
θ(t) ≡ ϑ(t), the rectifier dynamics (2) defines a linear periodic
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system with variable v(t). Let us denote, with a slight abuse
of notation, ξ(ϑ(t)) and ϕ(ϑ(t), ϑ̇(t), ϑ̈(t)) by ξ(t) and ϕ(t),
respectively, which are both periodic with period T := 2π/ω.
Noting that ξ(t) > 0 holds for all t, it can be verified that
the trajectory v(t) of the system (2) is always bounded. Since
the system (2) is a linear T -periodic system with uniformly
bounded solutions, it admits a T -periodic solution ℘(t) (see
Theorem 20.3, [54]). In fact, it can be verified using the
standard linear system theory that the periodic solution is
unique and admits the following explicit formula:

℘(t) =
1

1− eξ̄T

∫ t+T

t

e
∫ τ
t
ξ(σ)dσϕ(τ)dτ, (7)

where ξ̄ is the average value of ξ(t) over one cycle. It is easy
to see that the error v(t)− ℘(t) satisfies

(v̇ − ℘̇) + ξ(v − ℘) = 0, (8)

which is a stable linear system due to ξ(t) > 0. As a result,
every trajectory v(t) of (2) globally converges to the periodic
solution ℘(t).

We now show how the consistency requirement ℘̄ = vo in
condition (ii) can be satisfied, where ℘̄ is the average value
of ℘(t) over one cycle. In particular, the magnitude of the
eigenvector z, or the amplitude of ϑ(t), is not unique, and we
use this freedom to satisfy condition (ii). The average ℘̄ can
be seen as a function of vo and α, denoted by ℘̄ = f(vo, α),
where α := ‖z‖ is the oscillation amplitude, and vo is the
velocity parameter used to define ω and z/α through the
characteristic equation (4) with ρ = ρo. Then, condition (ii) is
satisfied if α is chosen such that vo = f(vo, α). Summarizing
the above development, we have the following.

Theorem 3.1: Let a real scalar vo be given and consider
the system described by (1) and (2). Suppose Assumption 2.1
is satisfied. Define the function f(vo, α) by the average value
of the periodic signal ℘(t) in (7) as described in the preceding
paragraphs. Then there exists a natural oscillation at vo if and
only if there exists a positive real scalar α such that vo =
f(vo, α). In this case, a natural oscillation at vo is given by
ϑ(t) in (3), where λo is the minimizer of (5), ω is defined by
ω :=

√
<(λo), and z is the eigenvector of M(vo) associated

with eigenvalue λo, with the magnitude α := ‖z‖ chosen to
satisfy vo = f(vo, α).

In general, the solution α to vo = f(vo, α) may not be
unique, and there are m natural oscillations at vo if there are
m solutions α. In such case, the smallest α gives the natural
oscillation that is the most efficient in the sense of achieving
the given velocity vo with the smallest oscillation amplitude.
It is difficult to solve vo = f(vo, α) for α analytically, but a
numerical approach is feasible through a line search over α
for each fixed value of vo, computing the value f(vo, α) as the
average of the steady state velocity v(t) obtained by simulating
(2). If there is no solution α, then the average velocity vo
cannot be achieved by any natural oscillations (e.g., vo may
be too large). For the control design, it would be more practical
to fix the value of α so that the body motion has a reasonable
amplitude, and plot the curve ℘̄ = f(v, α) on the (v, ℘̄) plane
for gridded points of v. The average locomotion velocity vo
achieved by the natural oscillation with amplitude α can then

be found by the intersection of the curve and the straight line
℘̄ = v. We will illustrate this idea later for a design example.

Computation of the function value f(vo, α) involves nu-
merical simulation and its repeated evaluation may take a
long time for systems with many degrees of freedom. For
such systems, an approximate but explicit formula for f(vo, α)
would be useful, which can be obtained as follows. First,
assuming small amplitude ‖θ‖, the functions ξ and ϕ may be
approximated through Taylor series expansions and truncation
of higher order terms. When terms are retained up to the
second order, the functions typically take the following form
[40]:

ξ(θ) = c+ θTCθ, ϕ(θ, θ̇, θ̈) = θ̇TSθ̇ + θTSθ̈ + θ̇TQθ (9)

for some scalar c and square matrices S, C, and Q such that
c > 0 and C = CT > 0. In this case, it can readily be verified
[55] through the averaging of (2) that the function f(vo, α) is
approximated by

f̄(vo, α) :=
ω zTQz

zTCz + 2c/α2
,

Qij := Qij sin(φi − φj)
Cij := Cij cos(φi − φj)

, (10)

where ω and z are defined for vo as in Theorem 3.1, φi
is the phase angle of zi, and z is the vector with the ith

entry |zi|/‖z‖. The parameters ω, φ, and z depend on vo,
but are independent of the amplitude α. From the expression
of f̄(vo, α) in (10), we see for a fixed value of vo that the
average velocity f̄(vo, α) approaches zero as the amplitude α
tends to zero, and that the magnitude of f̄(vo, α) is bounded
and approaches a constant as α goes to infinity (but it should
be kept in mind that the approximation f̄ ∼= f is valid when
α is small). The boundedness of f̄ shows that a large value
of vo may not satisfy vo = f̄(vo, α) for any α, suggesting
that natural oscillations with large amplitudes cannot achieve
high speed locomotion. Note, however, that the bound on f̄ is
proportional to ω, and hence a higher speed may be achieved
by stiffening the body and increasing the natural frequency.
This idea will be illustrated by an example later.

IV. ENTRAINMENT TO NATURAL OSCILLATION

We will develop a systematic method for designing a
feedback controller for the system in (1) and (2) to achieve
a natural oscillation at a prescribed velocity vo. The control
objective is precisely defined as follows.

Definition 4.1: Consider the locomotion system described
by (1) and (2) with the state vector x := (θ, θ̇, v) ∈ R2n+1. Let
ϑ in (3) be a natural oscillation at velocity vo, and consider
the velocity ℘ in (7) resulting from ϑ. Define the periodic orbit
in the state space

O := { χ(t) ∈ R2n+1 | t ∈ R }, χ := (ϑ, ϑ̇, ℘). (11)
A feedback controller is said to achieve entrainment to the
natural oscillation ϑ at vo if the trajectory x converges to the
orbit O, i.e., there exists to ∈ R, dependent upon the initial
condition, such that

lim
t→∞

‖x(t)− χ(t+ to)‖ = 0

holds for the closed-loop system whenever the initial value
of (θ, θ̇) is sufficiently close to the natural oscillation orbit
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N := { (ϑ(t), ϑ̇(t)) | t ∈ R }, i.e., the projection of the orbit
O onto the (θ, θ̇) subspace.

The convergence requirement for the control design is local,
as the design does not have to guarantee entrainment when
the initial value of (θ, θ̇) is not close to the orbit N. However,
the convergence should be guaranteed regardless of the initial
value of v. To achieve entrainment to the natural oscillation ϑ
at vo, it suffices to make θ(t) converge to ϑ(t+ to) for some
to because v(t) converges to ℘(t) when θ(t) ≡ ϑ(t) as shown
in the previous section. The average value of ℘ is equal to
vo by definition since ϑ is a natural oscillation at vo, thereby
achieving locomotion at average velocity vo. Thus, the control
objective boils down to the convergence of θ(t) to ϑ(t+ to).
Our approach to the control design is based on two key ideas:
feedback linearization and nonlinear damping compensation,
which are explained next.

Recall that natural oscillations are defined for the frozen
system where v(t) ≡ vo is assumed in (1). The frozen system
defines linear dynamics in θ and can be obtained through
feedback linearization by the control law of the form

u = w +K(v)θ −K(vo)θ,

where w is the auxiliary control input. The simplest way for
achieving the natural oscillation is to compensate the damping
by the controller w = ρJθ̇. In this case, the closed-loop
system is described by (6), and the choice ρ = ρo makes
ϑ a solution to (6) as stated in Lemma 3.1. However, this
approach is not practical because the oscillation is critically
sensitive to the parameter ρo and the initial condition, lacking
structural stability. For practical purposes, the controller should
be designed to achieve the natural oscillation as (part of the)
stable limit cycle χ of the closed-loop system as described in
Definition 4.1. Since the frozen system is linear, the controller
is necessarily nonlinear to create a structurally stable limit
cycle. We consider the nonlinear damping augmentation by
feedback control w = εJθ̇, where ε depends on the state x.
We choose the ε function so that ε = ρo when (θ, θ̇) is on
the natural oscillation orbit N, and ε is appropriately adjusted
when (θ, θ̇) is perturbed away from N.

Theorem 4.1: Consider the system described by (1) and
(2). Let a nonzero constant vo and the signal ϑ in (3) be
given. Suppose Assumption 2.1 is satisfied, and ϑ is a natural
oscillation at velocity vo. Denote by λo and ρo the minimizer
and the optimal value of (5). Then entrainment to the natural
oscillation ϑ at vo is achieved by the controller

u = ε(‖R†θ̇‖)Jθ̇ +K(v)θ −K(vo)θ,

R† := 2
[
=(`) <(`)

]T
, (12)

where ε : R → R is a continuously differentiable, strictly
decreasing function such that ε(ω) = ρo, and ` is the left
eigenvector of M(vo) associated with the eigenvalue λo,
normalized to satisfy `∗z = 1.

Theorem 4.1 shows that, when the controller (12) is used
to drive the system described by (1) and (2), the natural
oscillation at velocity vo is achieved exactly, and the ac-
tual velocity v(t) converges to a T -periodic signal in the
steady state. Moreover, the average velocity approaches the
prescribed constant value vo. The controller (12) achieves and
stabilizes the natural oscillation as part of the limit cycle χ of

the closed-loop system by adjusting the amount of damping.
The intuition behind the stabilization mechanism can be given
in terms of the characteristic roots of (6) as follows. First, note
that the natural oscillation can be described as

ϑ(t) = R

[
cosωt
sinωt

]
, R :=

[
=(z) <(z)

]
.

We then see that ω = ‖R†ϑ̇‖ since R† is a pseudo inverse of R
such that R†R = I . On the natural oscillation orbit N, we have
ρ = ε(ω) = ρo and the characteristic equation (6) has a pair
of roots s = ±jω on the imaginary axis and the other roots in
the left half plane. It can readily be shown that the derivatives
of real and imaginary parts of s with respect to ρ are both
negative at ρ = ρo. Hence, if the frequency and amplitude
are positively perturbed from the natural oscillation to make
‖R†θ̇‖ larger, then the root s = jω moves into the open left
half plane with a reduced magnitude of the imaginary part.
As a result, the frequency and amplitude tend to decrease and
return to the values before the perturbation. A rigorous proof
of convergence is given in the Appendix.

In general, the convergence would be faster if the slope of
ε(x) at x = ω is steeper, which can be explained as follows.
Note that s ∈ C is a characteristic root of (6) if and only if

p(λ, s) := s2 + (µ− ρ)s+ λ = 0, (13)

holds for some generalized eigenvalue λ of (J,K(vo)). The
pair s = ±jω satisfies (13) for λ = λo and ρ = ρo. When the
amplitude is positively perturbed from the natural oscillation,
i.e., θ(t) = (1 + δ)ϑ(t) for δ > 0, the damping compensation
term ρ becomes ε(‖R†θ̇‖) = ε((1 + δ)ω) ≈ ε(ω) − rδω =
ρo − rδω where −r < 0 is the slope of ε(x) at x = ω. The
characteristic equation (13) with λ = λo then reduces to

s2 + (µ− ρo + rδω)s+ ω2 + j(ρo − µ)ω = 0

which has two solutions

s(δ) = −(µ− ρo + rδω)/2

±
√

(µ− ρo + rδω)2 − 4(ω2 + j(ρo − µ)ω)/2

which depends continuously on δ. For δ = 0, one of the
solutions is jω, defining the natural oscillation. The derivative
of this solution with respect to δ is calculated as follows

∂s(δ)

∂δ

∣∣∣∣
δ=0

= −rω
2

+
(µ− ρo)rω

2(µ− ρo + 2jω)

=
−2ω2 − jω(µ− ρo)

(µ− ρo)2 + 4ω2
r.

As a result, the real part of s(δ) is approximately
−2ω2rδ/((µ− ρo)2 + 4ω2) < 0, which characterizes a faster
decay rate for a larger r, corresponding to a steeper slope of
ε(x) at x = ω.

For locomotion systems during steady cruising, the velocity
is not constant but fluctuates around a constant since the
thrust generated by periodic body movements is not constant.
Theorem 4.1 gurantees the average velocity vo, but has no
statement about velocity fluctuations. Let us consider a limit-
ing case and gain insights into the size of fluctuations through
the approximations in (9). The term ξ(θ)v in (2) represents
the drag due to the environment force. We consider the case
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ξ(0) = 0, or c = 0, which means that the drag experienced by
the body at its nominal posture θ = 0, is ignored. For instance,
ξ(0)v would be the fluid drag that needs to be overcome
when towing an eel with its body straight at velocity v. In
this limiting case, the approximate function f̄(vo, α) in (10)
is independent of α since c = 0, suggesting that the amplitude
α can be arbitrarily chosen in the control design. It can be
shown that the magnitude of the velocity ripple is small when
the oscillation amplitude α is small, i.e.,

max
0≤t≤T

|℘(t)− vo| → 0 as α→ 0.

To see this, denote the Fourier series of the T -periodic signal
℘(t) as follows:

℘(t) = vo +

∞∑
k=1

ck cos ηk, ηk := kωt+ γk (14)

for some ck, γk ∈ R, where the average value is vo by design.
Substituting this ℘ into (2) as a solution v = ℘, we have

∞∑
k=1

(kω)ck sin ηk = ξ

(
vo +

∞∑
k=1

ck cos ηk

)
+ ϕ.

Note that the magnitudes of ξ and ϕ in (9) with c = 0
approach zero as α, the amplitude of θ, goes to zero. Hence,
in this limit, we have ck → 0 for all k and thus the amplitude
of fluctuation in ℘(t) approaches zero. This analysis shows
that the control design in Theorem 4.1 is reasonable in the
sense that it can yield a small-amplitude natural oscillation
with small velocity ripples when the nominal drag ξ(0) is
small.

V. APPLICATION TO A MULTI-LINK LOCOMOTOR SYSTEM

A. Fliptail locomotor

As an example of the class of mechanical systems described
by (1) and (2), we consider the “fliptail locomotor,” a multi-
segment system with a symmetric mechanical structure as
shown in Fig. 1. Multiple links are connected by flexible joints
to form two chains that are attached to the head. Each link
is subject to environmental forces with directional preference
[4]. We consider the case where the two chains undulate
symmetrically about the x-axis so that the head moves along
the x-axis without incurring displacements in the y-direction.
Let (xo, yo) be the coordinates of the head, and v := ẋo be the
head velocity resulting from the undulation. We assume that
there are n identical links in each chain, and each link has
mass mo, length 2lo and moment of inertia mol

2
o/3, and each

joint has torsional stiffness ko. The angle between the ith link
and the negative x-axis is denoted by θi. Let τi be the torque
applied at the ith joint. The environmental resistive force on
each link is modeled as fn = µnvn and ft = µtvt, where
fn and ft are the force components in the direction tangent
and normal to the link, vn and vt are the components, in the
respective directions, of the velocity of the link gravity center,
and µn and µt are proportionality constants [4].

The equations of motion are given by (1) and (2) with (see

1

2

(x0 ,y0)

(x1,y1)

(x2,y2)

(x1,y1)

(x2,y2)

1

2

x

y

2l0

1

2

1

2

0

Fig. 1. The fliptail locomotor — a multi-segment system with symmetric
mechanical structure moving along x-axis only.

[4], [40] for the detailed derivation)

c = µt/mo, C = µnI/m, S = (lo/n)diag(Fe),

Q = (lo/m)((µn − µt)F + µtS),

B =


1 −1

. . . . . .
1 −1

1

 , F =


1 2 · · · 2

1
. . .

...
. . . 2

1

 ,

J = mol
2
o(FF

T + I/3),
D = (µn/mo)J,
K = vΛ + koBB

T, u = Bτ,
Λ = lo(µn − µt)F, m = nmo,

where ξ(v) and ϕ(v) are defined by (9), and e ∈ Rn is the
vector with all its entries being one. We use the following
parameter values unless otherwise noted: the number of links
for each chain is n = 5, and each link has mass mo = 0.04 kg
and length 2lo = 0.1 m. The environmental force coefficients
are µt = 0.01 Ns/m and µn = 0.2 Ns/m, and each joint has
stiffness ko = 2.5 × 10−4κ Nm/rad, where the parameter κ
is used to examine the effect of stiffness perturbation. The
system satisfies Assumption 2.1 for all vo ≥ 0.

B. Natural oscillations

The profiles of natural oscillations are calculated for the
fliptail locomotor for several cases of locomotion velocity vo
and joint stiffness ko (parameterized by κ), and the result is
summarized in Table I, where the natural oscillation is given
by ϑi(t) = |zi| cos(ωt + φi) with ω equal to 2π divided
by the period. For each case, the spectral decomposition of
M(vo) := J−1K(vo) gives the eigenvalue λo that solves
the minimization problem in (5), the critical damping ρo,
and the associated eigenvector z of unit norm. The phase
angles φi are given by those of the complex number zi, and
the natural frequency is calculated as ω =

√
<[λo]. The

oscillation amplitudes |zi| are given from zi := αzi, where
α is determined by the consistency condition vo = f(vo, α).
Specifically, for various values of α, the value f(vo, α) is
computed as the average of speed v in the steady state when
(2) is simulated with θ = ϑ. The plot of f(vo, α) as a function
of α is shown in Fig. 2 (left) for the case κ = 5 and vo = 0.3
m/s. The function is monotonically increasing, and takes the
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value 0.3 (dashed line) when the amplitude is α = 1.25, which
solves the consistency condition. The plots for the other cases
are similar, and provide α = 0.45 for the case κ = 5 and
vo = 0.1 m/s (Fig. 2, right), and α = 0.52 for the case κ = 1
and vo = 0.1 m/s. Note that the natural oscillation of the
same system (with κ = 5) at a smaller velocity has a smaller
amplitude as expected.

For each case, the phase of the ith joint angle φi lags
behind its anterior neighbor φi−1, indicating almost linearly
decreasing phase from head to tail. This phase property results
in traveling waves that propagate in the posterior direction,
where the number of waves expressed by the fliptail at each
time instant is roughly equal to φ1/360. We see that the
amount of phase lag and the period of oscillation depend on
vo and ko. In particular, for a faster vo or a softer ko, a body
snapshot during locomotion exhibits more traveling waves.
Figure 3 shows examples of body snapshots during natural
oscillations at vo = 0.1 m/s for soft (κ = 1) and stiff (κ = 5)
cases.

0.5 1 1.5 2
0.05

0.1

0.15

0.2

0.25

0.3

0.35
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f(
v

o
,α

)

v
o
=0.3 m/s

0.5 1 1.5 2
0.05

0.1

0.15

0.2

0.25

α

v
o
=0.1 m/s

Fig. 2. Solution to vo = f(vo, α) for vo = 0.3 m/s (left) and vo = 0.1
m/s (right). The bold lines represent the function f(vo, α) versus α and they
intersect the dashed lines at α = 1.25 and α = 0.45, respectively.
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Fig. 3. Natural oscillation snapshots with different stiffness taken for every
1/4 cycle in the order of 1, 2, 3, 4. Above: κ = 5; Below: κ = 1.

C. Control design for natural oscillation
Consider the fliptail locomotor with stiffness κ = 5. A

controller is designed to achieve the natural oscillation at
vo = 0.3 m/s, using (12) with

ε(x) := ρo + η(ω − x) (15)

where η is a constant design parameter. Choosing a posi-
tive value η > 0 makes the function ε(x) monotonically
decreasing, as required in Theorem 4.1. With η = 2 as an
example, the closed-loop system is simulated with a random
initial condition. As theoretically guaranteed, the profiles
of simulated oscillations in the steady state almost exactly
match the natural oscillation subject to numerical errors. The
waveforms of the θi(t) oscillations are shown in Fig. 4,
where the limit cycle trajectory achieved by the controller is
purely sinusoidal. Figure 5 (top graph) shows that the specified
velocity vo = 0.3 m/s is exactly achieved on average.

Another controller is designed using η = 0.2 to achieve
the same natural oscillation. The resulting performance is
compared with that of the original controller with η = 2 to
examine the effect of the design parameter. Figure 6 shows the
asymptotic convergence of θ1(t) for the two controllers. We
see that the convergence is faster for η = 2 because the slope
of ε(x) at x = ω is steeper. Thus, the parameter η can be
tuned for faster convergence by making the slope steeper. A
trade-off is that function ε(x) with steep slope in a large range
of x would result in a control input with a large magnitude.

Yet another controller is designed to achieve a different
natural oscillation, now at vo = 0.1 m/s, with the same
controller parameters η = 2. Figure 5 (bottom graph) shows
that the specified average velocity vo = 0.1 m/s is exactly
achieved. Based on the discussion below Theorem 4.1, the
ripples in v(t) should get smaller as the oscillation amplitude
approaches zero. Figure 5 shows the tendency consistent with
this property; that is, the magnitude of the ripple is less for
α = 0.45 at vo = 0.1 m/s than α = 1.25 at vo = 0.3 m/s.

In the above control designs, a particular average velocity vo
is achieved by adjusting the amplitude of body oscillations, α.
As noted earlier, this method does not work when the velocity
vo is large and no α satisfies the consistency condition vo =
f(vo, α) due to boundedness of f(vo, α). Also, the equations
of motion, (1) and (2), are valid when the amplitude α is small,
and hence if the solution α to the consistency condition is
large, the velocity vo may not be achieved for the original fully
nonlinear plant. In fact, biology of animal locomotion suggests
that a larger velocity is achieved by increasing not amplitude
but frequency [28]. This control strategy is actually in harmony
with our natural oscillation framework. In particular, for a fixed
oscillation amplitude α, a desired locomotion velocity vo can
be achieved by adjusting the stiffness, exploiting the fact that
the nonzero solution vo to vo = f(vo, α) depends on the value
of κ. Figure 7 shows plots of y = f(x, α) for several κ values
with α = 1.25, where vo is identified from the intersection of
a curve y = f(x, α) and the straight line y = x. We see that a
larger stiffness leads to a larger velocity vo through increased
oscillation frequency. The controller (12) can be modified by
an additional term kcBB

Tθ to adjust the closed-loop stiffness
from ko to ko+kc. The additional term can be used to tune the
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TABLE I
NATURAL OSCILLATION PROFILES (φ5 = 0◦)

vo (m/s) κ Period (s) φ1 φ2 φ3 φ4 |z1| |z2| |z3| |z4| |z5|
0.3 5 1.22 267◦ 190◦ 115◦ 49◦ 2.5◦ 8.1◦ 21.5◦ 34.6◦ 58.3◦

0.1 5 2.21 155◦ 112◦ 66◦ 16◦ 1.3◦ 4.3◦ 7.0◦ 13.5◦ 20.1◦

0.1 1 2.12 352◦ 246◦ 151◦ 69◦ 1.0◦ 3.9◦ 9.3◦ 15.9◦ 23.2◦
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−50

0

50

time [s]

d
eg

re
e

Fig. 4. The closed-loop oscillations are sinusoidal and match the natural
oscillation profile in the first row of Table I.
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Fig. 5. Simulated velocity v. The target velocities vo = 0.3 and 0.1 m/s
are achieved on average in the steady state, with smaller ripples for the latter.

locomotion velocity of the system for set point tracking. This
tracking scenario is demonstrated in Fig. 8 where κ is changed
via kc stepwise at t = 100 and 200 s to take values 3, 5, 1 for
successive durations. The closed-loop system exactly achieves
the corresponding average velocities calculated in Fig. 7.

D. Accuracy of the bilinear model

The proposed control design method is based on the ap-
proximate bilinear model of the locomotion system, (1) and
(2), obtained by assuming small deformation of the body. It
has been shown by multiple case studies [40] that the bilinear
model captures the essential dynamics of locomotion and
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Fig. 6. Asymptotic convergence of θ1(t) for different η.
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Fig. 7. Solution to vo = f(vo, α) with α = 1.25 at various stiffness.
The solid curves represent y = f(x, α) for κ = 1, 2, 3, 4, 5, along the
arrow, and the dashed line is y = x. The intersection x = f(x, α) occurs at
x = 0.16, 0.22, 0.26, 0.28, 0.30, respectively.

predicts optimal gaits that are reasonable for the original fully
nonlinear model (before Taylor series truncation). Below, we
examine whether the control design based on the approximate
bilinear model is effective in the more realistic situation where
the body deformation is not necessarily small.

We designed four controllers with four different values of
the oscillation amplitude α, and applied them to the fully non-
linear equations of motion (without bilinearization). To sim-
plify the comparison, we consider the case with µt = 0 such
that the theoretical natural oscillation profiles are independent
of α. When the amplitude is small, the bilinear model captures
the original nonlinear dynamics more accurately, and hence
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Fig. 8. Set point tracking of the velocity through κ.

the controller is expected to perform well in achieving the
desired locomotion. This study reveals how much performance
degradation occurs when the amplitude becomes larger. The
simulation results are summarized in Table II. As expected,
the natural oscillation is still effectively achieved when the
oscillation angles are in a biologically reasonable range, e.g.,
α = 1.07 rad in the table. When the oscillation amplitudes
are further increased, one can observe significant distortion in
oscillation profiles. If the error creates problems, an additional
velocity feedback loop may be necessary.

VI. CONCLUSION

We have considered a class of mechanical systems charac-
terized by asymmetric stiffness matrices, arising from typical
dynamics of animal locomotion. The natural oscillation is
defined for such systems as a free response of damping-
compensated systems, and is shown to capture rhythmic
movements of e.g. flipping fish tails for swimming. Systematic
methods are proposed for designing nonlinear feedback con-
trollers to achieve entrainment to the natural oscillation exactly
as a stable limit cycle. Also, the periodic movement of the
body in a natural oscillation pattern induces a stable forward
velocity and thus achieves an autonomous locomotion.

A standard method for the control of robotic locomotion
systems would be a feedback regulation around a fixed peri-
odic motion command (e.g. [4]). The design method proposed
here is fundamentally different in that it achieves locomotion
as a stable limit cycle of an autonomous closed-loop system.
The pattern formation mechanism is thus inside the feedback
loop, and our controller exploits natural dynamics of the
system for efficient locomotion. Our theoretical result is based
on an approximate model of the locomotor, which assumes that
there are no external disturbances and the oscillation amplitude
is small. The actual velocity of locomotion achieved by the
proposed controller may be away from the target value if the
assumption is violated. However, the proposed approach may
be robust against modeling errors in generating the natural
oscillation. Moreover, our controller may have potential ca-
pability of gait adaptation to changing environment. These
robust/adaptive properties are expected due to the simple con-
trol mechanism of nonlinear damping compensation, leading
to the natural oscillation associated with the given inertia
and stiffness characteristics of the uncertain environment. Full
experimental validation and theoretical justification of these
properties are left for future research.

APPENDIX

Lemma 6.1: For any λ ∈ C with <(λ) > 0, the polynomial
p(λ, s) := s2 + cs+ λ = 0,

is Hurwitz (i.e., the solution s has negative real part,) if and
only if c > |=(λ)|/

√
<(λ).

Proof: The polynomial p(λ, s) is Hurwitz if and only if
the polynomial with real coefficients q(s) := p(λ, s)p(λ∗, s)
is Hurwitz. It is straightforward to verify using the Routh
stability criterion that q(s) is Hurwitz if and only if c >
|=(λ)|/

√
<(λ).

Proof of Lemma 3.1: To show ϑ in (3) is a natural
oscillation of (1) and (2), it suffices to prove that, for a specific
value ρ = ρo, the characteristic roots s of (6) are all in the
open left half plane except for a complex conjugate pair on
the imaginary axis. Note that s ∈ C is a characteristic root of
(6) if and only if (13) holds for some eigenvalue λ of M(vo).
There are three cases to consider:

(i) λ = λo: The equation (13) with ρ = ρo becomes
s2 − (=(λo)/

√
<(λo))s + λo = 0. It has two solutions

s = j
√
<(λo) = jω and s = =(λo)/

√
<(λo) − j

√
<(λo)

whose real part =(λo)/
√
<(λo) is negative because λo is the

minimizer of (5).
(ii) λ = λ̄o: By the conjugate property, the equation (13)

with ρ = ρo has one solution s = −jω and the other solution
with negative real part.

(iii) λ 6= λo and λ 6= λ̄o: By Lemma 6.1, the solution s
to the equation (13) with ρ = ρo has negative real part if and
only if µ − ρo > =(λ)/

√
<(λ), which is true because ρo is

the optimal value of (5).
What is left is to prove the stability properties, The system is

stable if and only if the polynomial p(λ, s) in (13) is Hurwitz
for all λ ∈ Λ(vo). By Lemma 6.1, for each λ, the polynomial
p(λ, s) is Hurwitz if and only if

<(λ) > 0, µ− |=(λ)|/
√
<(λ) > ρ.

This condition holds for all λ ∈ Λ(vo) if and only if ρ < ρo
holds since <(λ) > 0 is implied by Assumption 2.1(c), and
λ̄ ∈ Λ(vo) if λ ∈ Λ(vo). This proves the condition for expo-
nential stability. The condition for exponential instability can
be obtained by a similar argument using the Routh criterion.
Finally, marginal stability condition follows by noting that
only one pair of conjugate roots are on the imaginary axis
when ρ = ρo since ρo is achieved in (5) by a unique minimizer.
The system (6) is marginally stable with simple eigenvalues
±jω on the imaginary axis and the rest of eigenvalues are in
the open left half plane when ρ = ρo. Hence, every trajectory
converges to the natural oscillation at frequency ω.

Proof of Theorem 4.1: Let us use simplified notation where
the dependence of parameters on vo is made implicit. For
instance, M(vo) is denoted by M . The closed-loop system
under consideration is

θ̈ + (µ− ε(‖R†θ̇‖))θ̇ +Mθ = 0. (16)

Let matrices N ∈ Rn×(n−2) and N† ∈ R(n−2)×n be such that[
R†

N†

] [
R N

]
= I.
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TABLE II
OSCILLATION PROFILES WITH DIFFERENT AMPLITUDES FOR THE ORIGINAL NONLINEAR MODEL (φ5 = 0◦)

Period (s) φ1 φ2 φ3 φ4 z1 z2 z3 z4 z5 α (rad)
Theo. 1.12 332◦ 232◦ 141◦ 64◦ 1.80◦ 7.06◦ 17.10◦ 29.54◦ 45.44◦ 0.1/0.5/1.0/1.5
Simu. 1.12 333◦ 235◦ 143◦ 65◦ 1.79◦ 7.03◦ 17.12◦ 29.54◦ 45.43◦ 0.10

1.10 333◦ 249◦ 139◦ 62◦ 1.35◦ 6.82◦ 17.50◦ 29.61◦ 45.28◦ 0.52
1.10 344◦ 258◦ 128◦ 61◦ 1.21◦ 8.38◦ 19.4◦ 30.8◦ 43.39◦ 1.07
1.23 327◦ 209◦ 116◦ 53◦ 4.74◦ 11.23◦ 24.17◦ 31.8◦ 39.24◦ 1.44

Such matrices exist due to the assumption that the eigenvalues
of M are simple. In particular, the columns of N (row of N†)
can be the real and imaginary parts of the (n− 2) right (left)
eigenvectors of M corresponding to the eigenvalues other than
λo or λ∗o. Under the new coordinates

η :=

[
η1

η2

]
:=

[
R†

N†

]
θ,

η1 ∈ R2,
η2 ∈ Rn−2,

the closed-loop system (16) becomes

η̈1 + (µ− ε(‖η̇1‖))η̇1 +R†MRη1 = 0 (17)
η̈2 + (µ− ε(‖η̇1‖))η̇2 +N†MNη2 = 0, (18)

where we noted R†MN = 0 and N†MR = 0.
For the subsystem (17), let us write η1 in the polar coordi-

nates:

η1 = ξ

[
cos$
sin$

]
with the radius ξ ∈ R and the angle $ ∈ R. Note that

η̇1 = ξ̇v1 + ξv2$̇,

v1 :=

[
cos$
sin$

]
, v2 :=

[
− sin$
cos$

]
and hence, together with (17),

η̈1 = ξ̈v1 + ξ̇v2$̇ + ξ̇v2$̇ − ξv1$̇
2 + ξv2$̈

= −(µ− ε(‖η̇1‖))(ξ̇v1 + ξv2$̇)−R†MRξv1.

Multiplying vT
1 and vT

2 from left on the above equation gives
the following two equations, (noting vT

1v2 = vT
2v1 = 0 and

vT
1v1 = vT

2v2 = 1)

ξ̈ − (b/ω)ξ̇ − δξ̇ + ξ(ω2 − $̇2) = 0,

$̈ + 2(ξ̇/ξ)$̇ − (b/ω)($̇ − ω)− δ$̇ = 0. (19)

where δ := ε(‖η̇1‖)− ε(ω) and the following facts are used:

R†MR =

[
a −b
b a

]
,

a = <(λo),
b = =(λo),

vT
1R
†MRv1 = a = ω2,

vT
2R
†MRv1 = b,

µ− ε(ω) = −b/ω. (20)

In (20), the last equation follows from ε(ω) = ρo = µ +
=(λo)/

√
<(λo) = µ+ b/ω.

We consider the system (19) as a three dimensional system
with states (ξ, ξ̇, $̇). Obviously, the system has an equilibrium
point (ξ, ξ̇, $̇) = (1, 0, ω). Next, we will show this equilib-
rium point is asymptotically stable. To this end, we define
(ξ̄, ˙̄ξ, ˙̄$) = (ξ − 1, ξ̇, $̇ − ω) and the linearized system at

(ξ̄, ˙̄ξ, ˙̄$) = (0, 0, 0) is
¨̄ξ − g1

˙̄ξ − 2 ˙̄$ω = 0,

¨̄$ + 2ω ˙̄ξ − g1 ˙̄$ − g2(ω2ξ̄ + ω ˙̄$) = 0 (21)

where g1 = b/ω < 0, g2 := ε′(ω) < 0 and

δ = ε(‖η̇1‖)− ε(ω) ≈ (1/ω)ε′(ω)η̇T
1(η̇1 − v2ω)

= (1/ω)ε′(ω)(ξ̇v1 + ξv2$̇)T(ξ̇v1 + ξv2$̇ − v2ω)

≈ ε′(ω)(ξ̄ω + ˙̄$).

The characteristic equation for (21) is

a3s
3 + a2s

2 + a1s+ a0 = 0

with a3 = 1, a2 = −(2g1 + g2ω) > 0, a1 = g2
1 + g1g2ω +

4ω2, and a0 = −2g2ω
3 > 0. We can use the Routh table

to verify that all the roots are in the open left half plane,
and thus conclude stability of (21). In other words, we have
limt→∞ ξ(t) = 1 and limt→∞ ˙̄$(t) = 0 exponentially. The
latter implies

lim
t→∞

∫ t

0

˙̄$(τ)dτ

exists, or equivalently, there exists a constant

$o := lim
t→∞

(
$(t)− ωt

)
.

As a result, we have

lim
t→∞

η1(t)−
[

cos(ωt+$o)
sin(ωt+$o)

]
= 0.

With ξ = 1 and $(t) = ωt + $o, we have ‖η̇1‖ = ω, and
hence

µ− ε(‖η̇1‖) = µ− ε(ω) = −b/ω

as shown in (20). As a result, the lower subsystem (18)
becomes

η̈2 − (b/ω)η̇2 +N†MNη2 = 0

which has the following characteristic equation

det(s2I − (b/ω)sI +N†MN) = 0. (22)

Let A be the set of eigenvalues of M other than λo and
λ∗o. Because N is spanned by the n − 2 eigenvectors of
M associated with A, for each eigenvalue λ ∈ A, there
exists a vector w such that M(Nw) = λ(Nw), and hence,
N†MNw = λN†Nw = λw. Thus, A coincides with the set of
eigenvalues of N†MN . Accordingly, s is a characteristic root
of equation (22) if and only if it satisfies s2− (b/ω)s+λ = 0
for some λ ∈ A. From Lemma 6.1, the polynomial is Hurwitz
since λo is given by (5) and b/ω = =(λo)/

√
<(λo). As a

result, we have lim
t→∞

η2(t) = 0.
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Let

ϑ(t) = R

[
cos(ωt)
sin(ωt)

]
= Z sin(ωt+ φ), to = $o/ω.

It now follows that

lim
t→∞

θ(t)− ϑ(t+ to) = lim
t→∞

Rη1(t) +Nη2(t)

−R
[

cos(ωt+$o)
sin(ωt+$o)

]
= 0.

The proof for limt→∞ θ̇(t) − ϑ̇(t + to) = 0 is similar and
hence omitted.

Finally, when θ(t) = ϑ(t), the velocity v(t) in (2) globally
converges to the periodic solution ℘(t) due to the stable error
dynamics (8) as shown in Section III.
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