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Perspective: Green’s function methods for single molecule junctions
Guy Cohen1, 2, a) and Michael Galperin3, b)
1)The Raymond and Beverley Sackler Center for Computational Molecular and Materials Science,
Tel Aviv University, Tel Aviv 69978, Israel
2)School of Chemistry, Tel Aviv University, Tel Aviv 69978, Israel
3)Department of Chemistry & Biochemistry, University of California San Diego, La Jolla, CA 92093,
USA

We present a brief pedagogical review of theoretical Green’s function methods applicable to open quantum
systems out of equilibrium in general, and single molecule junctions in particular. We briefly describe exper-
imental advances in molecular electronics, then discuss different theoretical approaches. We then focus on
Green’s function methods. Two characteristic energy scales governing the physics are many-body interactions
within the junctions, and molecule–contact coupling. We therefore discuss weak interactions and weak cou-
pling, as two limits that can be conveniently treated within, respectively, the standard nonequilibrium Green’s
function (NEGF) method and its many-body flavors (pseudoparticle and Hubbard NEGF). We argue that
the intermediate regime, where the two energy scales are comparable, can in many cases be efficiently treated
within the recently introduced superperturbation dual fermion approach. Finally, we review approaches for
going beyond these analytically accessible limits, as embodied by recent developments in numerically exact
methods based on Green’s functions.

I. INTRODUCTION

Since the first theoretical proposal to use single
molecules as electronic devices1 and the first experimen-
tal realization of a single molecule junction,2,3 the field
of molecular electronics has made tremendous progress.
This is evidenced by improved nanoscale fabrication tech-
niques and a significant increase in the variety of sig-
nals measurable in single molecule junctions.4 As exper-
imental techniques developed, the focus of research has
shifted over the years from measurements of elastic co-
herent transport in junctions2,5,6 to studies of quantum
coherence effects7–10 and to improving the stability and
reproducibility of measurements.11–15

Increasingly sensitive measurements allowed for de-
tection of inelastic effects in the off-resonant tunnel-
ing regime, leading to the appearance of inelastic elec-
tron tunneling spectroscopy (IETS).16–26 IETS is partic-
ularly useful as a diagnostic tool, since it provides vibra-
tional fingerprints of molecules within the junction.17 It
is also instrumental for imaging of molecular structure
and chemical bonding,21,23 as well as for probing inter-
molecular interactions and anharmonic overtones.25,26

Inelastic measurements in the resonant regime (RI-
ETS) can also be performed, where the inelastic sig-
nal reveals itself as a peak in conductance that indi-
cates positions of vibronic molecular levels.27–30 The elec-
tronic population fluctuations within the molecule in
this regime lead to stronger electron–vibration interac-
tions, which then leads to destruction of coherence31

and to reorganization of polarization (polaron formation)
in the junction.32 The former also controls the transi-
tion from tunneling-dominated transport to the hopping
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regime,33–43 while the latter may result in, e.g., confor-
mational changes in molecular structure. This has been
considered as a possible mechanism for highly nonlinear
current–voltage characteristics such as negative differen-
tial resistance (NDR) and hysteresis.32,44–54

A related body of research involves molecular heat-
ing/cooling driven by the electronic flux55–57 and
thermoelectricity.58–65 Heating is directly relevant to
questions regarding junction stability and the repro-
ducibility of measurements. Nanoscale thermoelectrics
raises interesting potential technological possibilities,
such as utilization of quantum effects66,67 for construct-
ing highly efficient nanoscale devices for energy transduc-
tion.

Historically, IETS was the first spectroscopic tool to
be applied to single molecule junctions. However, de-
velopments in laser techniques also allowed for per-
forming optical spectroscopy measurements in current-
carrying molecular junctions. This combination of op-
tical spectroscopy and molecular electronics lead to the
appearance of a new field of research coined molecular
optoelectronics.68 In particular, surface enhanced Raman
spectroscopy (SERS)69–72 in junctions, besides providing
(complementary to IETS) information on molecular vi-
brations, allows for estimating bias-induced heating of
electronic and vibrational degrees of freedom.73,74 Tip-
enhanced Raman spectroscopy (TERS)75,76 yields infor-
mation on molecular structure.77–81 Furthermore, opti-
cal emission in biased junctions was observed as bias-
induced luminescence.82–87 In this context, electrolumi-
nescence was employed to study energy transfer88–90

and as a tool for molecular imaging with submolecular
resolution.91 It was also employed for designing energet-
ically efficient light emitting diodes.92 Recently, strong
light-matter interaction was measured in single molecule
nanocavities.89,93–98 While measurements in the strong
coupling regime were performed in the absence of elec-
tron flux, extensions to current-carrying molecular junc-
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tions are expected soon. Such developments will be an
important step forward in the quest for optical control
and characterization of molecular junctions.

Molecular spintronics is another rapidly growing field
of research closely related to construction of nanodevices
for quantum information.99 Here, the focus is on the
flow of spin through the junction, rather than that of
charge. Measurements of spin polarized currents,100,101

spin-flip IETS,102,103 spin interactions,104–106 molecular
spin selectivity,107–111 spin valves,112,113 and photospin-
tronic effects114,115 have all been reported in the litera-
ture.

In strongly interacting junctions at low temperatures,
spin exchange interactions can dress unpaired spins in
the molecule with a cloud of opposite spins in the con-
tacts. The result is a correlated many-body electronic
state comprising electrons in a physical region that can
be much larger than that of the molecule. This cor-
relation reveals itself as a zero-bias conductance peak,
known as the Kondo or Abrikosov–Suhl resonance, and
has been observed in transport measurements in single
atom116 and single molecule117–121 transistors. The be-
havior of the Kondo effect far from equilibrium (beyond
linear response) is still not fully understood, but its sig-
nature has been observed in carbon nanotubes122 and π-
conjugated (OPV-5) molecules.123 Vibrational sidebands
to the Kondo peak,124,125 as well as an IETS–RIETS
transition in the presence of a Kondo resonance,124,126,127

have also been reported in the literature.

Finally, modern measurement techniques allow access
not only to the electronic flux, but also to its noise or
variance, and sometimes higher moments.128–132 These
quantities are related to the cumulants of the full count-
ing statistics (FCS) generating function of electronic
transport.133–136 Noise and higher moments can provide
information not accessible via flux measurements, e.g.
the number of transport channels in the junction and
the effective charge of carriers.136 This paradigm has im-
portant implications: for example, noise measurements
could potentially yield information on entanglement be-
tween degrees of freedom in the system137–139 or serve as
an important ingredient in experimental validation for
theories of nanoscale quantum thermodynamics.140

Today, molecular electronics is a thriving and interdis-
ciplinary area of research involving researchers from fields
as diverse as condensed matter physics and statistical me-
chanics; nonlinear optics, plasmonics and nanoscience;
quantum chemistry and chemical dynamics; and a wide
variety of engineering disciplines. Single molecule junc-
tions are used as testbeds for the study of fundamental
physical properties of matter at nanoscale. They are also
widespread in more applied contexts, as models for quan-
tum devices enabling energy transduction and storage,
and as potential elements in proposed architectures for
classical and quantum computers.141–145

Throughout the evolution of molecular electronics, the
tremendous progress in experimental techniques has pre-
sented theorists with increasingly challenging and com-

plex questions. Molecular junctions are open quantum
systems that can be driven far from their equilibrium
state, and are characterized by a plethora of interac-
tions at widely varying relative magnitudes. This makes
them attractive candidates for exploring a rich variety
of fundamental quantum many-body physical problems
in limits that remain poorly understood. This physics is
very different from better understood limits that can be
treated by standard approximations built around mean
field arguments, which implies that rigorous theoretical
treatments must rely on the development and implemen-
tation of specialized and advanced new methods. Here,
we present a short overview of recent developments in the
Green’s function techniques for single molecule junctions.
Our consideration is mostly focused on method develop-
ment. We note that a complementary review focused on
applications was recently published in Ref. 146.

The rest of our paper is structured as follows: in Sec-
tion II we give a short overview of (non-Green’s function
based) theoretical methods utilized in transport prob-
lems. Section III specifically focuses on Green’s func-
tion methods for molecular electronics. We discuss the
standard nonequilibrium Green’s function (NEGF) ap-
proach formulated around the noninteracting limit, then
its many-body flavors, pseudoparticle (PP-) and Hub-
bard NEGF. We then highlight recent developments in
the superperturbation approach to transport, briefly re-
view the state-of-the-art on time dependent problems,
and go on to describe numerically exact quantum Monte
Carlo approaches to accessing nonequilibrium Green’s
functions. Section IV summarizes the review.

II. OVERVIEW OF THEORETICAL METHODS

Before discussing theoretical methods, we begin by
defining a concrete model of a molecular junction. We
consider a molecule M coupled to a set of baths B. The
molecule may also be subjected to external (classical)
driving. Baths usually encompass fermionic electronic
contacts or leads, modeled as reservoirs of free charge car-
riers, each of which is taken to be in its own equilibrium
state. They can also include bosonic environments repre-
senting phonons and/or the optical modes of a quantized
radiation field (see Fig. 1). The Hamiltonian is taken to
be

Ĥ(t) = ĤM (t) +
∑
B

(
ĥB + V̂MB(t)

)
, (1)

where ĤM (t) and ĥB are the molecular and bath Hamil-

tonians, respectively. V̂MB(t) describes coupling between
the molecule and baths. We note that the molecular
Hamiltonian may describe several degrees of freedom
(e.g., electronic and vibrational) and coupling between
them, and can be interacting. The baths are taken to
be noninteracting, in the sense that their Hamiltonian is
quadratic in each bath’s set of fermionic/bosonic creation



3

and annihilation operators. The molecule–bath coupling
V̂MB(t) can also be interacting, for example when it de-
scribes electron–phonon coupling. For most purposes in
the field, it is sufficient to consider a bath Hamiltonian

ĥB that is both noninteracting (i.e. describes a normal
metal or semiconductor) and time independent. We note
that generalization to include time-dependent driving in
the baths (e.g. ac bias) is straightforward and for Green’s
function techniques follows the celebrated work by Jauho,
Wingreen and Meir.147

A few simple cases are of special interest. Below, if the
molecular Hamiltonian ĤM (t) and the coupling V̂MB(t)
are both quadratic, we refer to the entire system as non-
interacting. One canonical case that will be referred to
below is the Anderson impurity model. Here, only inter-
acting term is of the form Un̂M↑n̂M↓, where n̂M↑(↓) is a a
spin up (down) population operator on the molecule; and
there is no inter-spin coupling. Another is the Holstein
impurity model, where a single spinless electronic band
is coupled to a single vibration or to a bath of phonons

by a term of the form
∑
k

∑
σ∈↑,↓ λσn̂σ

(
b̂k + b̂†k

)
. Here,

b̂†k (b̂k) creates (annihilates) a phonon in mode k. If
both interactions are present, the model may be called
an Anderson–Holstein model.

Theoretical approaches to open quantum systems far
from equilibrium differ in their treatment of both the
system and bath degrees of freedom, but most rely either
formally or in practice on time evolution from a conve-
nient initial state to a more interesting, possibly station-
ary nonequilibrium state. In particular, wavefunction
methods consider the unitary time evolution generated
by the Schrödinger equation—complemented with appro-
priate boundary and initial conditions—in the entire sys-
tem, comprising both the molecular and bath regions.
Density matrix approaches integrate out bath degrees of
freedom, leading to a generally non-Markovian effective
dynamics of the reduced density matrix as a function
of time. This encapsulates the effect of the baths into
a modified nonunitary equation of motion known as a
generalized quantum master equation. Finally, Green’s
function methods consider the effective equations of mo-
tion of correlation functions rather than those of single-
time properties. At the very least, two-time correlations
are used, and higher order, many-time correlations may
also be evaluated and employed. All three formulations
are equivalent in the exact case, but most studies rely
on approximations; here, these different languages lend
themselves to very different schemes. In what follows we
will discuss the relative merits of Green’s function ap-
proaches in the study of molecular junctions. First, we
briefly consider several important points regarding wave-
function and density matrix methods, without providing
an exhaustive review. Green’s function approaches, our
main focus, will be treated in more detail in Section III.

A. One-body wavefunction methods

In stationary transport problems wavefunction formu-
lations are often combined with scattering theory. Here,
the set of scattering states are obtained by solving the
Lippmann–Schwinger equation. The solution is most of-
ten performed for an effective single-particle wavefunc-
tion. This means that the many-body wavefunction is
assumed to be a Slater determinant of single-particle or-
bitals, often referred to as a single reference state. For
noninteracting systems, where the many-body problem
can be reduced to single particle description, such con-
siderations are exact; in interacting systems, they be-
come approximate. For example, it is common to use
the solutions of the Hartree–Fock or Kohn–Sham equa-
tions as effective single-particle orbitals. The celebrated
Landauer-Büttiker formalism and its many extensions
describes the application of noninteracting wavefunction
methods to transport. In one set of representative exam-
ples from the literature, a combination of density func-
tional calculations for molecular electronic structure and
wavefunction-based scattering theory was used in the
simulation of elastic transport in junctions.148–150

Single particle wavefunction methods, especially in the
scattering state representation, are remarkably simple
and computationally efficient. Where the single parti-
cle picture remains accurate, they can be generalized in
a straightforward manner to treating a large variety of in-
teractions and observables. These attractive properties
have resulted in a massive popularity, and such methods
are now ubiquitous.

For interacting systems in the Fermi liquid regime,
at linear response from zero temperature equilibrium,
an exact noninteracting picture is available that al-
lows e.g. for the evaluation of currents and shot
noise.151 While a few other examples of this kind may
exist, in general many-body interactions can be han-
dled only approximately within the noninteracting frame-
work. For example, inelastic transport can be addressed
by treating the electron–vibration coupling perturba-
tively within the Born approximation;152 and inelastic
current noise has also been treated within a similar
set of considerations.153,154 A method treating electron–
vibration interactions exactly in single electron scattering
problems was introduced in Refs. 155 and 156 and later
applied to the description of cooperative effects in inelas-
tic tunneling.157 Single particle scattering theory was also
employed in the derivation of current-induced forces on
molecular nuclei158–160 and in the quantum thermody-
namics context.161–163 The relationship between single
particle scattering-matrix and nonequilibrium Green’s
function formalisms for noninteracting systems is ex-
plained in detail in Refs. 164 and 165.

Another set of approaches based to some degree on the
ability to understand single-particle scattering states re-
lies on an exact mapping of steady-state nonequilibrium
to an effective equilibrium state,166 which was shown to
be equivalent to the Zubarev’s nonequilibrium statisti-
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cal operator method.167 This mapping was utilized in
studies of transport in the resonant level,168 Anderson
impurity169 and Anderson–Holstein170 models. An in-
teresting development in this regard is that nonequilib-
rium steady state transport properties can be obtained
from imaginary time quantities, albeit with the need for
analytical continuation.171,172

B. Many-body wavefunction methods

Where interactions are strong enough that the single-
particle picture no longer holds, it is necessary to ex-
plicitly consider wavefunctions in the full many-body
Hilbert space. The size of this (multireference) space
increases exponentially with the number of electrons in
the system, which is always infinite in scenarios describ-
ing electronic transport across junctions. Therefore, use
of many-body wavefunctions necessarily requires efficient
truncated representations of the Hilbert space in prac-
tice. A variety of celebrated numerical wavefunction
schemes have employed some variation of this idea to ad-
dress transport problems, including the numerical renor-
malization group (NRG) method,173,174 matrix product
state (MPS) techniques,175 multiconfiguration Hartree–
Fock (MCTDH) and its later,176–178 and more recent
modifications.179,180 We will very briefly go over some
of these numerically exact approaches.

NRG relies on extracting a small, effective many-body
Hamiltonian from the infinite interacting problem by way
of a normalization procedure. Nonequilibrium problems
can be addressed directly in steady state by consider-
ing scattering states,174 or by following the time evolu-
tion from some initial state.173 Variations of this idea
have been applied to steady state181,182 and transient
properties173,183,184 of strongly correlated junctions.

Applications of MPS techniques to transport be-
gan to appear in the literature before that term
came to be widely used, initially in the form of
time-dependent density matrix renormalization group
(DMRG) calculations.185–189 Shot noise and FCS within
the self-dual interacting resonant level model (an exactly
solvable model for interacting transport) have also been
evaluated.190–192 In the language that has emerged over
the years, these simulations rely on the MPS, an effi-
cient and accurate ansatz for the ground state of one-
dimensional systems, and understanding this has lead to
concrete algorithmic improvements.193–196 It is possible
to propagate the complete system (M + B) in time af-
ter an initial quench, such as the sudden application of
a bias voltage; or to directly find an MPS representing
a nonequilibrium steady state197,198. The main limita-
tion of MPS methods is their inability to describe states
with long-ranged entanglement along the chain. This
often makes it difficult to reach long simulation times,
though this restriction can be greatly ameliorated by a
good choice of basis.199–204 Higher dimensional systems
also pose a challenge to MPS methods and other tensor

network techniques, even in equilibrium.
Multilayer, multiconfiguration time-dependent Hartree

(ML-MCTDH) theory employs a time-dependent multi-
configurational expansion of wavefunctions that are prop-
agated in time by using the Dirac–Frenkel variational
princle. The method, originally formulated in Ref. 205
for distinguishable particles, was extended to account
for bosonic and fermionic statistics in Ref. 176. The
method has been applied to heat transport206 and elec-
tronic transport in junctions with electron–electron207

and electron–phonon interactions.177,178,208,209 In the lat-
ter case, the possibility of bistability in nonequilib-
rium quantum systems coupled to vibrational degrees of
freedom210 was explored.211,212

C. Density matrix formulations

The density matrix ρ of the full system, including both
the molecular region M and the baths B, evolves in time
according to the Liouville–von-Neumann equation. How-
ever, when the wavefunction is determined by N coeffi-
cients, the density matrix is determined by N2; and in
a many-body system, N is exponential in the physical
system size. This means that dealing with density ma-
trices of the full system is generally more expensive than
dealing with wavefunctions. However, it is possible to
consider the reduced density matrix σ ≡ TrB {ρ}, which
has a dimensionality determined entirely by the size of
the molecular region M . We will broadly refer to meth-
ods formulated in terms of the reduced density matrix as
“density matrix methods”.

Diagonal elements of σ yield information about prob-
abilities to observe molecular states, while off-diagonal
elements relate to bath-induced coherences between such
states. Its exact dynamics is given by the Nakajima–
Zwanzig–Mori generalized quantum master equation
(GQME),213 but are often treated perturbatively in

V̂MB .214,215 The lowest (second) order expansion in the
molecule–bath coupling, along with a Markovian as-
sumption, is known in the quantum transport con-
text as the Born–Markov or Redfield approximation.216

The latter is not adequate in representing bath-induced
coherences,217,218 and is problematic in the presence
of degeneracies.219 The Redfield QME is often writ-
ten within an additional rotating wave/secular approx-
imation (RWA), where dynamics of the populations
(or the Pauli equations) is decoupled from that of the
coherences.216 This has the advantage of guaranteeing
positive definite reduced dynamics. The Pauli equations
are formulated in the molecular eigenbasis with rates
given by the Fermi golden rule.

Markovian Pauli equations have been successfully em-
ployed in far too many contexts to provide an exhaus-
tive list here. One interesting example is the mod-
eling of transport in donor–bridge–acceptor molecular
complexes;220–224 another is the description of inelastic
transport.225,226 Many Redfield QME studies also go be-
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yond the level of Pauli equations, providing some account
of quantum coherence.227–229 Nevertheless, while attrac-
tive due to their simplicity, Markovian Redfield QMEs
fail to account for molecule–bath correlations and hy-
bridization, and therefore cannot be reliably employed in
all regimes.

We note in passing that similar considerations employ-
ing bare perturbation theory in the molecule–bath cou-
pling are at the heart of nonlinear optical spectroscopy
studies.230–234 While completely justifiable in isolated
systems or for strictly Markovian open system dynamics,
utilization of bare perturbation theory in open systems
with essentially non-Markovian dynamics is known to vi-
olate conservation laws,235,236 and bare perturbative cor-
rections can lead to qualitatively incorrect predictions.237

Recently, a conserving flavor of nonlinear optical spec-
troscopy methods based on GF analysis was presented
in Ref. 238. We also note that treatments of dynamics
involving a combination of non-Markovian and kinetic
schemes have been employed in the literature.239–242

Such mixing requires care, as it may otherwise lead to
qualitative failures in the analysis243.

Using the rigorous GQME as a theoretical framework,
it is possible to perform expansions in the molecule–bath
coupling V̂MB to higher orders. As with any perturba-
tion theory, the semianalytical implementation becomes
expensive for high-order self energies, but is extremely
efficient and powerful when low orders are appropriate.
Rules for the construction of Feynman diagrams and their
resummation or dressing, as well as an application of the
resulting theory to transport processes, were presented in
Ref. 244. This machinery was then successfully applied
to the description of various transport problems.245–247 A
simplification resulted in formulation of a kinetic equa-
tion approach to transport,248 where rates were calcu-
lated within fourth order perturbation theory. Similar
fourth order considerations were employed in Ref. 249,
and later developments allowed for a reduction in the
number of diagrams.250 We note that the Liouville space
formulation is complicated by the need to define diagrams
with respect to ordering on both the Keldysh contour and
the real time axis. Green’s function analysis, where or-
dering along the real axis can be dropped, allows some
simplifications with respect to this.251

D. Numerically exact approaches to the density matrix

Most numerically exact methods and many approxi-
mate ones employ time propagation and are limited to
short times, in the sense that the computational cost of
simulating dynamics scales more than linearly with time.
Another application of the exact GQME leverages the
rapid decay of the memory kernel in time that is char-
acteristic to certain physical regimes.252 If the memory
kernel for the reduced dynamics of the molecular region
M can be simulated up to the time where it becomes
negligible, the GQME can then be used to evaluate dy-

namics to any later time. An extreme example of this
is the Markovian limit, where evaluation of the kernel
over an infinitesimal timescale suffices to fully describe
the local population dynamics at any later time. Evalu-
ating the memory kernel is nontrivial, and one successful
scheme, pioneered in Refs. 253 and 254 for the spin–boson
model, relies on the evaluation of a set of auxiliary ob-
servables and the solution of an integral equation involv-
ing them. This scheme was applied to transport through
a junction with electron–electron interactions using real
time Monte Carlo;252,255 to inelastic vibrational trans-
port using MCTDH;208,211 and as a way of enhancing
semiclassical simulations that are more accurate at short
timescales.215,256 Alternative schemes for obtaining the
memory kernel without the need for evaluating auxiliary
observables later emerged,257,258 though with an added
requirement for higher-order derivatives of the dynamics
that can sometimes be numerically problematic. A dis-
crete version of these ideas can be expressed in terms of
transfer tensors, or dynamical maps that have a matrix
product form.259

Next, we mention two very successful numerically ex-
act techniques that explicitly employ the density matrix
picture in their construction: the hierarchical equation
of motion (HEOM, sometimes also called the hierarchi-
cal quantum master equation or HQME in the literature),
and the iterative summation of path integrals (ISPI).

The HEOM was originally introduced to address dis-
sipative chemical dynamics,260,261 but was later gener-
alized to models of quantum transport.262,263 Beginning
with an exact solution at the atomic limit, the idea is
to write a systematic expansion in terms of a series of
increasingly high-order auxiliary density matrices that
contain information about mixed molecule–bath quanti-
ties. This hierarchy can be efficiently evaluated to very
high orders for certain forms of the lead density of states
such as, for example, a linear combination of several
Lorentzian functions. The expansion is eventually trun-
cated at some finite order when a desired level of accuracy
is reached. In most cases, many of the auxiliary density
matrices have little or no effect and can be dropped.

Early versions of HEOM were limited to high tem-
peratures and specific band structures,264 but the ap-
proach has since undergone rapid progress.264–268 Sev-
eral works have considered time-dependent transport
characteristics,268–270 and HEOM has the important ad-
vantage over most numerically exact techniques that
computational scaling in time is linear. New develop-
ments enable trading some of this advantage for greatly
improved access to more general band structures and
lower temperatures.271 It should soon become clear to
what degree these novel techniques enable access to cor-
related physics at low temperatures.

The ISPI method,272,273 like the HEOM, traces its
roots to a predecessor in chemical dynamics.274–276 This
method is based on expressing the action of the time evo-

lution operator e−iĤt on an initial density matrix and
measured operator as a path integral over a set of in-
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termediate molecular states at a set of discrete times.
The contribution of each path, which is analogous to the
Feynman–Vernon influence functional, is then truncated
beyond a finite memory time. Using this assumption,
the ISPI method expresses time dependent observables
in such a way that the dominant computational cost be-
comes exponential in the ratio between the memory time
and the time discretization interval. This becomes nu-
merically exact for small time discretization when the
truncation is applicable.

ISPI methods have been used to explore fermionic
transport through quantum junctions in the presence of
many-body interactions, in the Anderson impurity model
and its spinless counterpart,277,278 explored interference
effects in the presence of a magnetic field279 and em-
ployed to benchmark simulation methods.280 Systems
simultaneously coupled to both fermionic and bosonic
reservoirs were also considered.281,282 The method was
recently generalized to allow for calculating the FCS of
thermal transport in the spin–boson model.283

We note in passing that NRG and DMRG are also able
to provide access to density matrices, though for most
applications this is more expensive than access to wave-
functions. In particular, the coupling of effective Marko-
vian baths has been shown to be a promising route for
obtaining accurate results at long dynamical timescales
or steady state.179,195,284,285

E. Semiclassical approaches

In an effort to describe molecules coupled to anhar-
monic environments, a semiclassical approach to quan-
tum transport was proposed in Ref. 286. Classical dy-
namics can be simulated at polynomial complexity in
both time and system size, whereas (exact) quantum dy-
namics always carries an exponential cost. The main idea
is therefore to enable simulation of quantum dynamics
by mapping a second-quantized Hamiltonian onto a cor-
responding classical system. The classical model is then
solved using standard molecular dynamics techniques.

While the mapping suggested by Swenson et al. is
approximate, the approach was shown to correctly re-
produce the time dependent characteristics of the reso-
nant level model for elastic286 and inelastic287,288 trans-
port. The method was also applied to transport through
chaotic cavities.289,290 Interesting developments include
a classical mapping for Hubbard operators,291 an exact
mapping for fermions,292 and an accurate quasiclassical
map that captures both noninteracting fermion dynam-
ics and Coulomb blockade effects.293 These methods are
relatively young in the field and appear very promising,
but how they end up fitting into the puzzle remains to
be seen.

F. Renormalization group methods

Renormalization group methods can provide highly
accurate results under certain considerations, especially
when the physics is dominated by modes in a restricted
energy range, such as those associated with the Kondo
effect. The NRG, mentioned in our earlier discussion
of wavefunction methods, is a numerically exact method
based on such ideas. Other RG methods employed in
transport simulations are the perturbative RG, func-
tional RG and similarity RG techniques. The pertur-
bative renormalization group (RG) method starts from
a perturbative expansion up to the leading order in a
logarithmic correction.294–297 The Keldysh formulation
of functional RG (fRG) has also been widely applied
to transport problems.298–303 Limits of validity of these
powerful approaches is of great interest to the theoretical
transport community. One interesting example of such
investigations is Ref. 302, where it was found that differ-
ent results are predicted by the equilibrium and nonequi-
librium formulations of fRG.

Somewhat special among RG approaches is the flow
equation method or similarity RG,304–306 where the
renormalization flow is implemented by a sequence of
infinitesimal unitary transformations that leads to a di-
agonalized Hamiltonian taking all energy scales into ac-
count. This is in contrast to usual RG approaches, where
the flow leads to the truncation of higher energies; how-
ever, the method remains perturbative by nature, and
cannot be applied at all parameter regimes. The flow
equation method has been successfully applied to the
transient and steady state behavior of the nonequilib-
rium Kondo,307,308 spin–boson,309,310 resonant level311

and Anderson impurity312 models.

The GQME-based perturbation theory has also been
reframed in terms of a real time renormalization group
method.313,314 Real time renormalization group in the
framework of kinetic equation was presented in Refs. 315
and 316.

G. Comparative work

Some of the approaches we have discussed are clearly
suitable for certain tasks, and analytical considerations
can often guide us in our choice. Nevertheless, it is often
difficult to understand which method should be used or
what reliable benchmarks are available for a particular
model and parameter regime, even in surprisingly simple
cases. Several studies have taken on the important work
of comparing and sometimes contrasting the different ap-
proaches described in this section, as well as some of the
Green’s function approaches described below.317–324



7

U
L R

U

Method:NEGF
Basis: orbitals

U

Method:PP- or Hubbard NEGF
Basis: many-body states

U

Method:superperturbation
Basis: dual fermion

FIG. 1. Convenient Green’s function methods for different
parameter regimes.

III. GREEN’S FUNCTION METHODS IN MOLECULAR
ELECTRONICS

We now discuss the application of Green’s function
methods to transport through molecular junctions. First,
we consider the standard diagrammatic technique and its
extensions. This is followed by review of numerically ex-
act approaches based on Green’s functions.

In quantum many-body theory, the term “Green’s
function” (GF) actually refers to correlation functions
between sets of two or more spatial locations or orbitals,
taken at different times. The simplest one-body, or two-
time GF takes on the following form:

Gm1m2 (τ1, τ2) = −i〈Tc d̂m1(τ1) d̂†m2
(τ2)〉. (2)

Here, d̂†m (d̂m) creates (annihilates) an electron on molec-
ular orbital m, Tc is the contour ordering operator and
the τ1,2 are times on the Keldysh contour.325

These objects are of interest for three main reasons.
First, empirically, few-body (few-time) GFs tend to cor-
respond the kinds of observables that are easier to mea-
sure in experiments. For example, particle density, en-
ergy density and their fluxes can all be expressed via the
simplest GFs, which have only two times. These proper-
ties are easily measured in some very complex systems,

whereas the many-body wavefunction is generally exper-
imentally inaccessible.

Second, in all but the smallest systems, even if the
wavefunction could be measured in complete detail, there
is not enough data storage in the world to contain even
a rough discretized description of it. The amount of in-
formation in a wavefunction increases exponentially with
the number of degrees of freedom. On the other hand,
GFs contain an amount of information that scales only
polynomially with the system size, with two-time GFs
scaling quadratically. In the noninteracting case effi-
ciently expressed wavefunctions, density matrices and
GFs all provide essentially equivalent information at
polynomial scaling with the system size and simulation
time. Choosing between them is therefore often a purely
aesthetic matter. In the presence of many-body corre-
lations, however, the latter two languages allow us to
concentrate on a small subset of relevant degrees of free-
dom while avoiding any direct reference or access to the
exponential Hilbert space of the leads. While density ma-
trix methods remain exponential in the dimension of the
region of interest, GFs of any given order are described
by correlation functions, the number of which is always
polynomial.

Third and finally, GF theory embodies a powerful
methodological framework for constructing approximation
schemes. Concepts like resummation and conserving ap-
proximations make GFs extremely useful. GFs also nat-
urally allow for consistently and seamlessly treating some
regions (say, the leads) as noninteracting or analytically
solvable, while numerically accounting for detailed struc-
ture and interactions in other regions.

The nonequilibrium Green’s function (NEGF) tech-
nique, which is built around (actually or effectively) non-
interacting single-particle orbitals, has long been a tool of
choice for ab initio simulations in molecular electronics.
The noninteracting NEGF is a convenient starting point
for more accurate or general GF methods. This requires
identifying a small expansion parameter. Two common
choices are related to two generic energy scales that exist
in essentially all single molecule junctions (see Fig. 1 for
an illustration). The first is the strength of many-body
interactions U : for example, intra-molecular electron–
electron attraction, or coupling between electronic and
vibrational degrees of freedom. The second, Γ, is the
coupling strength, or hybridization or escape rate, be-
tween the molecule and electronic leads.

When many-body interactions are much smaller than
the hybridization, standard NEGF theory exactly solves
for the GFs of the noninteracting problem modeled by

Ĥ(0) = ĥM + ĥB + v̂MB . Here, ĥM and v̂MB are the
noninteracting (quadratic) parts of ĤM and V̂MB , re-

spectively. The remainder, V̂ = ĤM − ĥM + V̂MB− v̂MB ,
becomes a small parameter, and perturbation theory in
V̂ can be efficiently employed. The approaches we previ-
ously mentioned all rely on this idea.

The opposite limit can be addressed by exactly solv-

ing the leads and molecule separately: Ĥ(0) = ĤM + ĥB .
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Here, the molecule at the so-called “atomic limit” is as-
sumed to be tractable because it is a physically small
region, comprising only a few interacting orbitals. The
hybridization, V̂ = V̂MB , is then treated perturbatively.
The pseudoparticle and Hubbard NEGF techniques to be
discussed below are based on a hybridization expansion.

In the absence of a small parameter, it may be possible
to take advantage of hybrid schemes like the superpertur-
bation theory or dual fermion technique, to be discussed
below. The conditions for the applicability of such meth-
ods are more involved and not yet fully understood. If
approximate schemes cannot be established as accurate,
one must rely on substantially more expensive numeri-
cally exact schemes, to which we refer at the end of the
Section. Below we discuss the various approximations
with regard to applications in molecular electronics.

A. Nonequilibrium Green’s functions (NEGF)

The NEGF method is an established and widely used
technique that is exact and efficiently solvable at the non-
interacting limit, but also includes well understood ma-
chinery for taking into account weak many-body interac-
tions within diagrammatic perturbation theory.325–330 It
relies on the fact that the GF of Eq. (2) obeys a Dyson
equation:

Gm1m2
(τ1, τ2) = G(0)

m1m2
(τ1, τ2)

+
∑
m′m′′

∫
C

dτ ′dτ ′′G
(0)
m1m′ (τ1, τ

′)

Σm′m′′ (τ ′, τ ′′)Gm′′m2 (τ ′′, τ2) .

(3)

First, the noninteracting GF, G
(0)
m1m2 (τ1, τ2), is obtained

in the absence of many-body interactions. One immedi-
ate advantage of the GF methodology is that it is possi-
ble to obtain all GF elements in the molecular region M
without solving for the dynamics of the full system. The
leads can be handled separately, and their GFs are usu-
ally solved for in the continuum limit. The effect of the

leads then enters as a self-energy term Σhyb
m′m′′ (τ ′, τ ′′) in

the Dyson equation for the molecular GFs, and the effec-
tive dimension of the GF becomes the number of orbitals
in the molecular region.

Second, interactions are taken into account diagram-
matically, also taking the form of a set of many-body
or interaction self-energy terms, Σint

m′m′′ (τ ′, τ ′′). Self-
energies are usually functionals of the GF, such that
the solution of the Dyson equation often involves find-
ing the fixed point of a self-consistency relation. These
self-energies are by definition zero in all noninteracting
regions.

Given the GF of the junction, responses to exter-
nal perturbations (fluxes, noises and higher cumulants)
are obtained from, e.g., the celebrated Jauho–Wingreen–
Meir formula147 and related expressions.331

In ab initio simulations, an effective noninteracting
model of the molecular region is usually constructed from

the Kohn–Sham orbitals of a density functional theory
(DFT) simulation. DFT, widely utilized for electronic
structure simulations, naturally combines with NEGF,
because both methods are formulated in the language
of quasiparticles or single-particle orbitals. Indeed, the
combination of these methods, known as NEGF-DFT, is
frequently utilized in the theoretical description of molec-
ular electronics.190,332 For example, NEGF-DFT was suc-
cessfully applied to studies of elastic transport in nonin-
teracting systems,8,15,333–336 as well as inelastic trans-
port mostly in the off-resonant tunneling regime.337–341

We note in passing that approximate NEGF based the-
oretical schemes for treating resonant IETS were also
suggested in the literature.342,343 The method was fur-
ther employed in studies of energy transport,56,57,67,344

for evaluating shot noise,345 and for studies of disorder
in nonequilibirum systems.346 Besides global responses,
it provides access to local characteristics: bond347–349

and current density350–353 fluxes, as well as local noise
spectroscopy,354 have all been described within NEGF-
DFT.

Notably, the use of the Kohn–Sham Hamiltonian as an
effective noninteracting description does not have firm
theoretical justifications; nevertheless, it works well in
many cases. It has been suggested in the literature
that in certain nonequilibrium situations the essentially
single-particle nature of this approach may lead to an in-
complete description of transport.355,356 Finally, we re-
mark that while static DFT is most often used, time-
dependent DFT has also been employed within NEGF
calculations.357–360

When a molecule is coupled to metallic electrodes
to form a junction, its frontier molecular orbitals are
renormalized—i.e., shifted and broadened—by the prox-
imity of the substrate. This is due to a combination of de-
localization of electrons across the junction and screened
polar interactions between electrons in the different re-
gions. These effects are not accounted for in any simula-
tions of the isolated molecule, or by DFT simulations of
the full system. To account for such effects, first prin-
ciple simulations within the GW approximation361,362

were proposed.363–365 The GW approximation is a self-
consistent GF approximation in principle, but most com-
monly used implementations employ one iteration of GW
to make corrections to the quasiparticle orbitals obtained
from DFT. The combination of DFT, GW and NEGF
was successfully used in a number of studies.366–373 Nev-
ertheless, the mean-field nature of GW and the lack of
complete screening in junctions may lead to failure of the
method when applied to transport simulations.374

GW formulations remain very expensive. We briefly
note here two promising advances that have not yet been
used in the context of transport, but would be of interest
in reducing the numerical cost: first, range-separated hy-
brid density functionals can be tuned to provide band
gaps on par with the accuracy of GW.375,376 Second,
stochastic formulations of GW allow simulations includ-
ing thousands of electrons.377
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Significant effort has been devoted to developing
NEGF-based theoretical methods for understanding
optical measurements in current-carrying molecu-
lar junctions.378 For example, NEGF methods for
linear optical response,379 current-induced light,380

Raman spectroscopy381–384 and multi-dimensional
spectroscopy218 have been formulated. We note that tra-
ditional approaches to nonlinear optical spectroscopy,230

which employ bare perturbation theory, do not satisfy
conditions for building conserving approximations in
the NEGF diagrammatic approach.237 Recently, a flux-
conserving version of nonlinear optical spectroscopy for
application in open molecular systems was suggested.238

Note also that within diagrammatic expansions, one
can only treat relatively weak light–matter interactions,
when both light and matter degrees of freedom are
treated quantum mechanically. On the other hand,
there is no such restriction on the strength of interaction
with a classical radiation field. In the latter case, the
Maxwell–NEGF method was utilized for simulation of
junctions driven by external classical fields.385,386

NEGF has also often been applied to molecular spin-
tronics. A few examples are studies of magnetic field
effects on electronic conduction,387 spin pumps,388–390

spin-flip IETS,391–394 transport in helical molecules
(e.g., DNA),395–401 quantum interference in spintronic
devices,402 thermospintronics.403–405 Green’s function
methods recently also were employed in studies of for-
mation and dynamics of skyrmions.406–409

NEGF has further been applied to study shot noise.
For example, shot noise noise spectroscopy of spin
current410,411 and within inelastic transport412–418 have
been discussed in the literature. The theory of light emis-
sion as a probe of electron shot-noise was put forward,419

and current fluctuations in the transient regime420,421

have been discussed. The notion of local noise spec-
troscopy (LNS) (contrary to total junction noise) has
also been introduced.354 This concept is useful in the-
oretical consideration of, e.g, local molecular light emis-
sion patterns, heating maps, or mapping out local inter-
action within the junction (see Fig. 2). While in sin-
gle molecule junctions the technique has purely theoret-
ical applications, in extended systems (such as graphene
nanoribbons) LNS predictions are measurable. In addi-
tion to noise, higher moments and FCS have been con-
sidered. As in flux modeling, study of FCS and waiting
time distribution (WTD) for systems with strong many-
body interactions is challenging within NEGF.422–426 At
the same time, rigorous treatment of FCS within NEGF
for noninteracting systems is well established in both the
steady-state217,427 and transient428–430 regimes.

In summary, NEGF has many important advan-
tages when applied to simulation of responses in sin-
gle molecule junctions. It has a well-established route
to account for interactions within controlled diagram-
matic perturbation theory. The conserving character
of the resulting approximations235,236 is assured by uti-
lization of the Luttinger–Ward functionals as generating
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FIG. 2. Local noise cross-correlation as a probe of intra-
system interactions in a molecular junction, illustrated in the
top right corner. (top) The cross-correlation map is shown in
the XY plane at frequency ω = 3.5 eV. (bottom ) the cross-
correlation is plotted at the positions of the carbon atoms.
Reprinted with permission from G. Gabra, M. Di Ventra and
M. Galperin, Phys. Rev. B 98, 235432 (2018). Copyright
(2018) by the American Physical Society.

functions for the self energies.325,431 In the case of bi-
linear molecule–contacts coupling, the embedding or hy-
bridization can be exactly taken into account (i.e. the
corresponding term in the self-energy is exact). NEGF-
DFT allows for convenient pairing between ab initio elec-
tronic structure calculations and the evaluation of trans-
port properties. FCS can be evaluated exactly for non-
interacting and approximately for interacting systems,
allowing for modeling of noise measurements in junc-
tions. Nevertheless, within the NEGF diagrammatic
formulation it is challenging to treat strong many-body
interactions.432–434 Also, information regarding molecu-
lar many-body states (as opposed to single-body orbitals)
is more difficult to access, as it requires higher-order GFs.
Strong many-body interactions and state-specific infor-
mation are of value for, e.g., the characterization of op-
toelectronic devices, where in order to measure optical
response the molecule should be relatively weakly cou-
pled to contacts. A more convenient description of this
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regime is given by diagrammatic expansions formulated
directly in terms of the interacting molecular many-body
states. Below we discuss GF techniques conveniently ap-
plicable in this regime.

B. Pseudoparticle NEGF

Pseudoparticle (or auxiliary-operator) NEGF was first
utilized in simulations of transport within the Anderson
impurity model in Refs. 435–438. More recently, such
techniques have become useful in the context of driven
materials, as solvers for the effective impurity mod-
els appearing in nonequilibrium dynamical mean field
theory.439 We note in passing that the dynamical mean
field theory, originally formulated for bulk materials, can
also be employed in the treatment of molecular electron-
ics including large interacting regions.440,441

The relationship between PP-NEGF and standard
NEGF is established via a spectral decomposition of elec-

tron creation (annihilation) operators d̂†m (d̂m) in the
many-body state basis {|S〉} of the isolated molecular
region M . Here, it is assumed to be a complete local
basis:

d̂†m =
∑
S1,S2

|S2〉 〈S2| d̂†m |S1〉 〈S1|

≡
∑
S1,S2

ξmS2S1
|S2〉 〈S1| .

(4)

PP-NEGF introduces second quantization in an extended

Hilbert space, where pseudoparticle operators p̂†S (p̂S)
create (destroy) many-body state |S〉 starting from an
unphysical vacuum state |vac〉

|S〉 = p̂†S |vac〉 (5)

Similarly to the NEGF, Eq. (2), the central object of
interest is the single pseudoparticle GF

GS1S2
(τ1, τ2) = −i〈Tc p̂S1

(τ1) p̂†S2
(τ2)〉. (6)

The formulation of diagrammatic technique in the PP-
NEGF follows closely that of standard NEGF, with the
difference that the NEGF expansion in weak many-body
interaction is substituted by a PP-NEGF expansion in
weak system–bath coupling. The PP-NEGF therefore
expands around the nonequilibrium atomic limit. A more
important difference is that the PP-NEGF is formulated
in an extended Hilbert space, the physical subspace of
which is defined by the normalization condition∑

S

p̂†S p̂S = 1. (7)

The necessity to impose the normalization condition on
unrestricted solution is the weakest point in the PP-
NEGF methodology. Contrary to standard NEGF, where
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FIG. 3. Stokes shift due to charging in oligophenylene viny-
lene molecular junction. Shown are experimental results (top)
and PP-NEGF simulation of Raman scattering (bottom).
Top figure is republished with permission of Royal Society of
Chemistry, from Nanogap structures: combining enhanced Ra-
man spectroscopy and electronic transport, D. Natelson, Y. Li,
and J. B. Herzog, Phys. Chem. Chem. Phys. 15, 5262-
5275 (2013); permission conveyed through Copyright Clear-
ance Center, Inc. Bottom figure is reprinted (adapted) with
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Nano Lett. 14, 699-703 (2014). Copyright (2014) American
Chemical Society.

GFs are correlation functions between excitation oper-
ators, PP-NEGF considers correlations between states
themselves. In this sense it is closer in spirit to QME
formulations, but allows for a more natural treatment of
non-Markovian effects.

PP-NEGF was shown to be useful in studying trans-
port through strongly correlated systems,442,443 in mod-
eling inelastic transport in the resonant tunneling regime
with strong electron–vibration interactions or in pres-
ence of anharmonicities,444 in treating electronic and en-
ergy transport on the same footing,445,446 and in first
principles simulations of Raman spectroscopy in single
molecule junctions447 (see Fig. 3).

The ability to access state-specific information also
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makes PP-NEGF useful in understanding nonadiabatic
molecular dynamics in the regime of weak but non-
vanishing molecule–contact electron exchange coupling.
In particular, in Ref. 448 PP-NEGF was utilized to de-
rive equations for the nuclear dynamics that reproduce
the surface-hopping formulation in the limit of small cou-
pling, and Ehrenfest dynamics when information on dif-
ferent charging states of the molecule is traced out.

We note that closely related to PP-NEGF methods
are those where a reduced molecular propagator be-

tween contour times, TrB

{
ρBe

−i
∫ z2
z1

ˆH(z)
}

, replaces the

GF as the fundamental object. Expansions of this type
appear as initial approximations in numerically exact
schemes.255,449–451 Propagator formulations trade some
of the useful machinery of GF theory for the ability to
treat intra-molecular interactions exactly while expand-
ing in the molecule–bath hybridization, without the need
for artificially extending the Hilbert space as in PP-
NEGF. Propagator methods do enable a type of mod-
ified diagrammatic resummation, and can be used to
construct conserving approximations. For instance, they
have been used to explore transport in junctions with
both electron–electron and electron–phonon interactions
within the Anderson–Holstein model,452 as well as in a
study (with comparisons to exact results) of the splitting
of the Kondo conductance peak resulting from a nonequi-
librium bias voltage.453

To summarize, PP-NEGF enjoys all the standard tools
of quantum field theory. This includes well-developed
rules for the diagrammatic technique together with es-
tablished ways of building conserving approximations.
Like reduced density matrix techniques, PP-NEGF al-

lows access to state-specific information while presenting
a simple and controlled approach to account for time-
nonlocal (non-Markovian) effects. Unfortunately, formu-
lation in the extended Hilbert space and the necessity to
impose the normalization condition Eq. (7) makes the
method more difficult to reliably apply to full count-
ing statistics (FCS). Only noise (second cumulant) es-
timates within perturbative expressions have so far been
reported the literature.454,455 Practical applications us-
ing PP-NEGF are often limited to the lowest (second)
order in the diagrammatic expansion—the non-crossing
approximation—which may fail qualitatively and break
symmetries even in rather simple limits (see Fig. 4). We
now turn to discuss another many-body flavor of the
NEGF with several advantages.

C. Hubbard NEGF

Historically, Hubbard Green’s functions were intro-
duced for the description of electronic correlations in nar-
row bands.456 Their main usage was in the formulation
of perturbation theory around the atomic limit. Hub-
bard NEGFs are a nonequilibrium analog of the formula-
tion, where the isolated molecule is the starting point and
(similarly to PP-NEGF) a diagrammatic perturbative ex-
pansion is considered in the molecule–contacts coupling.
The main idea is to consider correlation functions be-
tween Hubbard operators:

X̂S1S2 = |S1〉〈S2|. (8)

These take the form

G(S1S2)(S3S4)(τ1, τ2) = −i〈Tc X̂S1S2(τ1) X̂†S3S4
(τ2)〉. (9)

Similarly to PP-NEGF, Hubbard GFs are constructed
around the nonequilibrium atomic limit and yields molec-
ular state-specific information. The spectral decomposi-
tion (4) allows for a standard GF to be calculated from
the Hubbard GF, but the inverse process is not possi-
ble. Contrary to PP-NEGFs, Hubbard GFs live within
a physical Hilbert space, allowing for example simula-
tion of FCS. While standard NEGF contains only infor-
mation about correlations between transitions and PP-
NEGF contains that of states, Hubbard NEGFs include
both.

Some of the first applications of Hubbard NEGFs
to transport were carried out within the equation-of-
motion (EOM) approach, where auxiliary field tech-
niques allow for closed-form equations in terms of the
GFs and their functional derivatives to be written.457,458

The method was useful in modeling elastic459–461 and
inelastic462 transport, and was also utilized in ab initio
simulations.463 Despite these successes, the somewhat ar-
bitrary nature of the auxiliary fields makes it difficult to
generalize these methods into systematic expansions.

Diagrammatic technique for Hubbard GFs was devel-
oped in studies of strongly correlated equilibrium lattice
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models.464,465 The technique is based on an observation
that (anti-)commutator of two Hubbard operators yields
not a number, but another Hubbard operator; and on the
equilibrium form of the density operator. Given these,
it can be shown that any Hubbard operator within an
n-time correlation function can be permuted with other
Hubbard operators and with the density operator under
the trace, leading to an expression containing only n−1-
time correlators. Iterating this procedure generates an
expression analogous to Wick’s theorem and allows for
diagrammatic expansions to be formulated: by resum-
ming diagrams, one then arrives at a Dyson-like equation
for so-called locators. Finally, locators be multiplied by
time-non-local factors accounting for the spectral weight
and renormalization of quasiparticles to obtain the Hub-
bard GFs.

In Ref. 466 this idea was extended to Keldysh GFs.
The generalization assumes (as in NEGF) that in some
far-off past time the molecule and contacts were sepa-
rated and that after transients die out, the system does
not remember its initial state. Thermal equilibrium for
the separated molecule and contacts are therefore as-
sumed for the far-off initial state. With this, each term
in the Taylor expansion of the S-matrix can be eval-
uated by using the standard Wick’s theorem for bath
operators, and the generalized Wick’s theorem for Hub-
bard operators within the molecule. Later, in Ref. 251,
it was pointed out that the generalized Wick’s theorem
can equivalently be formulated for any local density op-
erator that is a function of the molecular Hamiltonian
only. For example, such a density operator results from
the Markov Redfield/Lindblad QME, and therefore the
Hubbard NEGF technique can be formulated as an ex-
pansion starting from an unbroadened QME solution.

Hubbard GF diagrammatics can be applied to FCS.467

It was shown that it is an inexpensive method capable of
reproducing satisfactory noise characteristics in molecu-
lar junctions over a wide range of parameters. In this
sense, Hubbard NEGFs perform comparably to standard
NEGF at the weakly interacting limit and to QME for
strong many-body interactions. In the Coulomb blockade
regime the second order Hubbard NEGF theory is able
to reproduce experimentally observed shot noise suppres-
sion, whereas NEGF and QME treatments at the same
perturbation order fail (see Fig. 5).

Another recent application of Hubbard NEGFs is
in the derivation of current-induced nuclear forces: in
particular, the nontrivial electronic friction force was
evaluated.468,469 Ref. 468 derives a general expression
for the friction, applicable to any form and/or strength
of electron–nuclei coupling. The Hubbard NEGF result
was benchmarked with respect to exact simulation in a
simple model, and performed well. The expression ob-
tained appears to be defined by retarded projection of
the Hubbard GFs, and contains previous known results
as its limiting cases. For example, the celebrated Head-
Gordon and Tully (HGT) expression for electronic fric-
tion is shown to be given by a (diagonal) subset of the

contributions given by Hubbard GF theory, taken at the
noninteracting quasi-particle limit. The Hubbard GF ac-
curately reproduces the HGT result in the limit of weak
molecule–contact coupling. Based on this developmemt,
Ref. 469 discussed the possibility of engineering molecu-
lar friction in single molecule nanocavity junctions.

The Hubbard NEGF theory has proven particu-
larly useful in simulations of molecular optoelectronic
devices.378 Here, an insulating layer is placed between
the molecule and contacts in order to prevent nonradia-
tive energy transfer between them. The corresponding
model parameters are therefore close to the atomic limit.
Formulation in the many-body state description is helpful
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for avoiding spurious orbital-shifting and renormalization
effects upon charging and/or excitation. This picture
also lends itself to a simple explanation of the difference
between transport and optical gaps in junctions, where
the two gaps correspond to transitions between different
pairs of molecular many-body states.

Recently, the Hubbard NEGF was employed in ab
initio simulations of transport and optical response in
molecular junctions. Ref. 41 modeled an experiment
dealing with photocurrents induced in nitroazobenzene
molecular junctions, and Refs. 92 and 470 respectively,
simulated bias-induced phosphorescence and lumines-
cence (see Fig. 6).

In summary, much like PP-NEGF, the Hubbard NEGF
is formulated in the many-body state basis of the isolated
molecule. This makes it useful for treating systems with
strong many-body interactions within the molecule and
weakly coupled to the baths, such as molecular opto-
electronic devices. The formulation can exactly account
for all intra-molecular many-body interactions, and pro-
vides a way of incorporating high-level quantum chem-
istry methods (CI, CCSD, etc.) into the realm of open
nonequilibrium molecular junctions. Recently developed
diagrammatic technique for Hubbard NEGFs allows one
to take into account system–bath interactions in a con-
trolled manner. Simultaneously, access to correlation
functions of excitations makes Hubbard NEGF similar to
the standard NEGF, which may account for the surpris-
ingly high level of accuracy observed at strong system–
bath coupling. Also, contrary to the PP-NEGF, the Hub-
bard NGEF is constructed within the physical Hilbert
space, making it usable for evaluating FCS. The main
difficulty with the Hubbard NEGF is the absence of a
clear way to construct an analog of the Luttinger–Ward

functional. Because of this, so far no clear rules for con-
structing conserving approximations within the Hubbard
NEGF have been found.

D. Dual fermion approach

We have discussed NEGF theory, which is formu-
lated around the noninteracting or quasiparticle limit,
and therefore applicable to weak many-body interactions,
U � Γ. We have also discussed PP and Hubbard NEGF;
these are formulated around the atomic limit, and suit-
able for weak system–baths coupling, U � Γ. The pa-
rameter regime where the two characteristic energy scales
are similar, U ∼ Γ, has to be treated within an approach
which does not rely on existence of small parameter (see
Fig. 1). Rigorous treatment of such regimes therefore
requires numerically exact approaches. However, such
approaches are typically computationally expensive and
limited to very simple, minimal models like the Anderson
impurity model. Thus, especially for ab initio purposes,
inexpensive approximate methods that remain reason-
ably accurate in the absence of a small parameter are in
high demand.

A new method that is potentially applicable to real-
istic simulations in the absence of a small parameter is
the dual fermion (DF) approach. Historically, the DF
method was formulated for equilibrium lattice models as
a way to account for nonlocal corrections to dynamical
mean field theory.471–474 However, it was quickly realized
that it can serve as a generic “superperturbative” method
for solving quantum impurity problems, both in475 and
out476,477 of equilibrium.

The formulation of the DF method for solving an im-
purity problem or molecular junction comprises two main
parts. In the first step, a (solvable) reference system con-
taining the many-body interactions is chosen. The phys-
ical system’s action, S[d̄, d], is written in terms of the

known action of the reference system S̃[d̄, d] and the dif-
ference between the exact hybridization self energy ΣB ,
and that of the reference system Σ̃B :

S[d̄, d] ≡ d̄1 [G−10 − ΣB ]12 d2 + Sint[d̄, d]

= S̃[d̄, d] + d̄1 [Σ̃B − ΣB ]12 d2.
(10)

Here, the subscript indices 1, 2 indicate both quantum
numbers and contour times, and a sum over repeated
subscripts is implied; G0 is the noninteracting GF of the
molecular region M ; and Sint[d̄, d] is the action resulting
from the many-body interactions.

The reference action is interacting, and therefore
Wick’s theorem does not hold and the standard tools
of many-body perturbation theory cannot be directly
applied to it. To resolve this, in the second step,
a Hubbard–Stratonovich transformation is employed.
This introduces a new auxiliary quasiparticle, the “dual
fermion”, and makes it possible to formulate a pertur-
bation theory in the coupling between the dual and real
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FIG. 7. Current–voltage characteristic. Shown are (a) the
Anderson impurity model, (b) the reference system within the
original DF approach,476 (c) the reference system within the
aux-DF approach478 and (d) results of simulations: aux-DF
(solid line, blue) is benchmarked against numerically exact
tDMRG (circles, red) and Inchworm CT-QMC (squares, blue)
results. Figure is reprinted with permission from F. Chen,
G. Cohen, and M. Galperin, Phys. Rev. Lett. 122, 186803
(2019). Copyright (2019) by the American Physical Society.

fermions. When the real fermions are traced out, the free
dual fermion theory is an exact effective theory reproduc-
ing the interacting reference action at its zeroth order.
Corrections to this take the form of effective many-body
interactions between the dual fermions, which can now
be treated perturbatively.

In Ref. 476, which considered the nonequilibrium An-
derson impurity model (see Fig. 7a), the reference system
was chosen to be the interacting impurity site along with
one to three bath sites. This necessarily entails an ap-
proximate treatment of the impurity–bath hybridization.
The finite, closed reference system used in Ref. 476 (see
Fig. 7b) does not account for the dissipative dynamics of
the open quantum system, or for the nonequilibrium pop-
ulation dynamics, even at the classical level. It therefore
makes it difficult to capture the steady state. Ref. 478
suggested that an auxiliary open system with Markovian
leads, described by a Lindblad/Redfield QME, be used as
the reference system instead (see Fig. 7c). This aux-DF
method allows for the problem to be formulated directly
in the nonequilibrium steady state and offers substan-

tially improved accuracy in comparison to the closed sys-
tem DF method. It also significantly reduces the numer-
ical cost of simulations by avoiding the long time propa-
gation that is required in the original formulation.

The idea of constructing accurate QMEs by explicitly
taking into account the dynamics of some bath sites is
known in the literature as the auxiliary master equa-
tion approach (AMEA), and has been employed as an
impurity solver in nonequilibrium dynamical mean field
theory.195,479–481 This method becomes exact at the limit
of an infinite number of auxiliary sites,482,483 but re-
mains approximate in practice, where only finite num-
ber of auxiliary sites can be treated. The accuracy of
AMEA depends on a fitting procedure for the effective
hybridization function Σ of the original problem in the
reference system. A large number of auxiliary modes is
often needed to obtain a high level of precision. There
is therefore a trade-off between accuracy and efficiency:
more auxiliary modes enable a better fit, but make the
solution of the auxiliary QME more expensive. In com-
parison, the alternative and complementary strategy em-
bodied by the aux-DF method is to perform a perturba-
tive expansion in the difference between the hybridization
functions of the physical and reference systems. This
can be done for a smaller number of modes, while rely-
ing on relatively poor fitting, because the superperturba-
tion theory provides further improvement over the bare
AMEA result. While more expensive than AMEA for
a given number of auxiliary sites, aux-DF therefore also
yields substantially more accurate results at that same
limit (compare solid and dotted lines in Fig. 7d).

Test simulations of the Anderson impurity model per-
formed in Ref. 478 were benchmarked against numeri-
cally exact tDMRG and Inchworm continuous time quan-
tum Monte Carlo (CT-QMC) results and demonstrated
high accuracy (see Fig. 7d). The Inchworm method will
be discussed below. Note that aux-DF requires only a
fraction of the computational cost of the numerically ex-
act techniques to achieve results that (for the parameters
tested) are of comparable accuracy. Like the DF method
in equilibrium, aux-DF correctly describes the limits of
weak and strong molecule–bath coupling, and allows for
interpolation between them. The superperturbation the-
ory converges rapidly at both limits because it becomes
exact when either the hybridization or the many-body
interactions are small. Indeed, for weak interactions or
strong molecule–bath coupling, the vertices can be ne-
glected and DF reproduces standard NEGF perturba-
tion theory. For strong interactions (or the atomic limit,
where molecule–bath coupling is weak) the DF method
is also accurate, due to exactly accounting for the local
many-body interactions in the reference system. Cur-
rently, the main obstacle on the road to an ab initio im-
plementation of the aux-DF methodology is in the need
to find a numerically inexpensive way to evaluate vertices
in the solution of the reference system.

We also note that very recently, a generalization of the
method able to address not just electron, but also energy
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transport was presented and applied to the Anderson–
Holstein model: the auxiliary QME–dual boson tech-
nique (aux-DB).484 This allows to account for electron–
electron, electron–phonon or electron–photon interac-
tions while treating particle and energy fluxes on an equal
footing.

E. Time-dependent processes with Green’s functions

Molecular electronics is usually focused on steady
state properties, which tend to be more experimen-
tally accessible. Nevertheless, measuring and modeling
time-dependent and transient phenomena is an impor-
tant challenge when considering time-dependent quan-
tum transport, time-resolved photoabsorption, pump-
probe type experiments, Auger decay processes and other
ultrafast phenomena.421,485–489 As such problems typi-
cally require GFs explicitly depending on two times, they
tend to be more computationally challenging in GF meth-
ods: in time-local methods like wavefunction and density
matrix approaches, the state is always described by a sin-
gle time index. For noninteracting systems, some of the
most efficient methods for obtaining GFs actually rely
on wavefunction dynamics.490,491 The upside is that GFs
also provide rich time-nonlocal information.

One exception to the above rule is problems with pe-
riodic driving, which can be relatively easily treated
in GFs using Floquet theory399,492–499 and similar
considerations.383,500,501 If two-time GFs do need to be
considered, a straightforward approach is to employ dis-
cretization on a two-dimensional time grid. Accounting
for the fast decay of GFs with separation of their time
variables then allows some simplifications. Such con-
siderations have been applied to the equations of mo-
tion of GFs in both their integral (Dyson) or differ-
ential (Kadanoff–Baym) form.502–505 Other works per-
form the time discretization directly on the Keldysh
contour.506–509 To perform long-time simulations at
better computational scaling, approximations can be
used. For example, the generalized Kadanoff–Baym
ansatz (GKBA) and other semianalytical ideas have been
used.510–517 These effectively reduce the computation to
single-time evolution. For noninteracting NEGF in par-
ticular, this can be done in several highly efficient ways
without the need for approximations.490,518–521 A partic-
ularly interesting idea that should be noted in this con-
text was proposed in Ref. 522, where the problem of solv-
ing the Dyson equation is mapped onto a noninteracting
auxiliary problem with additional degrees of freedom.

F. Quantum Monte Carlo methods

The past decade has seen a great deal of progress in nu-
merically exact GF methods for simple models of single
molecule junctions, in particular with regard to continu-
ous time quantum Monte Carlo methods (CT-QMC). All

such approaches presently remain far too expensive to be
usable in an ab initio context, where a large interacting
basis must be taken into account and interactions exist
throughout both the molecular and lead regions. Never-
theless, in simple models, they allow for reliable access to
genuinely strongly correlated physics, where there is no
small parameter, and where interpolation between ana-
lytically solvable regimes is insufficient.

The CT-QMC approaches we discuss below have equi-
librium predecessors formulated in imaginary (rather
than real or Keldysh) time.523 Real time Quantum Monte
Carlo approaches to even the most minimal models used
to describe nonequilibrium electronic transport through
junctions were commonly thought to be limited to short
propagation times by the dynamical sign problem: an ex-
ponential decrease in the signal-to-noise ratio as a func-
tion of time. For the spin–boson model, this view has
been challenged by path integral Monte Carlo meth-
ods formulated in terms of density matrices and influ-
ence functionals.524,525 Two sets of rather different CT-
QMC methods have addressed fermionic transport, and
will be briefly reviewed below. One relies on an expan-
sion in many-body interactions and the other on one in
molecule–lead hybridization, but both include ideas that
are independent of the choice of expansion.

1. Interaction expansion

The real time interaction expansion for nonequilib-
rium impurity models was introduced in Ref. 526, and is
based on an earlier equilibrium method.527 Confusingly,
it is sometimes referred to as the “weak-coupling” ap-
proach. The term “weak-coupling” here refers to a phys-
ical regime of the impurity problem at weak interaction
strength, not to the strength of the molecule–lead cou-
pling or hybridization. However, the interaction expan-
sion is (a) numerically exact, and therefore not limited to
a particular regime; and (b) is in fact more efficient in the
presence of weak interactions and strong molecule–lead
coupling. Despite featuring a dynamical sign problem,
the method was successfully used to explore the tran-
sient and steady state current–voltage characteristics of
a junction with electron–electron interactions526,528 and
further employed within dynamical mean field theory.497

More recent advances in real time interaction expan-
sion Monte Carlo stem from an interesting realization
about starting from the CT-QMC interaction expansion
on the Keldysh contour of Ref. 526, but then summing ex-
plicitly over Keldysh branch indices to obtain a moment
expansion.529,530 It turns out that this leads to two cru-
cial simplifications: first, the approximate dynamics sim-
ulated by the Monte Carlo process become exactly uni-
tary; and second, the dynamical sign problem plaguing
any naive interaction expansion essentially vanishes. The
cost of the summation over branch indices is exponential
in the order, such that the expansion must be truncated
at a finite but high order in the many-body interaction
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(so far, orders around 10–15 have been used). An altered
scheme allows for removing this explicit exponential cost
at the cost of reintroducing a sign problem, and may lead
to a set of improved intermediate techniques.531

The bare interaction expansion (regardless of how
efficiently it is evaluated) has a very limited conver-
gence radius. However, it was shown that this radius
can be extended with the aid of analytical continuation
techniques.529 In later work, it was demonstrated that
understanding the analytical structure of the impurity
problem can be leveraged to construct conformal trans-
formations that provide highly accurate analytical con-
tinuation procedures that continue to work deep within
the strongly correlated regime.532 Additionally, statisti-
cal noise from the Monte Carlo procedure is larger at
large interaction strengths, but can be reduced by post-
selecting samples that obey known, exact physical con-
straints at the limit of infinite interactions.532

2. Hybridization expansion

The use of the molecule–lead hybridization expansion
in quantum transport began a year earlier than that of
the interaction expansion: it was introduced in Ref. 533,
which considered electron–phonon interactions. This was
based not on CT-QMC, but on an earlier algorithm by
Hirsch and Fye.534 Here, times along the contour were
discretized, and Monte Carlo steps comprised changing
the occupation at one discrete interval. This was rapidly
followed by a continuous time approach, which eliminates
the need for discretization;535,536 and by applications
to electron–electron interactions.526,537,538 An interesting
recent development shows that the CT-QMC problem for
a model with two spin channels can be mapped onto one
with a single channel, resulting in a significant reduction
in the sign problem.539

At any finite time, the bare hybridization expansion
converges at all interaction strengths and no analytical
continuation is required. Nevertheless, the method is
strongly limited by the dynamical sign problem to times
that are on the order of the inverse molecule–bath cou-
pling.

The hybridization expansion Monte Carlo methods are
formulated in terms of reduced propagators, much like
the propagator techniques mentioned in Sec. III B. As
illustrated in Fig. 8a, the expansion for the propagator
(thick horizontal line, with contour time going from left
to right) can be expressed in diagrammatic notation as
a sum over products of isolated molecular propagators
(thin horizontal line) and hybridization lines given by
molecule–lead GFs (curved wiggly lines). GFs of any
order, as well as density matrix elements in either the
molecule or leads, can be expressed in terms of modified
propagators with additional operators inserted at the ap-
propriate Keldysh times.

It is possible to perform partial resummations over a
contour “self-energy”; for example, at lowest order this

FIG. 8. (a) Bare, (b) bold and (c) Inchworm hybridization
expansions, along with (d) simple diagrams that contribute
to a sign problem in the first two expansions.540 Figure is
reprinted with permission from G. Cohen, E. Gull, D. R. Re-
ichman, and A. J. Millis, Phys. Rev. Lett. 115, 266802
(2015). Copyright (2015) by the American Physical Society.

provides the noncrossing approximation for the propaga-
tor, as illustrated in the top half of Fig. 8b and denoted by
a “bold” or partially thickened gray line. Bold-line prop-
agators of low orders can be obtained semi-analytically,
and then used to construct a dressed expansion contain-
ing only corrections to the underlying theory. These cor-
rections can be summed in a Monte Carlo procedure ex-
pressed entirely in terms of the renormalized bold-line
propagators (lower half of Fig. 8b), as first shown in
equilibrium.449 When applied to real time population dy-
namics, this idea was shown to greatly reduce the dynam-
ical sign problem, allowing access to timescales several
times longer than those accessible by the corresponding
bare expansion.255,450 The bold-line method was then ex-
tended to nonequilibrium GFs and used to explore the
spectral and current–voltage characteristics of junctions
with electron–electron interactions.451,541,542

3. Inchworm expansion

The next advance in the field, dubbed “Inchworm
Monte Carlo”, is not specific to the hybridization expan-
sion; however, this was its first application.540 The main
idea is first to take advantage of the fact that propaga-
tors over short contour time intervals are easily evalu-
ated; and second to note that propagators obey a kind
of contour causality, in the sense that propagators over
long time intervals can be efficiently expressed in terms
of propagators over shorter time intervals (see Fig. 8c). A
formally exact series for the exact propagator over some
interval (t, t′) can be written in terms of all propagators
over intervals (s, s′) with t ≤ s, s′ ≤ t↑ ≤ t′. At an inter-
mediate stage of the algorithm, the Inchworm time t↑, de-
noted by the arrow in Fig. 8c, is the time up to which all
propagators are known. By performing the summation
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over all diagrams contributing to the expansion, propa-
gators up to the longer time t′ are obtained. A series of
such “inching” steps eventually generates the propagator
over the entire contour and physical observables, but—
crucially—propagators over long intervals are only calcu-
lated when propagators over slightly shorter intervals are
already known and taken advantage of. Therefore, each
inching step has a relatively small sign problem, which in
practice does not grow exponentially with time.540 As an
example (see Fig. 8d), a set of trivial diagrams that are
generated by low order self energies can easily be shown
to generate an exponential dynamical sign problem in
both the bare (left) and bold-line (right) expansions.540

Diagrams of this form are summed implicitly within the
Inchworm expansion, such that this particular source of
sign problems is completely removed.

The Inchworm hybridization expansion can be trun-
cated in diagram order for improved efficiency, though
this is not necessary in all regimes: an Inchworm expan-
sion of order n converges to a dressed expansion for the
propagator self energy up to that order, and often con-
verges very rapidly. No analytical continuation is neces-
sary. When higher order contributions (number of vertex
pairs n & 10, corresponding to order 20 self-consistent
perturbation theory) are needed, fast summation tech-
niques become useful.543 Nevertheless, the method is
based on a resummed perturbation theory. If the order
needed for convergence at a given set of parameters is too
high, it eventually fails. Furthermore, the computational
cost of existing implementations is effectively quadratic
in the propagation time, whereas the interaction expan-
sion of Ref. 529 can provide results at very long times
with no additional expense.

Whereas Ref. 540 only considered population dynam-
ics in interacting quantum junctions, the method was
quickly extended to currents and GFs,544 and used to ex-
plore the transient and steady state properties of voltage-
driven interacting junctions in the strongly correlated
regime.453 The Inchworm method also proved to be suit-
able to the numerically exact evaluation of FCS.545 This
was used to explore the effect of junction geometry
on electronic current and its fluctuations,546 and pro-
vides access to thermal transport properties and entropy
generation.547

We briefly note that the Inchworm idea is not lim-
ited to the real time hybridization expansion in quan-
tum transport: it has also been applied within dynamical
mean field theory;548 shown to be effective for combat-
ing the dynamics sign problem in the spin–boson model
using two different diagrammatic expansions;549–551 and
very recently, to be applicable to the imaginary time sign
problem in multiorbital impurity models.552

IV. CONCLUSIONS

We presented a short pedagogical review of meth-
ods utilized in the study of quantum transport through

molecular junctions. Three broad categories were con-
sidered: wavefunction based methods, density matrix
and Green’s function (GF) formulations. While the ap-
proaches are equivalent when treated exactly, in practice
exact treatment is only possible for noninteracting sys-
tems where the single particle picture is accurate. For
interacting problems, each category of methods leads to
different approximations and numerically exact schemes,
with widely varying advantages and disadvantages. In
wavefunction methods, observables and dynamics can be
expressed by quantities taken at a single time, but the
amount of information scales exponentially with the size
(e.g. number of orbitals) of the complete system. This in-
cludes both the molecule and contacts. In density matrix
methods, at the cost of introducing either non-Markovian
dynamics of single-time observables or a Markovian ap-
proximation, the spatial region contributing to the ex-
ponential scaling is reduced to that of the interacting
molecular region. In GF methods, at the cost of hav-
ing to address time-nonlocal dynamics of two- or multi-
time correlation functions, the exponential spatial scaling
can be completely removed. Methods from all categories
have seen rapid progress in recent years, and modern
approaches can efficiently mix and match between cate-
gories to best suit specialized problems. Theoretical con-
siderations were illustrated with numerical examples in
model and ab initio simulations, and promising avenues
for future research were pointed out.

The main focus of this review is on GF approaches.
GFs often provide an efficient and accurate way to sim-
ulate experimentally measurable observables. This in-
cludes electronic and energy currents carried by either
fermionic charge carriers or bosonic modes. It can also in-
clude current fluctuations and full counting statistics. On
the theoretical side, GF methods provide a methodologi-
cal framework for constructing controlled approximation
schemes around solvable limits. We discussed and com-
pared standard NEGF, which expands around the non-
interacting limit; its many-body flavors (PP- and Hub-
bard NEGF), formulated around the atomic limit; and
superperturbation theory (dual-fermion and dual-boson)
that can provide accurate predictions in both limits, and
bridges between them.

We also discussed numerically exact GF schemes based
on Quantum Monte Carlo algorithms, that can provide
reliable results at all parameter regimes, though only for
very simple models and at a large computational cost.
Until recently it was thought that such methods are lim-
ited to very short propagation times in nonequilibrium
systems, due to dynamical sign problems. However, new
methodological frameworks introduced in the last few
years, such as Inchworm Monte Carlo, have shown that
this sign problem can often be circumvented. Such dia-
grammatic Monte Carlo methods are based on perturba-
tive expansions similar or identical to the ones used in
approximate GF techniques. However, the Monte Carlo
algorithms allow for systematically summing all correc-
tions in an unbiased manner up to very high, or some-
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times effectively infinite, orders.
In the context of molecular electronics, we noted that

diagrammatic perturbation theory around the noninter-
acting NEGF is convenient for treating molecular junc-
tions with relatively weak many-body interactions, such
as intra-molecular electron–electron interactions. This is
often the case when considering, e.g., transport through
π-conjugated organic polymers. On the other hand,
the PP- and Hubbard NEGF diagrammatic expansions
are perturbative in the molecule–bath coupling strength
rather than the interaction. This makes them useful, e.g,
in the presence of strong electron–electron interactions
within the molecule, as is typical in molecular optoelec-
tronic devices. Dual techniques, a newer alternative, are
relatively inexpensive universal impurity solvers that can
remain accurate even in regimes where neither simple
perturbative expansion works well. Each of these meth-
ods has, or could potentially have, a numerically exact
technique associated with it that can tackle nonpertur-
bative regimes.

The theory of nonequilibrium transport through single
molecule junctions is at a turning point. The commu-
nity has developed an impressive array of numerical and
analytical techniques that can address a wide variety of
physical problems, and progress is still being made. We
hope this review will be helpful to readers in navigating
through the forest of available methods and using them
to push our scientific understanding and technological
mastery of these systems to new heights. Data sharing is
not applicable to this article as no new data were created
or analyzed in this study.
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99C. Rössler, D. Oehri, O. Zilberberg, G. Blatter, M. Karalic,
J. Pijnenburg, A. Hofmann, T. Ihn, K. Ensslin, C. Reichl, and
W. Wegscheider, Phys. Rev. Lett. 115, 166603 (2015).

100J. R. Petta, S. K. Slater, and D. C. Ralph, Phys. Rev. Lett.
93, 136601 (2004).



20

101U. Ham and W. Ho, Phys. Rev. Lett. 108, 106803 (2012).
102A. S. Zyazin, J. W. G. van den Berg, E. A. Osorio, H. S. J.

van der Zant, N. P. Konstantinidis, M. Leijnse, M. R. Wegewijs,
F. May, W. Hofstetter, C. Danieli, and A. Cornia, Nano Lett.
10, 3307 (2010).

103U. Ham and W. Ho, J. Chem. Phys. 138, 074703 (2013).
104G. Czap, P. J. Wagner, F. Xue, L. Gu, J. Li, J. Yao, R. Wu,

and W. Ho, Science 364, 670 (2019).
105J. de Bruijckere, P. Gehring, M. Palacios-Corella, M. Clemente-

Len, E. Coronado, J. Paaske, P. Hedeg̊ard, and H. van der Zant,
Phys. Rev. Lett. 122 (2019), 10.1103/PhysRevLett.122.197701.

106A. Landig, J. Koski, P. Scarlino, C. Reichl, W. Wegscheider,
A. Wallraff, K. Ensslin, and T. Ihn, Phys. Rev. Lett. 122
(2019), 10.1103/PhysRevLett.122.213601.

107Z. Xie, T. Z. Markus, S. R. Cohen, Z. Vager, R. Gutierrez, and
R. Naaman, Nano Lett. 11, 4652 (2011).

108R. Naaman and D. H. Waldeck, J. Phys. Chem. Lett. 3, 2178
(2012).
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