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Abstract

It is well known that people tend to anthropomorphize in inter-
pretations and explanations of the behavior of robots and other
interactive artifacts. Scientific discussions of this phenomenon
tend to confuse the overlapping notions of folk psychology,
theory of mind, and the intentional stance. We provide a clarifi-
cation of the terminology, outline different research questions,
and propose a methodology for making progress in studying
the intentional stance toward robots empirically.
Keywords: human-robot interaction; social cognition; inten-
tional stance; theory of mind; folk psychology; false-belief
task

Introduction
The use of folk psychology in interpersonal interactions has
been described as “practically indispensable” (Dennett, 1989,
p. 342), and its predictive power has been proclaimed to be
“beyond rational dispute” (Fodor, 1987, p. 6). The emergence
of interactive technologies, such as computers and robots,
has sparked interest in the role of folk psychology in hu-
man interactions with these systems. For example, John Mc-
Carthy stated: “It is perhaps never logically required even for
humans, but expressing reasonably briefly what is actually
known about the state of a machine in a particular situation
may require ascribing mental qualities or qualities isomor-
phic to them” (McCarthy, 1979, p. 2). The usefulness of
folk psychology however does not extend to interaction with
all artifacts, and it does not necessarily extend to all kinds
of interactions with robots. Although the prevalence of folk-
psychological interpretation of robot behavior might be con-
sidered as being beyond dispute, its predictive power – i.e.,
the usefulness of taking the intentional stance toward robots
– remains largely unassessed.

Researchers from diverse fields have explored people’s
folk-psychological theories about emerging robotic technolo-
gies, such as humanoid robots and autonomous vehicles. For
example, Krach et al. (2008) and Chaminade et al. (2012)
explored the neural activity of persons engaged in interactive
games with robots. Waytz et al. (2014) showed that peo-
ple’s ascriptions of mental states to an autonomous vehicle
affected their willingness to trust it. Thellman et al. (2017),
Petrovych et al. (2018), and de Graaf and Malle (2018, 2019)
investigated whether people judge distinctively human behav-
iors as intentional when exhibited by robots. Terada et al.
(2007) asked people directly about whether they adopted the

intentional stance toward a robot. Marchesi et al. (2018)
developed a questionnaire-based method specifically for as-
sessing whether people adopt the intentional stance toward
robots. These studies all provide insight into people’s folk-
psychological theories about robots. However, none of them
assessed how such theories affect people’s predictions of be-
havior to shed light on the usefulness of taking the intentional
stance in interactions with robots.

Moreover, research that has so far explicitly addressed the
intentional stance toward robots in many cases conflated the
intentional stance with overlapping but different notions, such
as folk psychology and theory of mind. In particular, the
question whether it is useful for people to predict robot behav-
ior by attributing it to mental states (what we in the present
paper will call “the intentional stance question”) tends to
be confounded with whether robots have minds (“the real-
ity question”), whether people think that robots have minds
(“the belief question”), and what kinds of mental states peo-
ple ascribe to robots (“the attribution question”). For ex-
ample, Chaminade et al. (2012, p. 8) claimed that partici-
pants in their experiments did not adopt the intentional stance
when interacting with a robot as opposed to a person based
on having “[manipulated] participants’ belief about the in-
tentional nature of their opponent” (thereby confounding the
attribution question with the belief question). Wykowska et
al. (2015, p. 768) stated that “it seems indeed very impor-
tant to know whether the observed entity is an agent with a
mind, and thus, whether the entity’s behavior provides some
social meaningful content” (confounding the attribution ques-
tion with the reality question). Wiese et al. (2012, p. 2) stated
that “adopting the intentional stance is based on a decision as
to whether or not an observed agent is capable of having in-
tentions” (confounding the intentional stance question with
the belief question).

In view of these confusions, we aim to provide a clarifica-
tion of the terminology and different research questions re-
lated to the folk psychology about robots in general and the
intentional stance toward robots in particular. We also dis-
cuss in more detail how (not) to approach research questions
specifically targeted at the intentional stance toward robots.

Basic Terminology
We here review Griffin and Baron-Cohen’s (2002) distinction
between folk psychology, theory of mind, and the intentional
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stance and relate these overlapping but different notions to
the literature surrounding the role of folk psychology in in-
teractions with robots.

Folk psychology about robots
The notion of folk psychology (also known as belief-desire
psychology, naı̈ve or intuitive psychology, or commonsense
psychology) broadly encompasses all mind-related theories
that people have about themselves and others (Griffin &
Baron-Cohen, 2002). This includes views about intentional,
content-bearing, representational states (beliefs, desires, in-
tentions, hunches, etc.) as well as phenomenal states (e.g.,
undirected anxieties, feelings and pain), traits, dispositions,
and empirical generalizations such as that people who are
tired are generally irritable, or – as in the context of folk
psychology about robots – the cultural platitude that robots
do not have minds (Fiala et al., 2014).

Research on people’s folk-psychological theories about
robots in general (as opposed to specific robots) has been pur-
sued in part because of the societal (e.g., political, legal, or
ethical) consequences that such theories might have. For ex-
ample, European citizens’ views on and acceptance of emerg-
ing robotic technologies, and their use in different areas of so-
ciety, have been monitored in extensive surveys by the Euro-
pean Commission (2012, 2015). Ethically motivated research
has targeted robot abuse, killer robots, robots in elderly care,
child-robot interaction, and sex robots (for an overview, see
Lin et al., 2014).

Theory of (robot) mind
Theory of mind refers more narrowly to the ability to attribute
the behavior of specific others or oneself to underlying men-
tal states, in particular intentional states, such as beliefs and
desires, that are perceived to have a causal role in behavior
(Griffin & Baron-Cohen, 2002).

People’s views about the mental attributes of specific
robots are frequently probed for the purpose of evaluating
human-robot interactions. Examples of such measures are the
Godspeed Questionnaire Series (Bartneck et al., 2009) and
the Robotic Social Attributes scale (Carpinella et al., 2017).
To the best of our knowledge, these measures have so far not
been used in conjunction with measures of people’s ability
to predict the behavior of specific robots in the context of
human-robot interaction research.

The intentional stance toward robots
The intentional stance refers to the use of intentional con-
structs (the beliefs, desires, intentions, etc., that are part
of people’s folk-psychological theories) as an interpretative
strategy or framework to predict the behavior of specific oth-
ers (Griffin & Baron-Cohen, 2002)1. The intentional stance

1As noted by Griffin and Baron-Cohen (2002), the intentional
stance theory (also known as intentional systems theory; Dennett,
2009) is both Dennett’s take on the role of folk psychology in so-
cial interactions and on what intentional states really are. These
two components can be considered separately (as in this paper); for

is sometimes mistakenly equated with folk psychology. Den-
nett (1991) describes the intentional stance as “the craft” of
folk psychology and distinguishes it from “the theory” itself.
The intentional stance concerns what people do with folk psy-
chology (i.e., predict and explain behavior using intentional
constructs); folk psychology, in Dennett’s view, refers to how
we talk about what we do.

Although there seems to be a general consensus in the liter-
ature concerning the meaning of “intentionality” as denoting
the distinguishing characteristic of certain mental phenom-
ena of being “about” or “directed at” something as an object
(Brentano, 1874/2012), some authors have treated it as a bi-
ological property (e.g., Searle, 1980; Varela, 1997; Ziemke,
2016) whereas others have refrained from doing so (e.g., Den-
nett, 1989; McCarthy, 1979). It is also important to recognize
that intentionality is a separate notion from having certain in-
tentions. Intentionality is a property of a specific set of mental
states, namely intentional mental states. This set includes in-
tentions, but also beliefs, desires, hopes, fears, hunches, and
so on. Searle (2008, pp. 85–86) noted that the English trans-
lation of the German words for intentionality and intention,
“Intentionalität” and “Absicht”, are confusingly similar, stat-
ing that “we have to keep in mind that in English intending is
just one form of intentionality among many”.

In some cases, adopting the intentional stance toward an
object is a useful strategy for predicting its behavior; in other
cases, it is not. Dennett introduced the notion of an inten-
tional system to denote objects that are “usefully and volu-
minously predictable from the intentional stance” (Dennett,
2009, p. 339). Humans are the most obvious example of in-
tentional systems because human behavior is generally suc-
cessfully predicted from the intentional stance but not from
other modes of interpretation. The label “intentional system”
is not restricted to humans, but it also does not extend to all
non-human objects. Although a person might predict that a
thermostat will raise the room temperature in the morning be-
cause it wants to keep it at 73 degrees and knows that it has
fallen during the night, the use of such folk-psychological
interpretations does not add predictive value above and be-
yond the corresponding non-psychological interpretation. In
the words of John McCarthy (1979, p. 11), “ascribing be-
liefs to simple thermostats is unnecessary for the study of
thermostats, because their operation can be well understood
without it”. In contrast, the moves of a chess-playing com-
puter are, according to Dennett (1971), practically inaccessi-
ble to prediction from any other interpretative mode than the
intentional stance.

It is reasonable to conjecture, given the complex behav-
ior and social situatedness (Lindblom & Ziemke, 2003) of
emerging robotic technologies, that taking the intentional
stance might turn out to be crucial in many cases of human-
robot interaction (Hellström & Bensch, 2018; Schellen &
Wykowska, 2019; Thill & Ziemke, 2017; Vernon et al.,

example, one might agree with Dennett’s claims about the role of
the intentional stance in social interaction without subscribing to his
views about the reality of ascribed mental states.

1098



2016). However, although there is a growing body of ev-
idence that people take the intentional stance toward robots,
the usefulness of doing so remains largely unassessed. Hence,
the central question in the context of the intentional stance
toward robots is the extent to which the behavior of robots is
usefully predicted from the intentional stance. The usefulness
of the intentional stance toward robots presumably depends
on a number of unknown factors, possibly related to the per-
son interacting with the robot, the interaction context, and the
robot in question. Answers to the intentional stance question
might thus range from “the intentional stance is a practically
dispensable mode of interpretation for predicting robot be-
havior” (cf. thermostat) to “the intentional stance is practi-
cally indispensable for predicting robot behavior” (cf. chess-
playing computer), depending on these factors. Research into
the usefulness of taking the intentional stance toward robots
may also reveal unique social cognitive challenges associated
with taking the intentional stance specifically toward robots
(e.g., compare inferring what a robot vs. a person can per-
ceive in a given situation in order to predict it’s behavior),
some of which may be universally present in human-robot
interactions.

Four Distinct Research Questions
We have attempted to clarify some of the basic terminology
surrounding the intentional stance toward robots. We also
identified the central question about the intentional stance to-
ward robots as concerning its usefulness for predicting robot
behavior. We now move on to distinguish this question from
three overlapping but separate research questions that appear
frequently in the literature surrounding the intentional stance
toward robots.

The reality question: Do robots have minds?
Questions such as “Do robots have minds?” and “Can ma-
chines think?” concern the nature or reality of the mental
states of robots and other machines. We here collectively re-
fer to such questions as different formulations of the reality
question. The reality question is clearly independent from
people’s beliefs about it, and presumably also from people’s
disposition to predict and explain robot behavior based on
mental state ascriptions (and the potential usefulness of do-
ing so). While it seems plausible that ontological “discover-
ies” about the minds of robots may have a significant impact
on how people relate to and interact with robots, there is no
apparent reason to believe that they would affect people’s pre-
dictions of robot behavior in interactions. What matters for
the purpose of predicting behavior, it seems, is how people
conceptualize behavior, and not the correspondence of those
conceptualizations to reality. For example, Heider (1958, p.
5) noted: “If a person believes that the lines in his palm fore-
tell his future, this belief must be taken into account in ex-
plaining certain of his actions”. Hence, the reality question is
conceptually distinct from questions regarding people’s attri-
butions and beliefs about the mental states of robots.

The belief question: Do people think that robots
have minds?
People’s views on the reality of the mental states of robots
are part of folk psychology. As stated in the previous sec-
tion, it is difficult to foresee how (if at all) such consider-
ations affect people’s predictions of robot behavior, regard-
less if they spring from collective scientific discovery or per-
sonal belief. Clearly, a person might attribute the behavior
of a robot to mental states without necessarily committing
to any ontological position about the reality of those men-
tal states. Indeed, people commonly ascribe mental states to
cartoon characters and animated geometric figures (Heider &
Simmel, 1944). When, for example, we see Donald Duck
angrily chasing chipmunks Chip and Dale because they are
stealing his popcorn, we know that Donald, Chip, and Dale do
not really have mental states, but we attribute their behavior
to mental states nevertheless (Ziemke et al., 2015). As stated
by Airenti (2018, p. 10), “anthropomorphism is independent
of the beliefs that people may have about the nature and fea-
tures of the entities that are anthropomorphized”. There is
to our knowledge no evidence that people’s beliefs about the
reality of the mental states of robots – or of cartoon charac-
ters, thermostats, or fellow humans – affect their disposition
or ability to predict behavior. It does not seem to matter, for
the purpose of predicting the behavior of an agent, whether
the person interpreting the behavior of the agent in question
believes that the agent really has mental states. The belief
question, therefore, must be treated as distinct from questions
concerning people’s ascriptions of mental states to robots as
well as the reality question.

The attribution question: What kinds of mental
states do people ascribe to robots?
There is now an abundance of evidence that people com-
monly predict and explain the behavior of robots based on
attributing it to underlying intentional states. The assumption
that they do is arguably even built into many of the meth-
ods that are used to evaluate social human-robot interactions,
whereby researchers explicitly ask people to evaluate mental
properties of robots. The if-question in “Do people take the
intentional stance toward robots?” has thus already been an-
swered in the affirmative. Considerably less is known about
what we for the present purposes call the attribution question,
namely what kinds of mental states people ascribe to robots.
The lack of knowledge about the attribution question does not
stem from a lack of research effort but, at least in part, from
issues in the methodology adopted to tackle the attribution
question.

There is so far little agreement about what kinds of men-
tal states people ascribe to robots. Gray, Gray and Wegner
(2007) found that people tend to attribute the behavior of
robots to mental states related to agency (e.g., memory, plan-
ning, and thought) but not subjective experience (e.g., fear,
pain, and pleasure). Sytsma and Machery (2010) found, in
contrast, that people refrain from attributing subjective states
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that have hedonic value for the subject, that is, valenced states
(e.g., feeling pain and anger) as opposed to unvalenced states
(e.g., smelling a banana or seeing red). Buckwalter and Phe-
lan (2013) further showed that people’s tendency to attribute
(or not) experiential or valenced states depends on the de-
scribed function of the robot. Fiala et al. (2014) found that re-
spondents in their experiments – when allowed to choose be-
tween different ways of describing the capabilities of a robot
(e.g., the robot “identified the location of the box” vs. “knew
the location of the box”) – preferred not to attribute mental
states at all. The authors noted that responses to questions
about the mental states of robots are influenced by a wide va-
riety of factors, including the apparent function of the robot,
the way in which the question is asked, and cultural platitudes
about robots.

In sum, it seems problematic to identify what kinds of men-
tal states people ascribe to robots by asking them directly.
Part of the problem, we believe, is that such questions are
ambiguously open to interpretation as regarding the reality
of the mental states of robots. As pointed out previously,
people tend to predict and explain robot behavior with refer-
ence to mental states without reflecting on the reality of those
states. Thus, when asked directly, a person might deny that
a robot has a mind, despite having previously attributed mind
to it upon being asked to describe its behavior (Fussell et al.,
2008).

The intentional stance question: Is it useful for
people to predict robot behavior by attributing it to
mental states?
The usefulness of predicting robot behavior by attributing it to
mental states is not a pre-given. The intentional stance ques-
tion is therefore distinct from the attribution question. The
ability to predict behavior based on the intentional stance is
also, as evidenced by studies on mental state attribution from
Heider and Simmel (1944) and onwards, independent from
the reality of the attributed mental states and from people’s
beliefs about them.

Although the prevalence of people taking the intentional
stance toward robots might be considered as beyond dispute,
its predictive power – that is, the usefulness of doing so –
remains largely unassessed. Hence, the central question in
the context of the intentional stance toward robots is to what
extent the behavior of robots is usefully predicted from the
intentional stance. Other questions of potential interest con-
cern causes of predictive (mis)judgment from the intentional
stance toward robots, how misjudgment can be reduced, and
potential effects of taking the intentional stance toward robots
on human cognition (e.g., cognitive load).

Measures of the Intentional Stance
If one wants to investigate whether the intentional stance is
useful as an interpretative framework for predicting robot
behavior, then one must, at the very least, measure peo-
ple’s predictions of behavior and ensure that those predic-
tions stem from specific attributed mental states. Very few

previous studies concerned with the intentional stance toward
robots employed such measures (one exception is Sciutti et
al., 2013). In this section, we review established experimental
paradigms in interpersonal psychology that accomplish mea-
suring effects of mental state attribution on behavior predic-
tion, namely explicit and implicit false-belief tasks and antic-
ipatory gaze tasks.

Explicit measures
The standard false-belief task (sometimes referred to as the
“Sally–Anne test” or the location-change false-belief test)
was outlined by Dennett (1978) in a commentary to Premack
and Woodruff’s seminal paper “Does the chimpanzee have a
theory of mind?”. This was later turned into an experimental
paradigm in which a human study participant must attribute a
false belief to an agent in order to predict its behavior (Wim-
mer & Perner, 1983). In the experiment, the participant is
made aware that an agent observes a certain state-of-affairs
x. Then, in the absence of the agent the participant witnesses
an unexpected change in the state-of-affairs from x to y. The
participant now knows that y is the case and also knows that
the agent still (falsely) believes that x is the case. After this,
the participant is asked to predict how the agent will behave
in some circumstance, given its false belief about the state-of-
affairs. If the participant fails to predict the behavior of the
agent, this can be directly attributed to a failure of the par-
ticipant to ascribe a false belief to the agent. Frith and Frith
(1999, p. 1692) commented on the strength of the false-belief
task: “To predict what a person will do on the basis of a true
belief is not a sufficiently stringent test [of the ability to take
the intentional stance], since here the belief coincides with
reality, and it’s hard to tell whether the action is governed by
physical reality or mental state. In everyday life, beliefs rather
than reality determine what people do, and false beliefs play
an important role”.

False-belief tasks have primarily been used to test for the
possession of a theory of mind (e.g., Baron-Cohen, Leslie &
Frith, 1985). However, they can also be used to explore the
relative difficulty of reasoning about others’ beliefs (Bloom &
German, 2000). We argue that the false-belief task is a suit-
able paradigm for assessing the usefulness of the intentional
stance toward robots because it enables measuring the extent
to which a person’s mental state ascriptions to a specific robot
are conducive to predicting its behavior. Hence, false-belief
tasks would be used in the context of human-robot interaction
studies not to test for a person’s possession of a theory of a
specific robot’s mind but for the successful or unsuccessful
use of such theories in interactions with robots.

Concerns have been raised previously in the theory of mind
literature about whether the explicit formulation of false-
belief questions might impute folk-psychological theory to
the task participant or affect his or her disposition to ascribe
mental states. In some false-belief experiments, participants
were asked questions, such as “Where does the agent be-
lieve/think that the object is now?”, which explicitly suggest
that the agent possesses beliefs or thoughts. Other experi-
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ments used questions such as “Where will the agent look for
the object?” which implicitly suggest the possession of be-
liefs or thoughts. However, an extensive meta-study of the-
ory of mind research on children showed that the type of
question (e.g., explicit vs. implicit statements of belief) pro-
vided to participants did not significantly affect participants’
success in the false-belief task (Wellman, Cross & Watson,
2001). This finding can be taken as supporting the view ex-
pressed by Dennett that “whether one calls what one ascribes
to the computer beliefs or belief-analogues or information
complexes or Intentional whatnots makes no difference to the
nature of the calculation one makes on the basis of the as-
cription” (Dennett, 1971, p. 91). Regardless of this meta-
analytic finding, researchers concerned with the risk of im-
puting folk-psychological theories about robots to study par-
ticipants, in the context of false-belief tasks, can employ im-
plicit intentional stance measures. In the following section
we review two such measures: implicit false-belief tasks and
goal-directed anticipatory gaze tasks.

Implicit measures
Implicit false-belief tasks employ non-verbal measures to
assess people’s behavior predictions (for an overview, see
Schneider & Slaughter, 2015). Using implicit measures, the
intentional stance can be investigated by recording anticipa-
tory gaze behavior (Clements & Perner, 1994) or reaction
times (Kovács, Téglás & Endress, 2010), even without in-
structions to predict behavior or providing questions about
the mental states of agents (Kovács, Téglás & Endress, 2010;
Schneider et al., 2012). Implicit measures also provide an op-
portunity to investigate the potential effort involved in track-
ing the beliefs of robots whose sensory perspectives signifi-
cantly differ from the human case.

Goal-directed anticipatory gaze tasks represent another
way to measure the intentional stance toward robots. Using
an anticipatory gaze paradigm, Sciutti et al. (2013) showed
that people shift their gaze toward perceived “goals states”
of robot actions prior to the execution of the actions them-
selves. One limitation of this paradigm is that it is not always
possible to infer which gaze behaviors are anticipatory gazes
(and therefore reflect goal ascriptions) and which are not. As
such, goal-directed anticipatory gaze measures might not be
as strong a measure of the intentional stance as false-belief
tasks. Nevertheless, studying goal ascription through antici-
patory gaze measures might be suitable as a complement to
studying belief ascription using false-belief tasks.

Conclusion
We have attempted to clarify the difference between three
overlapping concepts that are used (in many cases confus-
edly) in the literature surrounding the intentional stance to-
ward robots: folk psychology, theory of mind, and the in-
tentional stance. The central question in research on the in-
tentional stance toward robots was identified as the extent to
which the intentional stance is a useful (and potentially even

indispensable) interpretative strategy or framework for pre-
dicting behavior in interactions with robots. We argued that
this question is distinct from questions regarding the reality of
the mental states of robots, people’s beliefs about the mental
states of robots, and what kinds of mental states people as-
cribe to robots. We also established a “methodological crite-
rion” for investigating the usefulness of the intentional stance
toward robots: the measurement of people’s predictions of
robot behavior and reliable inference that those predictions
stem from specific attributed mental states. Last, but not least,
we identified explicit and implicit false-belief tasks and antic-
ipatory gaze tasks as fulfilling these criteria, thereby consti-
tuting a promising experimental paradigm for future empiri-
cal investigations of the intentional stance toward robots.

The ability to infer the intentional states (beliefs, desires,
etc.) of robots is presumably in many cases crucial to the
successful prediction of robot behavior and, consequently, to
well-functioning and socially acceptable human-robot inter-
action (Hellström & Bensch, 2018; Schellen & Wykowska,
2019; Thill & Ziemke, 2017; Vernon et al., 2016). How-
ever, continuously tracking changes in the intentional states
of robots as interactions unfold represents a potentially dif-
ficult and demanding challenge to humans: robots have dif-
ferent “perspectives” on or sensorimotor couplings with the
world than humans. Consider the task of simultaneously nav-
igating interactions with three different types of robots in
a crowded environment (e.g., a busy street): the first robot
can detect objects behind humanly opaque structures such
as walls, vehicles, or humans; the second robot cannot see
through glass; and the third robot is sensory-equivalent to
most humans. How do humans fare in an interaction sce-
nario like this? We propose that taking the intentional stance
toward robots must in some cases be more difficult (in terms
of predictive accuracy) and demanding (e.g., in terms of cog-
nitive load; Sweller, 1988) than taking the intentional stance
toward humans, and view this as a hypothesis worthwhile ex-
ploring in the context of human-robot interaction research.
In particular, we speculate that people employ a reasoning
heuristic which can be described as “anthropocentric anchor-
ing and adjustment”, consistent with the accounts in Epley et
al. (2004) and Nickerson (1999) but where people adopt the
perspective of specific robots by serially adjusting from their
own (human) perspective.

Another question relevant to the intentional stance toward
robots is the extent to which its usefulness or predictive power
can be improved by providing information about the capa-
bilities and limitations of robots prior to interactions. Peo-
ple base their estimations of the knowledge of robots partly
on their assumptions about people (Kiesler, 2005). People’s
knowledge estimations of robots have been shown to be af-
fected by the physical attributes of robots (Powers & Kiesler,
2006) and information about the robot given beforehand, such
as robot gender (Powers et al., 2005) or country of origin (Lee
et al., 2005). However, it has to our knowledge not yet been
investigated whether providing information or manipulating
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social cues can improve the accuracy with which people pre-
dict the behavior of a robot. Would prior knowledge about the
sensory capabilities of the three types of robots in the example
above help people interact with them? This is another ques-
tion worthwhile exploring in studying the intentional stance
toward robots.

We believe that cognitive science has important contribu-
tions to make in the continued exploration of the role of folk
psychology in human interaction with robots, especially in
the development of appropriate methodological approaches
to investigating the intentional stance toward robots. As sug-
gested in this paper and elsewhere, the intentional stance can
be a confusing concept (Griffin & Baron-Cohen, 2002) and
a difficult phenomenon to measure, perhaps especially in the
context of interactions with robots (Schellen & Wykowska,
2019). In the folk psychology about robots, robots might not
have real minds but have attributed minds nevertheless, and
as for the science of mind, the jury is still out regarding the ex-
tent to which mind possession and mind attribution go hand-
in-hand in the case of robots (cf. Dennett, 1989; Fodor, 1987;
Searle, 1980). We therefore hope that the conceptual clar-
ifications and methodological proposals presented here will
pave the way for fruitful research on the intentional stance
toward robots.
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