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Abstract

Theoretical Studies of Ultracold Dipolar Molecules

by

Brendan Patrick Abolins

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor K. Birgitta Whaley, Chair

Strongly interacting ultracold dipolar molecules are a rich platform for quantum informa-
tion and quantum simulation of phenomena relevant to condensed matter systems. This dis-
sertation presents novel theoretical and computational studies of ultracold dipolar molecules
relevant to these areas in three broad categories.

First, the path integral ground state quantum Monte Carlo method is extended to simu-
lations with both translational and rotational degrees of freedom, including the development
of a novel estimator of the elementary excitation energies of a system with these degrees
of freedom based on the well known Feynman-Bijl approximation. This is then used to
study dipolar molecular ensembles confined to one-dimensional optical lattices. The ground
state phase diagram is characterized with both a mean-field method and the aforementioned
quantum Monte Carlo method. A quantum phase transition is found for very short optical
lattice spacings or very large dipole moments. The prospects for experimentally realizing a
system which exhibits this phase transition are discussed.

Second, the path integral ground state quantum Monte Carlo method is utilized to study
the ground state of dipole molecules confined to two-dimensional optical lattices. On square
lattices a crossover from a weakly interacting disordered phase to a strongly interacting
striped phase is found for short lattice spacings or large dipole moments. On triangular
lattices a crossover between a disordered phase and a completely polarized phase is found,
also for short lattice spacings or large dipole moments. The relevance of such simulations to
self-assembled dipolar crystals in two dimensions is discussed and simulation results of these
systems are presented. Simulations of polarized and harmonically confined molecular systems
in two dimensions with translations and rotations are also presented and a realistic interaction
potential using highly accurate ab initio quantum chemistry techniques is calculated for LiH–
LiH interactions as a preliminary step toward developing a high quality trial wave function
for the simulation of systems possessing both translational and rotational degrees of freedom.

Finally, several novel applications for dipolar molecules confined to optical lattices are
proposed. An experimental realization of a topological phase using 2Σ ground state molecules
with applied near resonant microwave fields and transverse magnetic fields is proposed. A
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method to create an array of dipole-coupled two-level molecules exhibiting superradiance and
possessing novel spectroscopic properties using 1Σ ground state molecules in the combination
of a far off-resonant laser field and a moderate magnetic field is proposed. Additionally, a
method to create entangled pairs of molecules using closed-shell dipolar molecules immersed
in an intense far off-resonant laser field is reviewed and an extension in which parallel optical
lattices are merged and molecules are allowed to collide in the presence of a far off-resonant
laser field is proposed. Simulation results are presented indicating that a significant amount
of entanglement may be generated in such a way in realistic molecular systems.
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Chapter 1

Introduction

The molecular physics of ultracold samples of heteronuclear diatomic molecules is currently
one of the most exciting fields of study in chemical physics [1]. The discoveries being made
in this field have far reaching consequences – from how we understand the laws of nature, all
the way to how we solve complex computational problems. This is all made possible because
of the way in which these molecules, which possess a permanent electric dipole moment,
interact with each other via the dipole-dipole interaction potential [2]

Vdd(µ1,µ2, r) =
1

4πε0

(
µ1 · µ2

r3
− 3(µ1 · r)(µ2 · r)

r5

)
. (1.1)

Here µi is the electric dipole moment of molecule i and r is the intermolecular separation
vector connecting the centers of mass of the two interacting molecules, as well as with external
electric and magnetic fields. The dipole-dipole interaction potential is relatively long-ranged,
as compared to ultracold atomic systems that interact via relatively short ranged van der
Waals interactions [1] which vary with distance as 1/r6. Especially important is the way
in which the careful application of external electric and magnetic fields can modify the
interactions between polar molecules [3, 4].

Assuming the intermolecular separation vector, r, lies along the z-axis and expressing
the directions of the dipole orientations in spherical polar coordinates, shown in figure 1,
eq. (1.1) can also be written as

Vdd(r, θA, θB, φ) = − µ2

4πε0r3
(2 cos θA cos θB − sin θA sin θB cosφ), (1.2)

where φ = φA − φB is the dihedral angle between the two orientations. Examining plots
of the dipole-dipole potential (see, e.g., figures 1 and 1) at a fixed distance for a variety
of relative orientations reveals another salient feature of this interaction potential, namely
that it is strongly anisotropic. In figure 1 Vdd(r, θA, θB, φ) is plotted against θA and φ,
for θB = π/2. This reveals that when both molecules are aligned perpendicular to the
intermolecular axis (figure 1 (a)), the potential is attractive when they are oriented anti-
parallel to one another, and repulsive when they are oriented parallel to one another. Figure 1
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Figure 1.1: The coordinates of a pair of dipoles in spherical polar coordinates with the
intermolecular axis along the z-axis.

shows Vdd(r, θA, θB, φ) plotted against θA and θB, for φ = 0 (top panel) and φ = π/2 (bottom
panel). From this figure it is evident that the global potential minimum (at fixed r) occurs
when both molecules are parallel to the intermolecular axis and to each other, the “tip-to-
tail” configuration (figure 1 (b)). When both dipoles are aligned with the intermolecular axis
but oriented anti-parallel to one another represents the global potential energy maximum, at
a fixed r. It is this anisotropy that allows a one dimensional system of dipoles to exhibit an
order-disorder phase transition, explored in chapter 5. The anisotropy of the dipole-dipole
interaction potential also plays a defining role in the types of orderings considered in two
dimensional lattice systems, discussed in chapter 6.

On the fundamental physics end, polar molecules have been used to make incredibly
sensitive measurements to put a bound on the magnitude of the electron electric dipole
moment [5–7], helping to rule out models of physics beyond the standard model of particle
physics using tabletop experiments rather than large particle colliders. Recent progress in
cooling polar molecules to the millikelvin temperature regime and below [8, 9] have the
potential to push these limits further, as well as to make possible other measurements of
novel physical phenomena such as the variation of fundamental physical constants [10, 11].
In addition, polar molecules confined to optical lattices have been proposed as a platform
for the simulation of phenomena relevant to condensed matter systems [3, 12–25], providing
a route to study models of superconductivity and energy transfer, among other topics, in a
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(a) (b)

and

Figure 1.2: The important low energy configurations of a pair of dipoles. On the left, (a) a
local minimum of the dipole-dipole potential in eq. (1.1) when θA = θB = π/2 and φ = π
(see figure 1), and on the right (b) the two degenerate global minima when θA = θB = 0
(top) and θA = θB = π (bottom), connected via inversion through the origin centered at the
center of the two dipoles, of the dipole-dipole potential.

highly controllable way.
Quantum information processing is another field in which polar molecules trapped in opti-

cal lattices are poised to make an impact. Once again it is the tunability and extended range
of the interactions, as well as the way in which molecular properties can be manipulated with
external fields, that makes polar molecules an enticing platform for quantum information [1].
Interactions with external electric fields can provide single-site addressability in optical lat-
tices [26], important for modification of the the state of individual qubits, and the dipole-
dipole interaction can be used to generate entanglement between multiple molecules [27–
31]. Progress toward the simulation of topological phases with dipolar molecules [17, 24]
may even lead to the realization of topologically protected qubits [32] which are naturally
resilient to local noise and experimental imperfections.

In the majority of these cases it is the molecular dipole moment, and the relatively
strong, long ranged, and anisotropic interactions which this enables, which makes diatomic
molecules enticing objects of study. This is the key theme that is developed throughout this
dissertation.

1.1 Overview
The remainder of this dissertation is organized into three main sections. The first section
includes chapters 2, 3 and 4 and describes the theoretical underpinnings of the rest of the
dissertation. Chapter 2 is a discussion of selected topics in the physics of polar diatomic
molecules, in particular an overview of the rigid rotor approximation for the rotations of
molecules and the interactions of polar molecules with far off resonant laser fields. Chapter 3
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Figure 1.3: The dipole-dipole potential in eq. (1.2) plotted as a function of θA and φ for
θB = π/2. The attractive lobe at θA = π/2 and φ = π is a local minimum at fixed r,
corresponding to an configuration where both polar molecules are oriented perpendicular to
the z-axis and anti-parallel to one another, shown in figure 1 (a).

contains an overview of the path integral ground state quantum Monte Carlo (PIGS) method
and its extension to ensembles of polar molecules. Chapter 4 contains a brief derivation of
an extension of the well-known Feynman-Bijl approximation to the elementary excitation
spectrum [33, 34] of dipolar fluids with rotational degrees of freedom.

The second section is composed of chapters 5 and 6 and describes the study of the phase
diagram of polar diatomic molecules confined to deep optical lattices in one and two spatial
dimensions, as well as preliminary studies of dipolar systems without such confinement, using
a PIGS code for simultaneously rotating and translating molecules that has been developed
by the author. The final section is entirely contained in the final chapter, chapter 7, and
describes miscellaneous work on proposals for quantum simulation and quantum information
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processing using polar diatomic molecules.
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Figure 1.4: The dipole-dipole potential in eq. (1.2) plotted as a function of θA and θB for
φ = 0 (top panel) and φ = π/2 (bottom panel). Both panels exhibit the same minima, the
degenerate global minima of the dipole-dipole potential when θA = θB = 0 and θA = θB = π,
corresponding to the situation where the orientations of both molecular dipoles are parallel
to the intermolecular axis, depicted in figure 1 (b).
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Chapter 2

Physics of diatomic molecules

2.1 The molecular Hamiltonian
The Hamiltonian for a closed shell diatomic molecule, neglecting spin, is

H =
2∑

A=1

P2
A

2MA

+
n∑
i=1

p2
i

2me

−
∑
A,i

ZAe
2

4πε0|RA − ri|
+
∑
B<A

ZAZBe
2

4πε0|RA −RB|
+
∑
j<i

e2

4πε0|ri − rj|
(2.1)

= Tn + Te + Ven + Vnn + Vee, (2.2)

where PA, RA, MA, and ZA are the momentum, position, mass, and nuclear charge of the
Ath nucleus and pi and ri are the momentum and position of the ith electron. To treat this
problem completely rigorously would require treating the motion of the nuclei and the motion
of the electrons on equal footing, but for present purposes this represents unnecessary effort as
there exists a natural separation of energy scales for nuclear and electronic motion stemming
from the fact that MA � me. By utilizing this fact and neglecting the nuclear kinetic
energy, essentially neglecting nuclear motion, one arrives at an approximate Hamiltonian for
the electronic degrees of freedom only

Helec =
n∑
i=1

p2
i

2me

−
∑
A,i

ZAe
2

4πε0|RA − ri|
+
∑
B<A

ZAZBe
2

4πε0|RA −RB|
+
∑
j<i

e2

4πε0|ri − rj|
(2.3)

= Te + Ven + Vnn + Vee, (2.4)

in which the positions of the nuclei are considered to be parameters. Within this approxi-
mation the eigenstates and energies of Hamiltonian (2.4) are given by

Helec(R1,R2)Φi(r1, . . . , rn;R1,R2) = Ui(R1,R2)Φi(r1, . . . , rn;R1,R2), (2.5)

where the energies and states depend parametrically on the positions of the nuclei.
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Formally, the eigenstates of Hamiltonian (2.2) can be written in the form

Ψi(R1,R2, r1, . . . , rn) =
∞∑
k=1

Xk(R1,R2)Φk(r1, . . . , rn;R1,R2). (2.6)

Invoking the Born-Oppenheimer approximation [35] amounts to assuming that the states,
assuming non-degenerate electronic energies, may be approximated as

Ψi(R1,R2, r1, . . . , rn) ≈ Xk(R1,R2)Φk(r1, . . . , rn;R1,R2), (2.7)

a simple product of a nuclear wave function and an electronic wave function. Under the Born-
Oppenheimer approximation the nuclear wave functions satisfy an approximate Schrödinger
equation

HnucXi(R1,R2) = [Tn + Ui(R1,R2)]Xi(R1,R2) = EiXi(R1,R2) (2.8)

showing that under this approximation the electronic energies constitute a potential energy
surface governing the nuclear motion.

2.2 The rigid rotor-harmonic oscillator approximation
Further simplification can be obtained by making the rigid rotor-harmonic oscillator approx-
imation. In the absence of external fields the potential Ui depends only on the distance
between the nuclei and not their absolute positions. This lends itself to transforming the
problem to one that depends not onR1 andR2 but on the relative coordinates, rrel = R1−R2,
and the coordinates of the center of mass, Rcm = (M1/M)R1 + (M2/M)R2 with the total
molecular mass M = M1 + M2. The corresponding momenta can be found as they are
in classical mechanics, Pcm = P1 + P2 and prel = (M2/M)P1 − (M1/M)P2 so that the
transformed Hamiltonian (2.8) is[

P2
cm

2M
+

p2
rel

2µ
+ Ui(rrel)

]
Xi(Rcm, rrel) = EiXi(Rcm, rrel), (2.9)

where µ = M1M2/M is the reduced mass. Since the potential only depends on the relative
coordinates, this Hamiltonian can then be split into a Hamiltonian for the center of mass
motion only and the relative motion only, i.e. Hnuc = Hcm +Hrel, with

Hcm =
P2

cm

2M
, (2.10)

Hrel =
p2
rel

2µ
+ Ui(rrel). (2.11)

Focusing on the relative coordinates and in the absence of external fields, the relative
Hamiltonian can be further simplified by realizing that the potential only depends on the
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magnitude of the distance between the nuclei and not on their orientations. Since the Hamil-
tonian (2.11) in the center of mass frame is obviously symmetric under arbitrary rotations,
it is most convenient to proceed in spherical polar coordinates

xrel = r cosφ sin θ, (2.12)
yrel = r sinφ sin θ, (2.13)
zrel = r cos θ, (2.14)

with r = |rrel|. In these coordinates Hamiltonian (2.11) is

Hrel = − ~2

2µ

(
1

r2
∂

∂r
r2
∂

∂r
+

1

r2 sin θ

∂

∂θ
sin θ

∂

∂θ
+

1

r2 sin2 θ

∂2

∂φ2

)
+ Ui(r)

= − ~2

2µr2

(
∂

∂r
r2
∂

∂r
+ L2

)
+ Ui(r), (2.15)

where L is the angular momentum operator. The form of eq. (2.15) is instantly recognizable
as that of a particle in a central potential and is separable into an angular and radial portions.
The eigenstates of eq. (2.15) can be written in the form ψijlm(r, θ, φ) = (χijl(r)/r)Y

m
l (θ, φ),

where χijl(r) satisfies the radial Schrödinger equation[
− ~2

2µ

∂2

∂r2
+

~2

2µ

l(l + 1)

r2
+ Ui(r)

]
χijl(r) = Eijlχijl(r). (2.16)

In order to proceed it is convenient to expand the potential Ui(r) in a power series about
the potential minimum, req,i, as

Ui(r) = Ui(req,i) + U ′i(req,i)(r − req,i) +
1

2
U ′′i (req,i)(r − req,i)2 +O(r3), (2.17)

where U ′i(req,i) = 0 at the equilibrium distance. The expansion above truncated to second
order generally suffices for potentials that are not strongly anharmonic and so the radial
Schrödinger equation in eq. (2.16) can be approximated well by[

− ~2

2µ

∂2

∂r2
+

~2

2µ

l(l + 1)

r2
+

1

2
ki(r − req,i)2

]
χijl(r) = (Eijl − Ui(req,i))χijl(r), (2.18)

where ki = U ′′i (req,i) can be identified as the spring constant, through which it is possible
to define the vibrational frequency, ωi =

√
ki/µ. For a typical molecule the rotational fre-

quency h/(µr2eq,i)� ωi and so over the time scale of a single rotational period the molecule
will undergo very many vibrations about the equilibrium displacement, req,i, and to a first
approximation in the rotational kinetic energy term r can then be replaced with the equi-
librium value. The resulting Hamiltonian is that of the simple one-dimensional harmonic
oscillator [

− ~2

2µ

∂2

∂r2
+

1

2
µω2

i (r − req,i)2
]
χvib,in(r) = Evib,inχvib,in(r), (2.19)
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with Evib,in = Einl − Ui(req,i) − hBil(l + 1) = ~ωi(n + 1/2) and hBi = ~2/(2µr2eq,i) =
~2/(2Ii). Under these approximations, which constitute the rigid rotor-harmonic oscillator
approximation, the Hamiltonian for the nuclear coordinates in a particular electronic state
may be written as

Hnuc = Hrot +Hvib =
L2

2I
+

(
p2

2µ
+

1

2
µω2r2

)
, (2.20)

where Hrot is the usual rigid rotor Hamiltonian with eigenstates

Hrot|lm〉 =
L2

2I
|lm〉 = hBl(l + 1)|lm〉 (2.21)

and Hvib is the usual harmonic oscillator Hamiltonian with corresponding eigenstates

Hvib|n〉 =

(
p2

2µ
+

1

2
µω2r2

)
|n〉 = ~ω

(
n+

1

2

)
|n〉. (2.22)

The eigenstates of the nuclear Hamiltonian within this approximation are then of the form
|n〉|lm〉, with corresponding energies Enlm = ~ω(n+ 1/2) + hBl(l + 1). This approximation
neglects many of the effects that affect the spectra of real molecules (see, for example,
refs. [36, 37] for a more complete discussion of the spectra of real diatomic molecules) but is
reasonable for closed shell molecules at very low temperatures and forms the basic theoretical
model used in the rest of the present work.

2.3 Molecules in off-resonant laser fields
The time-dependent Schrödinger equation for a molecule in a time-varying electro-magnetic
field far from resonance is

i~
d

dt
|Ψ(t)〉 = [Hmol − d · E(r, t)] |Ψ(t)〉, (2.23)

where Hmol is the molecular Hamiltonian with eigenvalues

Hmol|Ψi〉 = Ei|Ψi〉, (2.24)

the electric field is E(r, t) = E(r, t)e−iωt/2+h.c. and ω is the frequency of the monochromatic
radiation, assumed to be far from any molecular resonances. By writing the state

|Ψ(t)〉 =
∑
i

ci(t)e
−iωit|Ψi〉, (2.25)

with Ei/~ = ωi, and projecting eq. (2.23) onto state 〈Ψj| one arrives at the set of coupled
differential equations for the expansion coefficients

i~
d

dt
cj(t) = −1

2

∑
i

ci(t)dji ·
(
E(r, t)ei(ωji−ω)t + E∗(r, t)ei(ωji+ω)t

)
, (2.26)
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where dji = 〈Ψj|d|Ψi〉 and ωji = ωj − ωi.
The system of coupled differential equations for the evolution of the coefficients ci(t), or

equivalently for the evolution of the state |Ψ(t)〉, given in eq. (2.26) is exact but impossible
to solve without introducing some approximations. First, the method of essential states [38],
that is splitting the set of all states into a set of essential and non-essential states as

i~
d

dt
cj(t) = −1

2

∑
k

ck(t)djk ·
(
E(r, t)ei(ωjk−ω)t + E∗(r, t)ei(ωjk+ω)t

)
− 1

2

∑
m

cm(t)djm ·
(
E(r, t)ei(ωjm−ω)t + E∗(r, t)ei(ωjm+ω)t

)
, (2.27)

where state j is assumed to be an essential state and the non-essential states are the set of
states in the second sum, with coefficients cm(t). The non-essential states are further assumed
to be uncoupled among themselves (i.e., there are no dipole matrix elements between pairs
of non-essential states) and to be initially unpopulated. The time evolution of each of the
essential states is then governed by an equation analogous to eq. (2.27) while the non-essential
states are governed by a much simpler equation

i~
d

dt
cm(t) = −1

2

∑
k

ck(t)dmk ·
(
E(r, t)ei(ωmk−ω)t + E∗(r, t)ei(ωmk+ω)t

)
. (2.28)

The idea behind partitioning the states of the system in this way is that in general only a
subset of the states of the system are of interest. For example in this work it is generally the
rotational states of a particular vibronic manifold which is of interest. It is then generally
desirable to integrate out the contributions from the irrelevant “non-essential” states, which
are generally well-separated energetically from the interesting “essential” states. Under these
assumptions the solutions to eq. (2.28) for the non-essential states are

cm(t) = − 1

2i~

∫ t

−∞
dt′
∑
k

ck(t
′)dmk ·

(
E(r, t′)ei(ωmk−ω)t′ + E∗(r, t′)ei(ωmk+ω)t

′
)
, (2.29)

where the sum is over only the essential states. These solutions can be further simplified by
assuming that E(r, t)ck(t) is a very slowly varying function of time, so that it can be taken
outside of the integral, resulting in

cm(t) =
1

2

∑
k

ck(t)

(
dmk · E(r, t)ei(ωmk−ω)t

Em − Ek − ~ω
+

dmk · E∗(r, t)ei(ωmk+ω)t

Em − Ek + ~ω

)
. (2.30)

Substituting these solutions for the time evolution of the non-essential states into the differ-
ential equation for the coefficients cj(t) and taking the rotating wave approximation, which
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neglects terms oscillating at frequencies ±2ω, yields

i~
d

dt
cj(t) = −1

2

∑
k

ck(t)e
iωjktdjk ·

(
E(r, t)e−iωt + h.c.

)
− 1

4

∑
k

∑
m

ck(t)e
iωjkt

(
E∗(r, t) · djm dmk · E(r, t)

Em − Ek − ~ω
+
E(r, t) · djm dmk · E∗(r, t)

Em − Ek + ~ω

)
=
∑
k

ck(t)e
iωjkt〈Ψj|Hdipole(r, t) +HAC(r, t)|Ψk〉. (2.31)

This is recognizable as the time-dependent Schrödinger equation in the interaction picture
defined by Hmol for the essential states, under a new Hamiltonian

H = Hmol +Hdipole(r, t) +HAC(r, t) (2.32)

= Hmol − d · E(r, t)− 1

4
E∗(r, t) · α(ω) · E(r, t), (2.33)

where HAC(r, t) is the AC Stark effect Hamiltonian and α(ω) is the molecular polarizability

〈Ψj|α(ω)|Ψi〉 =
∑
m

〈Ψj|d|Ψm〉〈Ψm|d|Ψi〉
(

1

Em − Ei − ~ω
+

1

Em − Ei + ~ω

)
, (2.34)

where the sum is over the non-essential states.
In the molecular body-fixed frame, with the internuclear axis along the z-axis, the polar-

izability tensor of a molecule can be written as [38]

α′(ω) =

α′xx(ω) 0 0
0 α′yy(ω) 0
0 0 α′zz(ω)

 , (2.35)

where for diatomic molecules α′xx(ω) = α′yy(ω) ≡ α⊥(ω) and α′zz(ω) ≡ α‖(ω) because of
symmetry. However, the applied laser field is defined in the laboratory frame and so either
the electric field must be transformed to the molecular frame or the polarizability tensor
must be transformed to the laboratory frame in order to perform calculations; the latter is
much more common and that is what will be done here. This transformation, which amounts
to applying a rotation in order to bring the molecular frame and the laboratory frame into
coincidence, is easiest in a spherical basis and so the first step is to express the spherical
tensor, α′(k)q (ω), in terms of the Cartesian tensor elements, α′ij(ω). The spherical irreducible
tensor elements are related to the Cartesian components through [36]

α′(k)q (ω) =
3∑
i=1

3∑
j=1

cijkqα
′
ij(ω), (2.36)

with
cijkq =

∑
m

〈1m, 1 q −m|k q〉UmiUq−mj, (2.37)
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where U is the unitary transformation between the Cartesian and spherical bases, defined
so that

v
(1)
1 = −v1 + iv2√

2
(2.38)

v
(1)
0 = v3 (2.39)

v
(1)
−1 =

v1 − iv2√
2

, (2.40)

where v1 ≡ vx, v2 ≡ vy, and v3 ≡ vz. Through this transformation the non-vanishing
irreducible tensor elements are seen to be

α
′(0)
0 (ω) = − 1√

3

(
α‖(ω) + 2α⊥(ω)

)
(2.41)

and

α
′(2)
0 (ω) =

√
2

3

(
α‖(ω)− α⊥(ω)

)
. (2.42)

These spherical irreducible tensor components in the molecular frame are connected to the
spherical irreducible tensor components in the laboratory frame through a rotation through
angles Ω ≡ {φ, θ, χ}, which can be expressed as

α(k)
p (ω) =

∑
q

Dk∗
pq (Ω)α′(k)q (ω) (2.43)

using the Wigner D-matrices, Dk
pq(Ω) [36]. Now in the laboratory frame, the expression for

HAC(r, t) is found by first forming the tensor product of the laser envelope function with its
complex conjugate, I(r, t) = E(r, t)⊗E∗(r, t). This is then contracted with the polarizability
tensor in the space fixed frame, yielding [36]

HAC(r, t) = −1

4
E∗(r, t) · α(ω) · E(r, t) = −1

4

∑
k

∑
q

(−1)k−qα(k)
q (ω)I

(k)
−q(r, t). (2.44)

In the case of linearly polarized light polarized along the laboratory z-axis, E(r, t) = e0E0(r, t),
this gives

HAC(r, t) = −1

4
|E0(r, t)|2

(
1

3
(α‖(ω) + 2α⊥(ω))D0∗

00(Ω) +
2

3
(α‖(ω)− α⊥(ω))D2∗

00(Ω)

)
= −1

4
|E0(r, t)|2

(
αavg(ω) +

2

3
∆α(ω)C2

0(θ, φ)

)
, (2.45)

where

Ck
q (θ, φ) =

√
4π

2k + 1
Y q
k (θ, φ) (2.46)

are the Racah normalized spherical harmonics, related to the Wigner D-matrices through [36]

Dk∗
q0 (φ, θ, χ) = Ck

q (θ, φ). (2.47)
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2.4 Optical lattices
Within the lowest vibronic band, the effective Hamiltonian for a closed shell diatomic
molecule in the presence of intense laser fields is

H =
L2

2I
− 1

4
|E0(r, t)|2

(
αavg(ω) +

2

3
∆α(ω)C2

0(θ, φ)

)
, (2.48)

the matrix elements of which are found through the Wigner-Eckart theorem [36]

〈(Φin)lm|H|(Φin)l′m′〉 =

(
hBl(l + 1)− 1

4
|E0(r, t)|2 αavg(ω)

)
δll′δmm′

− 1

6
|E0(r, t)|2 ∆α(ω)(−1)−m

√
(2l + 1)(2l′ + 1)

(
l 2 l′

0 0 0

)(
l 2 l′

−m 0 m′

)
. (2.49)

Calculating the shifts of the ground state, |(Φin)00〉, to first order in perturbation theory
yields the so-called dynamic or AC Stark Shift [39]

∆Escalar = −1

4
|E0(r, t)|2 αavg(ω), (2.50)

which demonstrates that the shift of the energy is proportional to the intensity of the applied
laser field. With the addition of a term of the form

∆Elm = −1

6
|E0(r, t)|2 ∆α(ω)(−1)−m(2l + 1)

(
l 2 l
0 0 0

)(
l 2 l
−m 0 m

)
, (2.51)

this is also true for excited rotational states. Experimentally this difference in shifts for
different states may be compensated for by the application of other external fields [3, 25].

In the case that two continuous wave (CW) laser fields counter propagate along the x-
axis, creating a standing wave, the time averaged square magnitude of the electric field at
the center of the beams gives rise to a position-dependent AC Stark shift [39]

V (x) = −1

4

〈
|E0(r, t)|2

〉
αavg(ω) = −1

4

〈
|2E0 cos (kLx) cos (ωt)|2

〉
αavg(ω)

= −1

2
|E0|2 αavg(ω) cos2 (kLx) = −1

2
V0 cos2 (kLx) , (2.52)

where kL = 2π/λ is the wave vector of the laser light. This can be used to create artificial
lattices for atoms and molecules, with higher dimensional lattices created by adding pairs
of CW lasers traveling along the y- and z-axes [25, 39]. Near the minima of this optically
generated potential energy landscape, the potential energy varies approximately as

V (x) ≈ −V0
2

+
1

2
V0k

2
Lx

2 +O(x4), (2.53)
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which is roughly harmonic with a spring constant of k = V0k
2
L. Using ωHO =

√
k/M =√

2V0Er/~, where Er = ~2k2L/(2M) is the recoil energy, a convenient energy scale for lattice
confined molecules [25, 39], the root mean squared width of the ground state of a single
molecule trapped in the ground state of one of the wells is then approximately

σx ≈
√

~
MωHO

. (2.54)

For KRb molecules trapped in a lattice with λ = 1064 nm and the moderate potential depth
of 40 Er [25] this yields a width of ≈ 80 nm, considerably less than the distance between
minima, λ/2 = 532 nm. This means that to a first approximation, at very low temperatures
the molecules may be considered stationary at the minima of the lattice sites. However,
Depending on the application, it may be necessary to take the distribution of positions, i.e.
the translational motion, into account, and for significantly shallower lattices or significantly
closer lattice spacings the motion of the molecules should be considered explicitly.
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Chapter 3

Path integral ground state Monte Carlo

The study of many-Boson quantum mechanical systems is generally a very challenging task.
Except in very simple cases, such many-body problems do not admit analytical solutions
and generally must be attacked through approximation methods such as mean-field methods
or through clever computational techniques. The path integral ground state Monte Carlo
(PIGS) method falls into the latter camp, providing a way to calculate ground state expec-
tation values of time-independent Hamiltonians that can be made to be, in principle, exact
by numerically convergent techniques.

PIGS has been used extensively to study quantum many-body systems. This includes
van der Waals complexes [40], liquid and solid helium [40, 41], and more recently the ap-
proximate elementary excitation spectrum [42] and phase diagram [43] of systems of fully
polarized dipoles in two dimensions, with polarization tilted with respect to the normal of
the plane of translation. The related reptation Monte Carlo method has been used to study
approximate rotational and translational dynamics of single small molecules in 4He clus-
ters [44]. The PIGS method is quite general and has many nice properties. Although it
is computationally quite demanding, it scales favorably with particle number, in particular
scaling only quadratically with particle number for a pairwise potential. The few necessary
approximations are controllable and although a trial wave function is one of the few inputs
to the method, very little knowledge of the solution is required to get good results; in fact it
is possible to get good results using a trivial constant trial wave function, Ψtrial(X) = C [41].
The only limitations to the PIGS method are that it is restricted to the ground state of
systems with time-independent Hamiltonians. System dynamics are accessible only through
approximate methods which relate dynamical properties to ground state expectation values,
e.g. the well-known Feynman-Bijl approximation to the elementary excitation spectrum [33,
34] which relates the low energy excitation spectrum to the static structure factor, or the
projection operator imaginary time spectral evolution (POITSE) [45] or path integral corre-
lation function (PICF) [46] methods.
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3.1 A brief derivation
This method takes two inputs. First, a time-independent N -body Hamiltonian, often of the
form

H = T + V =
N∑
i=1

Ti + Vext(xi) +
∑
j<i

Vint(xi,xj), (3.1)

where Ti is the total kinetic energy operator of particle i and Vext and Vint are the applied
potential and interaction potential, respectively, is required. Second, an N -body trial state
|Ψtrial〉, must be supplied. In this context xi denotes all of the coordinates of particle i,
which could include translational coordinates as well as rotational coordinates, and X ≡
{x1, . . . ,xN} denotes all of the coordinates of all N particles. In the eigenbasis of the
Hamiltonian H,

H|Φi〉 = Ei|Φi〉, (3.2)

the trial wave function may be expressed as

|Ψtrial〉 =
∑
k

ck|Φk〉. (3.3)

The time-evolution of the system is given by

G(t, t0)|Ψtrial〉 =
∑
k

cke
−iEk(t−t0)/~|Φk〉, (3.4)

where G(t, t0) = G(t− t0) = e−iH(t−t0)/~ is the time-evolution operator or propagator. Using
a Wick rotation, this same evolution in imaginary time (β = it) is given by

G(β)|Ψtrial〉 =
∑
k

cke
−Ekβ/~|Φk〉, (3.5)

so that the oscillatory phase factors of eq. (3.4) become decaying exponentials. As long as
the trial wave function satisfies

〈Φ0|Ψtrial〉 = c0 6= 0, (3.6)

which is to say the overlap with the ground state (|Φ0〉) is non-vanishing, then in the limit

lim
β→∞

G(β/2)|Ψtrial〉√
〈Ψtrial|G(β)|Ψtrial〉

= |Φ0〉 (3.7)

the trial wave function decays to the ground state wave function. This can be used to
calculate ground state expectation values as

〈O〉 = lim
β→∞

〈Ψtrial|G(β/2)OG(β/2)|Ψtrial〉
〈Ψtrial|G(β)|Ψtrial〉

=
〈Φ0|O|Φ0〉
〈Φ0|Φ0〉

, (3.8)
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which requires knowledge only of the form of the Hamiltonian and the ability to construct a
suitable trial state.

While it seems that this offers a simple way to exactly solve the quantum many-body
problem, there is, however, a catch: exactly computing the imaginary-time propagator

G(β) =
∑
i

e−Eiβ/~|Ψi〉〈Ψi| (3.9)

is just as hard as determining all of the eigenstates of the Hamiltonian. In order to make
any progress it is then necessary to introduce some approximations. To begin it is useful to
use the fact that the a propagation interval can, without approximation, be broken up into
many smaller propagation intervals τ = β/M as

G(β) = G(Mτ) = (G(τ))M , (3.10)

which directly follows from the definition of the propagator.
Then having broken the propagator up into a product of propagators over shorter inter-

vals, it is possible to make approximations to the propagator which are valid only for short
times, i.e. replace G(τ) with Gn(τ) = G(τ) +O(τn+1), which is accurate to nth order in the
small time step, τ , (see section 3.3). The expression for expectation values becomes

〈O〉 = lim
β→∞

lim
M→∞

〈Ψtrial| (Gn(β/M))M/2O (Gn(β/M))M/2 |Ψtrial〉
〈Ψtrial| (Gn(β/M))M |Ψtrial〉

, (3.11)

showing that if it is possible to evaluate the short time propagator in some basis and the
extrapolation to infinite path length can be performed, then it is possible to calculate ground-
state expectation values that can be made to be arbitrarily close to the exact values.

In what follows it is most convenient to work in the position representation. Transforming
into this representation is accomplished simply through insertions of factors of the identity,
I =

∫
all dX |X〉〈X|, where the integral is understood to be taken over all space for all of the

coordinates for both translational and rotational degrees of freedom of all N of the particles,
into eq. (3.11). The expression for the expectation value of an operator, O, which is diagonal
in the position representation, is

〈O〉 = lim
β→∞

lim
M→∞

1

N(β,M)

×
∫
all
dMX

[
Ψ∗trial(X1)

(
M−1∏
i=1

Gn(Xi,Xi+1, τ)

)
Ψtrial(XM)

]
O(XbM/2c+1), (3.12)

where the normalization is

N(β,M) =

∫
all
dMX Ψ∗trial(X1)

(
M−1∏
i=1

Gn(Xi,Xi+1, τ)

)
Ψtrial(XM). (3.13)
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Here, and in the rest of the present work, the convention that the index i = 1, . . . ,M in
eq. (3.12) and eq. (3.13) starts from 1, which slightly modifies the definition of τ in a trivial
way so that τ = β/(M − 1), is adopted. Here Xj (where j = 1, · · · ,M) is the set of all
coordinates of all molecules at imaginary time (j − 1)τ so that when j = bM/2c+ 1 (bic ≡
floor(i)) the system has evolved through the imaginary time interval β/2, Gn(X,X′, τ) =
〈X|Gn(τ)|X′〉, and Ψtrial(X) = 〈X|Ψtrial〉. At first glance eq. (3.12) does not appear to be
more useful than eq. (3.8) because it still requires the evaluation of the limit as β → ∞ to
compute ground state expectation values without contamination from excited states, and
adds the complexity of evaluating an infinite dimensional integral (since it is only exact in
the limit that M → ∞). However, this equation provides a way to systematically improve
estimates of ground state expectation values by evaluating this expression for finite but
progressively larger values of β and M until convergence of all expectation value estimates
of interest,

〈O〉 ≈ 1

N(β,M)

∫
all
dMX

[
Ψ∗trial(X1)

(
M−1∏
i=1

Gn(Xi,Xi+1, τ)

)
Ψtrial(XM)

]
O(XbM/2c+1),

(3.14)
with finite β and M , is found with respect to β and M (or equivalently with respect to β
and τ since β = (M − 1)τ). It should be noted that the estimates of expectation values of
different operators may converge with respect to β and M at different rates.

Convergence of expectation value estimates with respect toM is governed by the accuracy
of the short-time approximation to the propagator, Gn(τ), which goes approximately as
τn ∝ 1/Mn for fixed β. The time step, τ , required for a given simulation is largely determined
by the Hamiltonian, H, and how weakly the particles interact, either with one-another or
with an external field, since the most popular approximations to G(τ) become exact in the
limit of free (non-interacting) particles. The convergence with respect to β depends on
the Hamiltonian, through the gap between the ground state and excited state energies (see
eq. (3.5)), and also on the choice of trial wave function, through the overlap between the
ground state wave function and the trial wave function. In the limit of long imaginary path
lengths, β, eq. (3.5) implies that estimates of expectation values will converge approximately
as c0e−(E1−E0)β/2~.

More than this, the particular form of eq. (3.12) also suggests an algorithm for evaluating
such expectation values. Under certain circumstances specified below, the quantity

P (X1, . . . ,XM ; β,M) = Ψ∗trial(X1)

(
M−1∏
i=1

Gn(Xi,Xi+1, τ)

)
Ψtrial(XM)/N(β,M) (3.15)

can be interpreted as a probability density function (PDF), in which case the expectation
value is

〈O〉 = lim
β→∞

lim
M→∞

∫
all
dMX P (X1, . . . ,XM ; β,M)O(XbM/2c+1). (3.16)
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This can be approximated for given values of β and M as

〈O〉 ≈ lim
K→∞

1

K

K∑
i=1

O(
[
XbM/2c+1

]
i
), (3.17)

with
[
XbM/2c+1

]
i
denoting the center configuration of the ith sample drawn from the PDF

P (X1, . . . ,XM ; β,M). In this way it is possible to evaluate a high dimensional integral using
Monte Carlo integration. The requirements for interpreting P (X1, . . . ,XM ; β,M) as a PDF
are simply that Gn(X,X′, τ) > 0 and Ψtrial(X) > 0 for all X and X′ which is true for Bosonic
and distinguishable particles and for positive valued trial wave functions.

Center time slice

Imaginary
Time

All other degrees of freedom

Figure 3.1: Schematic of a single path configuration in a typical PIGS simulation for N = 3
particles and M = 5 time slices. The vertical axis is the imaginary time and the horizontal
axis represents the state of all other degrees of freedom, in this case the positions of the three
particles in one spatial dimension. Each red dot represents a bead, and horizontal groupings
of beads are referred to in the text as time slices. Vertical groupings of beads, connected by
lines, represent the state of the particle at all time slices. The statistical weight of this path
is given by eq. (3.15).

The set of particle configurations P ≡ {X1, . . . ,XM} is commonly referred to a path, the
individual configurations at imaginary time (j−1)τ , Xj, commonly referred to as a time-slice,
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and the coordinates of the kth particle on the jth time-slice, Xjk, often referred to as a bead,
depicted in figure 3.1. This stems from the related, and better-known, finite-temperature
path integral Monte Carlo (PIMC) [47] method. Though the methods are similar, there
are several important differences between PIGS and PIMC. PIMC is a finite-temperature
method, and it computes thermal expectation values

〈O〉 =
1

Z
Tr [ρthermal(β)O] , (3.18)

where ρthermal(β) is the thermal density matrix at some inverse temperature, β,

ρthermal(X,X
′; β) =

∑
k

e−βEk〈X|Φk〉〈Φk|X′〉 (3.19)

and Z = Tr [ρthermal(β)] is the partition function. This is accomplished in PIMC by ex-
ploiting the similarity between the expressions for the thermal density matrix at an inverse
temperature β = 1/(kBT ), eq. (3.19), and the imaginary time propagator through some
imaginary time interval, eq. (3.9), with longer imaginary time intervals corresponding to
lower temperatures. Algorithmically, much is unchanged when going from the ground state
PIGS method to the finite temperature PIMC method: the principle difference between the
finite temperature PIMC method and the ground state PIGS method is that at finite tem-
peratures the path must be periodic in imaginary time in order to preserve the cyclic nature
of the trace in eq. (3.18) [47]. This means that the expression for the PDF in the case of
PIMC contains an additional term in the product of eq. (3.15) like Gn(XM ,X1, τ) as well as
omitting the trial wave function factors.

With regards to computing expectation values, owing to the periodic nature of the
imaginary-time paths in the PIMC method, all time-slices are equivalent and so expec-
tation values can be computed from configurations on each of them, leading to much better
sampling statistics. This is in contrast to the PIGS method in which only the central time-
slice, bM/2c + 1, (the time-slice occurring after a propagation interval β/2, see eq. (3.7))
is distributed (approximately, in the case of finite β and M) according to the ground state
density,

ρ0(X,X
′) = 〈X|Φ0〉〈Φ0|X′〉. (3.20)

This is a consequence of the difference in boundary conditions in imaginary time between
PIMC and PIGS, with PIMC having periodic boundaries and PIGS having open boundary
conditions in time. Despite these differences, however, both the algorithms for sampling
paths and the short-time approximations to the propagator developed for PIMC can, for the
most part, be applied equally well to PIGS.

Energy

Another significant difference between PIGS and PIMC is the estimator for the energy.
Because PIGS employs a trial wave function and because the Hamiltonian commutes with



CHAPTER 3. PATH INTEGRAL GROUND STATE MONTE CARLO 22

the propagator (and approximately commutes with the propagator approximations, Gn(τ))
it is possible to estimate the energy of the system using the local energy estimator. This is
defined as

Elocal(X) =
1

Ψtrial(X)
HΨtrial(X) =

1

Ψtrial(X)
TΨtrial(X) + V (X). (3.21)

This quantity depends on the value of the trial wave function and is therefore necessarily
evaluated at the two ends of the path (time-slices X1 and XM). The quality of this estimator
depends on the quality of the trial wave function employed but provides an alternative to
the energy estimators employed in PIMC simulations, especially kinetic energy estimators
that are non-local in imaginary-time [47]. In addition, since the potential energy is diagonal
in the position representation it is possible to get an additional estimate of the potential
energy simply by sampling V (XbM/2c+1).

Non-diagonal operators

With PIGS it is also possible to sample operators which are not diagonal in the position
representation, most notably the one body reduced density matrix (1-RDM or OBDM) [41].
Such an operator can be written in the position representation as O(X,X′), where both X
and X′ reside on the same time-slice, namely the central time slice bM/2c+ 1, but represent
different configurations of the system. In this case the expression for the expectation value
is

〈O〉 = lim
β→∞

lim
M→∞

1

N(β,M)

∫
all
dMX dX̃

Ψ∗trial(X1)

bM/2c∏
i=1

Gn(Xi,Xi+1, τ)


× Gn(X̃,XbM/2c+2, τ)

 M−1∏
i=bM/2c+2

Gn(Xi,Xi+1, τ)

Ψtrial(XM)

O(XbM/2c+1, X̃), (3.22)

where an additional center time-slice, X̃, has been added, residing alongside the configuration
XbM/2c+1, see figure 3.1. This changes the probability density to

Pcut(X1, . . . ,XM , X̃; β,M) = Ψ∗trial(X1)

bM/2c∏
i=1

Gn(Xi,Xi+1, τ)


×Gn(X̃,XbM/2c+2, τ)

 M−1∏
i=bM/2c+2

Gn(Xi,Xi+1, τ)

Ψtrial(XM)/N(β,M), (3.23)

which can still be interpreted without any issues as a PDF as long as the previously estab-
lished conditions for interpreting P (X1, . . . ,XM ; β,M) as a pd.f. are met (G(X,X′, τ) > 0
and Ψtrial(X) > 0).



CHAPTER 3. PATH INTEGRAL GROUND STATE MONTE CARLO 23

Imaginary
Time

All other degrees of freedom

Figure 3.2: Schematic of a single path configuration in a cut path PIGS simulation for N = 3
particles and M = 5 time slices the path of a single particle cut. When calculating interac-
tions between particles for the propagators described in section 3.3, only beads corresponding
to different particles on the same time slice are allowed to interact. This means that the
bead in XbM/2c+1 which isn’t in X̃ (green) and the bead which is in X̃ but not in XbM/2c+1

(blue), both of which represent the same particle, do not interact with one another. The
statistical weight of this path is given by eq. (3.23).

Algorithmically, estimating the expectation value of such an operator is accomplished by
“breaking” the path and inserting an extra configuration at bM/2c+1, often only for a subset
of particles as depicted for a single particle in figure 3.1, and then sampling expectation values
using the PDF defined in eq. (3.23). The only caveat is that this process of breaking the
path also changes the normalization of computed expectation values, N(β,M), to that of a
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different distribution

Ncut(β,M) =

∫
all
dMX dX̃ Ψ∗trial(X1)

bM/2c∏
i=1

Gn(Xi,Xi+1, τ)


×Gn(X̃,XbM/2c+2, τ)

 M−1∏
i=bM/2c+2

Gn(Xi,Xi+1, τ)

Ψtrial(XM) (3.24)

meaning that only non-quantitative information can be gleaned when introducing a cut
path in this way. This limitation may be overcome through the implementation of a zero
temperature version of the worm algorithm [41, 48, 49].

3.2 Algorithms
In order to estimate operator expectation values using the PIGS method it is necessary
to have some way of sampling paths, P, figure 3.1, from the PDF P (X1, . . . ,XM ; β,M)
defined in eq. (3.15), or the analogous cut paths, figure 3.1, the PDF for cut paths defined
in eq. (3.23). This can be accomplished by use of the well-known Metropolis algorithm [50,
51]. The Metropolis algorithm works by finding a Markov process with transition kernel for
going from an initial state x to a final state x′, p(x, x′), satisfying∫

all
dx p(x, x′) = 1 (3.25)

and p(x, x′) ≥ 0, the stationary distribution of which is some target PDF, π(x), meaning

π(x′) =

∫
all
dx p(x, x′)π(x). (3.26)

The Metropolis algorithm supposes that p(x, x′) satisfies a stronger requirement, that of
detailed balance, so that

π(x′)p(x, x′) = π(x)p(x′, x) (3.27)

and the transition kernel can then be written as

p(x, x′) = A(x, x′)M(x, x′), (3.28)

where M(x, x′) is some (known) candidate generating distribution and A(x, x′) is an accep-
tance distribution. The problem is then to find an acceptance distribution, A(x, x′), given
π(x) and M(x, x′) fulfilling detailed balance so that

A(x′, x)

A(x, x′)
=
π(x′)M(x, x′)

π(x)M(x′, x)
. (3.29)
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This can be satisfied by choosing

A(x′, x) = min

(
π(x′)M(x, x′)

π(x)M(x′, x)
, 1

)
(3.30)

or, ifM(x, x′) is symmetric, as it is in most commonly used candidate generating distributions
such as in the single bead move described below,

A(x′, x) = min

(
π(x′)

π(x)
, 1

)
. (3.31)

Given some way to transition from an initial state, x, to a new state, x′, the probability
of accepting that move in this scheme is determined by the ratio of the probabilities, i.e.
the values of the stationary PDF for the initial state, π(x) and the candidate state, π(x′).
A transition from a less probable state to a more probable one, π(x) < π(x′), will always
be accepted with unit probability, so that more probable states will be sampled more often
than less probable states, but ergodicity is nevertheless preserved. This meaning that it is
possible to transition from state x to state x′ in a finite number of steps and the probability
of doing so is non-zero, since the acceptance probability is only zero in the case that the
probability of a given state, π(x′), is zero, i.e. the state is not allowed for some reason.

Since the Markov process p(x, x′) is ergodic, generating new states through p(x, x′) will
allow the sampling of states distributed according to π(x). Presuming that p(x, x′) is of the
form given in eq. (3.28) with an acceptance distribution of the form in eq. (3.30), no knowl-
edge of the normalization of π(x) is required in order to sample states from this distribution:
only knowledge of the relative probabilities of any two states is required. Algorithmically,
sampling from π(x) is then accomplished by:

1. pick an initial state, x,

2. generate a new state, x′, using the candidate distribution M(x′, x),

3. calculate the acceptance probability A(x′, x),

4. generate a random number u from the uniform probability distribution from 0 to 1,
U(0, 1),

5. if u < A(x′, x) then update the current state x to the trial state x′, otherwise remain
at state x,

6. return to step 2.

Steps 2 to 6 are iterated, utilizing the generated states x to compute expectation values

〈f〉 =

∫
all
dx π(x)f(x) ≈ 1

K

K∑
i=1

f(xi) (3.32)
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until adequate sample statistics have been obtained. This will generate correct expectation
values as long the sampling is ergodic [50]. However, subsequent states will necessarily be
correlated with one another [52]. This requires that any simulation using this algorithm begin
with a “burn-in” period in which the first K0 � K states be thrown away without computing
expectation values, to ensure that any correlations with the initial state have sufficiently
decayed. It also requires, for the estimation of errors on computed expectation values, that
care be taken to incorporate the effects of correlations between samples fi = f(xi) [52]. This
can easily be accomplished by computing expectation values using only one out of every
N states sampled, where N is some number large enough that xi and xi+N are essentially
uncorrelated but N � K.

The Metropolis method of sampling from a target distribution is extremely useful in
cases such as those that arise in statistical physics [50, 51], where the normalization of the
distribution is impractical to calculate but the relative probabilities have relatively simple
forms. In the case of PIGS simulations the states are the paths, x = P, with probabili-
ties π(P) = P (X1, . . . ,XM ; β,M) defined in eq. (3.15), or Pcut(X1, . . . ,XM , X̃; β,M) from
eq. (3.23) in the case of a cut-path simulation. For simulations of linear rigid rotors in d
dimensions the configurations which make up the paths, P are the locations and orientations
of the beads, Xij ≡ {rij,nij}, where rij represents the d-dimensional position vector of a
particle and nij is a 3-dimensional unit vector representing the orientation of the same parti-
cle. The candidate distribution, M(P,P′), of eq. (3.30) depends on what, and how, degrees
of freedom are being updated. In what follows, several candidate generating distributions
for generating new configurations will be described for translational and rotational degrees
of freedom. In order to sample both sets of degrees of freedom in the same simulation, all
that is necessary is to add an additional step at the beginning of each of the following moves
in which either the rotational or translational degrees of freedom are chosen randomly for
each update.

Single bead moves

The simplest type of move involves the displacement of all or a subset of the degrees of
freedom of a single particle at one time-slice, i.e. one bead. Such a move begins by picking
a particle index, j, randomly from the interval [1, N ] and a slice index, i, randomly from
the interval [1,M ], and additionally choosing randomly between Xij and X̃j in the case
i = bM/2c+1 in a cut path simulation. In the case of a translational update, a d-dimensional
vector, v, is then generated, e.g. by sampling d numbers from a normal distributionN (0, σ2).
The new trial path is generated by displacing bead rij

r′ij = rij + v. (3.33)

When sampling orientations the trial orientation n′ij is generated by picking a random
3-dimensional unit vector v̂ fulfilling nij · v̂ = 0 as well as a random rotation angle,
θ ∈ [0, π) from, for example, a truncated normal distribution or a uniform distribution
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U(0, π). Only when v̂ fulfills nij · v̂ = 0 will the angle between nij and n′ij necessarily be θ,
removing ambiguities in the candidate generating distribution. Defining a unit quaternion
q = cos θ/2 + v̂ sin θ/2 [53, 54], the new orientation is generated by conjugating nij by q

n′ij = q(nij)q
−1. (3.34)

This is accomplished by using the rules for quaternion multiplication which are, defining
q1 = a1 + u1 and q2 = a2 + u2,

q1q2 = (a1a2 − u1 · u2) + (a1u2 + a2u1 + u1 × u2) (3.35)

and
q−1 =

q∗

||q||2
=

a− u

a2 + ||u||2
. (3.36)

Here the vector nij has been interpreted as a purely imaginary unit quaternion, i.e. q =
0 + nij.

In either case the new path configuration, P′, formed by replacing Xij with X′ij in P, is
accepted with a probability of the form in eq. (3.30),

A(P′,P) = min

(
P (P′; β,M)

P (P; β,M)
, 1

)
, (3.37)

where Pcut(P; β,M) is substituted for P (P′; β,M) in both the numerator and denominator
in the case of a cut path simulation. Regardless of this additional detail, any candidate
generating distribution M(P,P′) is symmetric for single bead moves and cancels in the
expression above. This can be further simplified by recognizing that the coordinates of
particle j on only a single time-slice i have been updated and so all terms in P (P; β,M)
that do not depend on the coordinates of the particles on that time slice i cancel in the ratio
in eq. (3.37), resulting in the acceptance probability

A(P′,P) = min

(
Gn(Xi−1,X

′
i, τ)Gn(X′i,Xi+1, τ)

Gn(Xi−1,Xi, τ)Gn(Xi,Xi+1, τ)
, 1

)
(3.38)

for 1 < i < M ,

A(P′,P) = min

(
Ψtrial(X

′
1)Gn(X′1,X2, τ)

Ψtrial(X1)Gn(X1,X2, τ)
, 1

)
(3.39)

for i = 1, and

A(P′,P) = min

(
Gn(XM−1,X

′
M , τ)Ψtrial(X

′
M)

Gn(XM−1,XM , τ)Ψtrial(XM)
, 1

)
(3.40)

for i = M . In the case that the path of particle j is cut and i is the center time slice,
bM/2c+ 1, and the bead X̃j was updated the acceptance probability is

A(P′,P) = min

(
Gn(X̃′,XbM/2c+2, τ)

Gn(X̃,XbM/2c+2, τ)
, 1

)
. (3.41)
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If, under the same circumstances (the path of particle j is cut, i = bM/2c+ 1), the bead Xij

is updated instead, the acceptance probability is

A(P′,P) = min

(
Gn(XbM/2c,X

′
bM/2c+1, τ)

Gn(XbM/2c,XbM/2c+1, τ)
, 1

)
. (3.42)

This type of move is very simple and is useful as a consistency check, being easy imple-
ment and debug. This move, however, is incapable of generating significantly different path
configurations quickly. For this reason it is preferable to use any of the following classes of
moves, each of which updates a much larger section of the path at once.

Rigid path moves

A move type which has the potential to change much larger sections of the path, the rigid
path move works by updating the positions or orientations of all of the beads corresponding
to a single particle, i.e. updating Xij for all slices i given a particle index j, by displacing
them/rotating them by the same amount. This keeps the relative positions/orientations
between the same particle at different slices the same, making this kind of move unsuitable
for sampling paths on its own, but able to change the position of a single particle relative
to all other particles on all of the time slices. This allows this type of move to make much
larger updates, modifying more degrees of freedom of the system at once, making it a useful
addition to either single bead moves or the multi-level bisection algorithm described below.

This move type begins by selecting a random particle index, j, from the interval [1, N ].
In the case of a translational move a random d-dimensional vector, v, is chosen such that
all d members are sampled from a normal distribution, N (0, σ2). Then all of the beads rij,
with i ranging from 1 to N , are displaced by this same amount,

r′ij = rij + v. (3.43)

In the case of orientations a random 3-dimensional unit vector, v̂, and a random angle,
θ ∈ [0, π], are selected. Then a unit quaternion, q = cos θ/2 + v̂ sin θ/2 = a + b̂i + ĉj + dk̂,
is defined. From this quaternion it is possible to define a rotation matrix [53]

R =

1− 2c2 − 2d2 2bc− 2ad 2bd+ 2ac
2bc+ 2ad 1− 2b2 − 2d2 2cd− 2ab
2bd− 2ac 2cd+ 2ab 1− 2b2 − 2c2

 , (3.44)

which is used to rotate all of the beads nij, with i ranging from 1 to N ,

n′ij = Rnij. (3.45)

The use of a rotation matrix in this case is preferred to quaternion multiplication, described
previously, for computational cost considerations. In the case of single bead moves, where
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a single rotation is being performed, it takes more computational operations to compute
the rotation matrix and then perform a single rotation relative to quaternion conjugation,
as quaternion conjugation is approximately as expensive, computationally as generating
the rotation matrix and then utilizing the rotation matrix to rotate the vector nij is then
about half again as computationally expensive. However, when it is possible to reuse the
computed rotation matrix multiple times, as in the present case of rigid path displacements,
the computational effort of using a rotation matrix to compute new orientations is actually
reduced relative to quaternion multiplication, as rotating the molecules via rotation matrix
is only about half as computationally expensive as quaternion conjugation.

Regardless of whether a translational or rotational move is performed, the new path is
accepted with probability

A(P′,P) = min

(
Ψtrial(X

′
1)

Ψtrial(X1)

(
M−1∏
i=1

Gn(X′i,X
′
i+1, τ)

Gn(Xi,Xi+1, τ)

)
Ψtrial(X

′
M)

Ψtrial(XM)
, 1

)
, (3.46)

with no further generic simplification possible since all slices have now been updated.
If a the path has been broken then it may be advantageous to instead perform a half-path

rigid move. This move type proceeds as the normal path move except that in addition to
selecting a random particle index, either the left or the right half of the path (slices, 1 to
bM/2c+ 1 or bM/2c+ 1 to M , respectively) is chosen at random and only that half of the
path is updated. In this case the acceptance probability is modified: if the left half of the
path has been updated it is

A(P′,P) = min

Ψtrial(X
′
1)

Ψtrial(X1)

bM/2c∏
i=1

Gn(X′i,X
′
i+1, τ)

Gn(Xi,Xi+1, τ)

 , 1

 , (3.47)

and if the right half of the path has been updated it is

A(P′,P) = min

Gn(X̃′,X′bM/2c+2, τ)

Gn(X̃,XbM/2c+2, τ)

 M−1∏
i=bM/2c+2

Gn(X′i,X
′
i+1, τ)

Gn(Xi,Xi+1, τ)

 Ψtrial(X
′
M)

Ψtrial(XM)
, 1

 .

(3.48)

Multi-level bisection moves

The multi-level bisection method is a method for generating new sections of paths in a way
that allows for efficient exploration of the space of paths. It does this through the use of a
recursive algorithm that allows for early termination of a move proposal if it appears unlikely
that the finished move will be accepted [47]. This move type proceeds by selecting at random
a particle index, j, and a section of path beginning at slice i and ending at slice i′ = i+ 2l,
where l is the number of levels employed, with the constraint in the case that the path of
particle j is cut that i′ ≤ bM/2c+ 1 or i ≥ bM/2c+ 1 so that the section of the path to be
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updated does not include the center slice, bM/2c+1, except possibly at the ends of the path.
The algorithm begins by modifying the center bead in this interval by moving it relative to
the average of the end points Xij and Xi′j and then this new coarse-grained path section is
accepted or rejected by the multi-level Metropolis criteria,

Ak(x
′, x) = min

(
πk(x

′)πk−1(x)Mk(x)

πk(x)πk−1(x′)Mk(x′)
, 1

)
, (3.49)

with k being the level and ranging from 0 to l, πk(x) being the kth level probability, and
Mk(x) is the kth level candidate distribution. This interval is recursively bisected until each
of the beads Xmj, with i < m < i′, have been updated or the move has been aborted because
of an early rejection. At early levels large displacements of particle position or orientation
are attempted and the magnitude of the displacements are ramped down over the course of
the attempted move, as will be described below, allowing relatively large changes of the path
to be proposed.

The choice of intermediate probability is flexible, and only πl(x) must be the exact
probability (or the best approximation available). For intermediate levels it is common to
use a rougher, but computationally simpler approximation to the propagator. For example
if the final level, l, probability uses a 6th order propagator, G6(τ), then a second order
propagator, G2(τ), might be employed at all levels k < l. This greatly speeds up the
intermediate levels without impacting the efficiency of the move [47], and retains the higher
order behavior for all accepted moves.

A cartoon of this algorithm is depicted in figure 3.2. It is seen that first the entire
path section is bisected, allowing for a large displacement of the bead at the center of the
path segment being updated. After this is accepted, two smaller bisections are performed,
with slightly smaller displacements. In each case the displacement is from the midpoint of
the spatial coordinates of the two beads at the ends of each sub-segment of path, joined by
dashed lines. If this type of path update is successful at each level then the resulting updated
path will differ significantly from the starting path, as depicted in figure 3.2.

The 0th level move

In the case that either i = 1 or i + 2l = M , a 0th level move is attempted. In case of
a translational move a random d-dimensional vector, v, is generated by sampling the d
components from a normal distribution N (0, σ2

0 = 2lτλ), where λ = ~2/(2m) for molecules
of mass m. If the orientation is to be updated then a unit quaternion, q = cos θ/2+v̂ sin θ/2,
is generated, where v̂ is a random unit vector fulfilling the condition v̂ · nm,j = 0, m being
either 1 or i + 2l depending on the slice to be updated, and θ is chosen from the normal
distribution N (0, σ2

0 = 2lτB) subject to the constraint that θ ≤ π, where B = h/(8π2I) is
the rotational constant of the linear molecules being simulated. If i = 1 then the new path
with

r′1j = r1j + v (3.50)
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Imaginary
Time

Figure 3.3: Cartoon of a two level bisection algorithm in action. The red disks represent the
coordinates of the particles while the grey disks represent the proposed new positions based
on the bisection procedure at each level.

or
n′1j = q(n1j)q

−1 (3.51)

is accepted with probability

A(P′,P) = min

(
Ψtrial(X

′
1)G2(X

′
1,X2l+1, 2

lτ)

Ψtrial(X1)G2(X1,X2l+1, 2lτ)
, 1

)
(3.52)

otherwise if i+ 2l = M then the new path with

r′Mj = rMj + v (3.53)

or
n′Mj = q(nMj)q

−1 (3.54)

is accepted with probability

A(P′,P) = min

(
G2(XM−2l ,X

′
M , 2

lτ)Ψtrial(X
′
M)

G2(XM−2l ,XM , 2lτ)Ψtrial(XM)
, 1

)
. (3.55)
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If the path of particle j has been cut, then an additional 0th level move of one of the
center time slices is possible. If the end of the path section to be updated is i′ = bM/2c+ 1
then a new configuration is generated by

r′i′j = ri′j + v (3.56)

or
n′i′j = q(ni′j)q

−1 (3.57)

for translation and rotational moves, respectively, and accepted with probability

A(P′,P) = min

(
G2(XbM/2c+1−2l ,X

′
bM/2c+1, 2

lτ)

G2(XbM/2c+1−2l ,XbM/2c+1, 2lτ)
, 1

)
. (3.58)

Otherwise, if the beginning of the path section to be updated is i = bM/2c+ 1 then the new
configuration is

r̃′j = r̃j + v (3.59)

or
ñ′j = q(ñj)q

−1 (3.60)

for translational and rotational moves, respectively, accepted with probability

A(P′,P) = min

(
G2(X̃

′,XbM/2c+1+2l , 2
lτ)

G2(X̃,XbM/2c+1+2l , 2lτ)
, 1

)
. (3.61)

If neither of the ends of the path section to be updated are fall at the ends of the path
(or the center of the path for cut path simulations) then the 0th level move is automatically
accepted with unit probability, since no degrees of freedom are changed in the case. If the
0th level move is rejected then the entire move is rejected and a new trial move is generated
from scratch (generating new slice ranges and particle index, etc.) otherwise a k(= 1)th level
move is attempted.

The kth level moves

If the 0th level move was accepted then moves of level k = 1, . . . , l−1 are performed. For the
kth level move, slices Xp, with p = s . . . 2l−s in steps of 2s, where s = 2l−k, are updated. For
translational moves this is accomplished by generating a random d-dimensional vector, v,
where each of the d components are sampled from the normal distributionN (0, σ2

k = 2l−kτλ).
In the case of a rotational update, a unit quaternion, q = cos θ/2 + v̂ sin θ/2, is generated,
where v̂ is a random unit vector fulfilling the condition v̂ · n′avg = 0, with

n′avg =
n′(p−s)j + n′(p+s)j
||n′(p−s)j + n′(p+s)j||

, (3.62)
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and θ is sampled from the normal distribution N (0, σ2
k = 2l−kτB), subject to the constraint

that θ < π. Then for each of these slices, Xp, is updated by generating a new configuration
with

r′pj = r′avg + v, (3.63)

where
r′avg =

1

2
(r′(p−s)j + r′(p+s)j) (3.64)

is the average position, in the case of a translational move and

n′pj = q(n′avg)q
−1 (3.65)

in the case of rotational moves, again with n′avg taken to be the normalized average orienta-
tion. The acceptance probability of the kth level move is

Ak(P
′,P) = min

2k−1−1∏
p=0

G2(Xi+2sp,Xi+2s(p+1), 2sτ)

G2(X′i+2sp,X
′
i+2s(m+1), 2sτ)

×
2k−1∏
p′=0

G2(X
′
i+sp′ ,X

′
i+s(p′+1), sτ)

G2(Xi+sp′ ,Xi+s(p′+1), sτ)

2k−1−1∏
p′′=0

Mk(Xi+s+2sp′′)

Mk(X′i+s+2sp′′)
, 1

 (3.66)

with X̃ substituted where appropriate (i.e., when there is a cut path and the beginning of
the updated path section is the center slice). Note that in this case, because new candidate
paths are proposed by displacing a bead from the average position, or orientation in the
case of orientational moves, and not from the current path directly, the candidate generating
distribution is not symmetric and so it must appear in eq. (3.66). In the case of a translational
move the candidate generating distribution, Mk(X), is

Mk(Xp) = (2πσ2
k)
−d/2e−(rpj−ravg)2/(2σ2

k), (3.67)

i.e. the PDF of a d-dimensional normal distribution centered around ravg, and in the case
of a rotational move Mk(X) is

Mk(Xp) =
(2πσ2

k)
−1/2e−(arccos(npj ·navg))2/(2σ2

k)

sin(arccos(npj · navg))
, (3.68)

which is the distribution of new orientations obtained from quaternion conjugation as de-
scribed above. If the kth level move is rejected then the entire move is rejected and a new
move is attempted from scratch (picking a new range of slices and particle index, etc.). If
the kth level move is accepted then the final level move is attempted.
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The final level move

The final level proceeds in much the same way as the rest of the 1 ≤ k < l levels, with
new candidate configurations generated in the same way but now setting k = l. The only
significant change is in the acceptance probability, where the lower accuracy propagator
approximation employed for the other levels is now replaced with the best approximation
available so that the convergence behavior of computed expectation values with respect
to τ (see section 3.1) is of higher order than the lower order (but less computationally
demanding) approximation used in the intermediate steps. In the case that the best available
approximation is Gn(τ) and a second order approximation, G2(τ), has been used for the rest
of the levels, the final acceptance ratio for the entire move is

Al(P
′,P) = min

2l−1−1∏
p=0

G2(Xi+2p,Xi+2(p+1), 2τ)

G2(X′i+2p,X
′
i+2(p+1), 2τ)

×
2l−1∏
p′=i

Gn(X′p′ ,X
′
p′+1, τ)

Gn(Xp′ ,Xp′+1, τ)

2l−1−1∏
p′′=0

Mk(Xi+1+2p′′)

Mk(X′i+1+2p′′)
, 1

 . (3.69)

3.3 Propagators
One of the most crucial elements in any path integral-based simulation is a suitable short-time
approximation to the propagator, Gn(τ). This together with the value of the correspond-
ing imaginary-time step, τ , determines the accuracy of the simulation. The quality of the
approximation will determine how large an imaginary-time step can be employed. Since at
low temperatures or for the ground state, the total propagation period in imaginary time,
β, must be long and computational complexity increases linearly with the number of time
slices, then it is clearly advantageous to be able to use as long a time step as is feasible, in
order to decrease the number of time slices.

Since it is impossible to write down a numerically usable definition of the propagator
without being able to diagonalize the full Hamiltonian (the precise reason that a short-
time approximation is necessary in the first place) it is clear that obtaining an accurate
and efficient approximation to the imaginary time propagator is the principal challenge
for implementing the PIGS method efficiently. The quantum mechanical propagator (in
imaginary time) is of the form

G(τ) = e−τH/~ = e−τ(T+V )/~ =
∞∑
k=0

1

k!

(
−τ
~

)k
(T + V )k, (3.70)

where in general [T, V ] 6= 0. The simplest approximation is based on splitting the propagator
as

G1(τ) = e−τT/~e−τV/~ = G0(τ)e−τV/~ = G(τ) +O(τ 2), (3.71)
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where G0(τ) = e−τT/~ is the free-particle propagator. By Taylor expanding this operator
and comparing to the exact expression it is clear that the leading order error term is O(τ 2),
except in the exceptional case where the operators T and V commute, in which case the
formula is exact. Another well known splitting, which forms the basis of the “any-order”
propagator utilized in this work [55], is

G2(τ) = e−τV/2~e−τT/~e−τV/2~ = e−τV/2~G0(τ)e−τV/2~ = G(τ) +O(τ 3), (3.72)

which is one order better than eq. (3.71), without requiring the evaluation of anything other
than the kinetic energy and potential propagators. This approximation will be referred
to hereafter as the primitive approximation. Higher order approximations in this spirit
require the evaluation of not only the potential energy and the free-particle propagators but
also [V, [T, V ]] = |∇V |2, e.g., the fourth-order Trotter-Suzuki propagator [56] and related
factorizations [57].

In this work a different type of operator splitting was utilized, referred to as an “any-order”
propagator here, which is based on a decomposition of the form [55]

G2n(τ) =
n∑
i=1

ci (G2(τ/ki))
ki = G(τ) +O(τ 2n+1), (3.73)

where ki ∈W are a set of whole numbers which can be chosen arbitrarily and the coefficients
are

ci =
∏
j 6=i

k2i
k2i − k2j

. (3.74)

The intervals, ki can be chosen at will, but it is convenient to use sequences such that all of
the smaller intervals are factors of the largest interval, for example in this work the sequence
ki = {1, 2, 4}, which generates a 6th order propagator, was employed. This “any-order”
propagator allows the evaluation, in theory, of arbitrarily high order approximations to the
propagator, with the caveat that in this case G2n(τ) may not be strictly positive, especially
if the time step is too large. This occurs because while G2(τ) is strictly positive, sums of
products of G2(τ) at the different size time steps, as in eq. (3.73), will not necessarily be
strictly positive, but will be only “mostly positive” for sufficiently small τ [55]. If this occurs
the entire move should be rejected when determining whether or not to accept a move based
on the evaluation of A(P′,P), as in the Metropolis algorithm described above. In addition
care should be taken to choose time step small enough that the fraction of propagator
evaluations which yield negative values is not too large.

Evaluating the propagator is accomplished through inserting factors of the identity so
that, e.g.

G2(X1,X2, τ) = e−τ(V (X1)+V (X2))/(2~)G0(X1,X2, τ) (3.75)
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in the case of the second order primitive approximation. The case of the “any-order” propa-
gator is slightly more involved. For illustration, the 6th order propagator is

G6(X1,X5, 4τ) =
1

45
e−2τ(V (X1)+V (X5))/~G0(X1,X5, 4τ)

− 4

9
e−τ(V (X1)+2V (X3)+V (X5))/~G0(X1,X3, 2τ)G0(X3,X5, 2τ)

+
64

45

(
e−τ(V (X1)+2V (X2)+2V (X3)+2V (X4)+V (X5))/(2~)

×G0(X1,X2, τ)G0(X2,X3, τ)G0(X3,X4, τ)G0(X4,X5, τ)) , (3.76)

which can be further simplified to

G6(X1,X5, 4τ) = G0(X1,X2, τ)G0(X2,X3, τ)G0(X3,X4, τ)G0(X4,X5, τ)

×
(

1

45
e−2τ(V (X1)+V (X5))/~

− 4

9
e−τ(V (X1)+2V (X3)+V (X5))/~

+
64

45
e−τ(V (X1)+2V (X2)+2V (X3)+2V (X4)+V (X5))/(2~)

)
(3.77)

by breaking up all of the free propagators. Similar expressions can be derived for other
orders of the “any-order” propagator, eq. (3.73).

Free particle propagator

The potential energy portion of the propagator is relatively easy to evaluate since the poten-
tial energy operator is already diagonal in the representation of choice for PIGS simulations,
which is the position representation. The kinetic energy portion, i.e. the free-particle prop-
agator, on the other hand, is more complicated and depends on the nature of the degrees of
freedom being simulated. In general, the propagator can be written as

G(τ) =
∑
i

e−τEi/~|φi〉〈φi|, (3.78)

where
∑

i →
∫
dE in the case of continuous spectra and Ei is the eigenenergy of the ith

eigenstate of H. To evaluate the free-particle propagator it is necessary to evaluate matrix
elements of the form 〈X′|G(τ)|X〉, with H = T (i.e., the Hamiltonian is only the kinetic
energy operator).

In the case of N molecules, each with mass m, with only translational degrees of freedom
in d-dimensions (here d = 1, 2 or 3) the Hamiltonian is

Ttrans =
N∑
i=1

p2
i

2m
, (3.79)
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which gives the expression, after insertion of the identity I =
∫
all d

dp |p〉〈p| and using 〈r|p〉 =

(2π~)−d/2eip·r/~

G
(T )
0 (R,R′, τ) =

(
1

2π~

)Nd N∏
i=1

∫
all

∫
all
ddpi d

dp′i e
i(pi·ri−p′i·r′i)/~e−τλp

2
i /~δ(pi − p′i)

=

(
1

2π~

)Nd N∏
i=1

∫
all
ddpi e

ipi·(ri−r′i)/~e−τλp
2
i /~, (3.80)

where λ = ~2/(2m). Evaluating this product of Gaussian integrals leads to the well-known
expression (see, for example, reference [58])

G
(T )
0 (R,R′, τ) =

(
~

4πλτ

)Nd/2 N∏
i=1

e−~ (ri−r
′
i)

2/(4λτ). (3.81)

In the case of particles with purely rotational degrees of freedom in 3-dimensions (sta-
tionary rigid rotors), the Hamiltonian is

Trot =
N∑
i=1

L2
i

2I
, (3.82)

is more complicated in that no closed-form expression exists for the free-particle propagator.
The expression for the free-particle propagator in can be obtained here by using the eigen-
functions and eigenenergies of the rigid rotor Hamiltonian, eq. (2.21), and using the fact that
Y m
l (n) ≡ Y m

l (θ, φ) = 〈θ, φ|lm〉, to yield the expression

G
(R)
0 (N,N′, τ) =

N∏
i=1

∞∑
l=0

e−2πτBl(l+1)

l∑
m=−l

Y m
l (ni)Y

m∗
l (n′i). (3.83)

By using the spherical harmonic addition theorem [36],

l∑
m=−l

Y m
l (n)Y m∗

l (n′) =
2l + 1

4π
Pl(n · n′), (3.84)

where Pl(x) is the Legendre polynomial of degree l, it is possible to simplify this expression
for the propagator to [59]

G
(R)
0 (N,N′, τ) =

N∏
i=1

∞∑
l=0

2l + 1

4π
Pl(ni · n′i)e−2πτBl(l+1). (3.85)

In order to make use of this expression it is most convenient to tabulate values before a
simulation on a sufficiently fine grid in cos(θ) = n ·n′ and with a sufficiently high maximum
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value for l, and then use an interpolation during the course of the simulation to evaluate
G

(R)
0 (N,N′, τ).
The case of both translational and rotational degrees of freedom is easy, since [Ttrans, Trot] =

0 so that rotations are unaffected by center-of-mass translations of the particles. In this final
case the free-particle propagator for translations and rotations is simply the product of the
two propagators, G0(X,X

′, τ) = G
(T )
0 (R,R′, τ)G

(R)
0 (N,N′, τ).
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Chapter 4

Feynman excitation spectrum for
particles with rotational degrees of
freedom

The Bijl-Feynman approximation for the elementary excitation spectrum, which was origi-
nally derived for homogeneous many-body systems of structureless particles [33, 34], is one
of the simplest theories for calculating elementary excitation energies in such systems. Ow-
ing to its simplicity and the fact that it only depends on the Fourier transform of the pair
distribution function, this approximate excitation spectrum can be evaluated using standard
quantum Monte Carlo methods. The following derivation for homogeneous gases of rigid
rotors follows Feynman’s derivation for structureless particles very closely [34].

The Hamiltonian describing a homogeneous system of N interacting rotating particles in
3 dimensions is (relative to the ground state energy, E0, of the system)

H =
N∑
i=1

p2
i

2m
+

N∑
i=1

L2
i

2I
+ V (X)− E0, (4.1)

where V (X) is the potential energy operator of the system. The ground state many-body
wave function of this Hamiltonian is Φ(X) and satisfies

HΦ(X) = 0, (4.2)

which is a function of all of the coordinates of the system, X ≡ {x1, . . . ,xN} and xi ≡
{ri,ni}. The ground state wave function is taken to be real valued and so ρ(X) = Φ(X)2. In
keeping with Feynman’s argument [33, 34] it is assumed that the excited state wave function
can be expressed as

Ψ(X) = F (X)Φ(X) = Φ(X)
N∑
i=1

f(xi), (4.3)
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where F (X) is some function of all of the coordinates of the system to be determined. By
utilizing the product rule and eq. (4.2) the Hamiltonian acting on the wave function in
eq. (4.3) can be written as

HΨ(X) =
1

Φ(X)

(
− ~2

2m

N∑
i=1

∇(s)
i · ρ(X)∇(s)

i F (X)− ~2

2I

N∑
i=1

∇(o)
i · ρ(X)∇(o)

i F (X)

)
, (4.4)

in which ∇(o)
i is used to denote the divergence and gradient with respect to the orientation

of particle i so that

∇(o) · f(θ, φ)∇(o)g(θ, φ) =
1

sin θ

∂

∂θ
sin θf(θ, φ)

∂

∂θ
g(θ, φ) +

1

sin2 θ

∂

∂φ
f(θ, φ)

∂

∂φ
g(θ, φ), (4.5)

∇(s)
i denotes the spatial divergence and gradient so that

∇(s) · f(x, y, z)∇(s)g(x, y, z) =
∂

∂x
f(x, y, z)

∂

∂x
g(x, y, z)

+
∂

∂y
f(x, y, z)

∂

∂y
g(x, y, z) +

∂

∂z
f(x, y, z)

∂

∂z
g(x, y, z), (4.6)

and ∆(x) = ∇(x) · ∇(x), with x = o or s is the Laplacian for the orientational and spatial
coordinates, respectively. It should be noted that while the expression in eq. (4.4) does not
explicitly depend on V (X), having used eq. (4.2) to simplify terms arising from the product
rule like

F (X)

(
N∑
i=1

− ~2

2m
∆

(s)
i +

N∑
i=1

−~2

2I
∆

(o)
i + V (X)− E0

)
Φ(X) = F (X) (HΦ(X)) = 0, (4.7)

the expression for the excited state energy that is the result of this analysis will implicitly
depend on V (X) through its influence on the structure of the ground state wave function,
Φ(X) and hence on ρ(X). The energy will be determined variationally by minimizing the
integral

E =

∫
A

dNX Ψ∗(X)HΨ(X) (4.8)

=
~2

2m

N∑
i=1

∫
A

dNX
(
∇(s)
i f ∗(xi)

)
·
(
∇(s)
i f(xi)

)
ρ(X)

+
~2

2I

N∑
i=1

∫
A

dNX
(
∇(o)
i f ∗(xi)

)
·
(
∇(o)
i f(xi)

)
ρ(X), (4.9)

where
∫
A
means integrating over all space (and all angles). The constraint on this minimiza-

tion is the normalization integral

G =

∫
A

dNX F ∗(X)F (X)ρ(X) =
N∑
i=1

N∑
j=1

∫
A

dNX f ∗(xi)f(xj)ρ(X) (4.10)
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so that the energy is E = E/G. These expressions can be further simplified by introducing
the two body reduced density

ρ(2)(x′1,x
′
2) =

N∑
i=1

∑
j 6=i

∫
A

dNX δ(xi − x′1)δ(xj − x′2)ρ(X) (4.11)

and the one body reduced density

ρ(1)(x′1) =
N∑
i=1

∫
A

dNX δ(xi − x′1)ρ(X). (4.12)

Inserting these reduced densities into eq. (4.9) and eq. (4.10) results in

E =
~2

2m

∫
A

dx ρ(1)(x)∇(s)f ∗(x) · ∇(s)f(x) +
~2

2I

∫
A

dx ρ(1)(x)∇(o)f ∗(x) · ∇(o)f(x) (4.13)

and
G =

∫
A

dx dx′ f ∗(x)f(x′)ρ(2)(x,x′) +

∫
A

dx |f(x)|2ρ(1)(x) (4.14)

respectively.
The goal is to extremize E =

∫
dx L subject to the constraint G =

∫
dx g = 1. This is

done by using the calculus of variations and defining the function

u =L+ λg

=
~2

2m
ρ(1)(x)∇(s)f ∗(x) · ∇(s)f(x) +

~2

2m
ρ(1)(x)∇(o)f ∗(x) · ∇(o)f(x)

+ λ

(∫
A

dx′ ρ(2)(x,x′)f ∗(x)f(x′) + ρ(1)(x)f ∗(x)f(x)

)
, (4.15)

which satisfies a system of Euler-Lagrange equations (for a derivation see, e.g., reference [60]).
In particular the equation for f(x) is given by

λ

∫
A

dx′ ρ(2)(x,x′)f(x′) + λ
ρ0
4π
f(x)− ~2

2m

ρ0
4π

∆(s)f(x)− ~2

2I

ρ0
4π

∆(o)f(x) = 0, (4.16)

where the fact that for homogeneous systems ρ(1)(x) = ρ0/4π has been used. This can also
be written as

λ
( ρ0

4π

)2
h(x) + λ

ρ0
4π
f(x)− ~2

2m

ρ0
4π

∆(s)f(x)− ~2

2I

ρ0
4π

∆(o)f(x) = 0, (4.17)

in which the function
h(x) =

∫
A

dx′ g(r− r′,n,n′)f(x′) (4.18)
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has been defined for simplicity. Here the definition

ρ(2)(x1,x2) =
( ρ0

4π

)2
g(r1 − r2,n1,n2) (4.19)

for g(r1 − r2,n1,n2), the molecular pair distribution function, has been used.
To make further progress the (spatial) Fourier transform of eq. (4.17) must be taken.

Replacing λ = −E and using the cross-correlation theorem [61],

F.T.
[∫ ∞
−∞

dy f ∗(y)g(x+ y)

]
(k) = f̃ ∗(k)g̃(k), (4.20)

to simplify the Fourier transform of h(x) leads to

0 =− E
[( ρ0

4π

)2 ∫
O

dn′ g̃(k,n,n′)f̃(k,n′) +
ρ0
4π
f̃(k,n)

]
+
ρ0
4π

~2k2

2m
f̃(k,n)

− ρ0
4π

~2

2I
∆(o)f̃(k,n), (4.21)

where here
∫
O
dn′ ≡

∫ π
0
dθ sin θ

∫ 2π

0
dφ denotes integration over the orientation of n′. The

functions f̃(k,n) and g̃(k,n,n′) can then be expanded in the basis of spherical harmonics.
The expansion of f̃(k,n) is straight-forward and gives

0 =− E

[( ρ0
4π

)2 ∫
O

dn′ g̃(k,n,n′)
∑
l2

∑
m2

f̃m2
l2

(k)Y m2
l2

(n′) +
ρ0
4π

∑
l1

∑
m1

f̃m1
l1

(k)Y m1
l1

(n)

]

+
ρ0
4π

~2k2

2m

∑
l1

∑
m1

f̃m1
l1

(k)Y m1
l1

(n) +
ρ0
4π

~2

2I

∑
l1

∑
m1

l1(l1 + 1)f̃m1
l1

(k)Y m1
l1

(n). (4.22)

The expansion of g̃(k,n,n′), however, is not so simple. For a discussion of molecular
pair distribution functions see chapter 11 of reference [62]. In the laboratory fixed frame the
expansion of the molecular pair distribution function in spherical harmonics is

g(r,na,nb) =
∑
la

∑
lb

∑
l

glalbl(r)
∑
ma

∑
mb

∑
m

〈lama, lbmb|l m〉

× Y ma
la

(na)Y
mb
lb

(nb)Y
m ∗
l (Ωr), (4.23)

where Ωr ≡ {θr, φr} are the angles defining the orientation of the vector r and 〈lama, lbmb|l m〉
is a Clebsch-Gordan coefficient. The real space components can be calculated in the labora-
tory frame as

glalbl(r) =
1

2l + 1

∫
O

dna

∫
O

dnb dΩr

∑
ma

∑
mb

∑
m

〈l m|lama, lbmb〉

× Y ma ∗
la

(na)Y
mb ∗
lb

(nb)Y
m
l (Ωr)g(r,na,nb), (4.24)
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where |la − lb| ≤ l ≤ la + lb and the limits on the sum over mi are −li to li. In this same
frame the Fourier transform takes a particularly simple form

g̃(k,na,nb) =
∑
la

∑
lb

∑
l

g̃lalbl(k)
∑
ma

∑
mb

∑
m

〈lama, lbmb|l m〉

× Y ma
la

(na)Y
mb
lb

(nb)Y
m ∗
l (Ωk), (4.25)

in which Ωk ≡ {θk, φk} are the angles defining the orientation of the vector k. The real space
and Fourier space components are related through the generalized Hankel transform [62],

g̃lalbl(k) = 4πil
∫ ∞
0

dr jl(kr)(glalbl(r)− glalbl(∞))r2, (4.26)

where glalbl(∞) (which is constant for l = la = lb = 0, and 0 when at least one of la, lb,
or l is non-zero) has been subtracted (affecting only k = 0) so that the Hankel transform
converges. By inserting eq. (4.25) into eq. (4.22) and utilizing the orthogonality of the spher-
ical harmonics and projecting onto a particular spherical harmonic the following equation is
obtained:

0 =− E

[( ρ0
4π

)2∑
l2

∑
l

g̃l1l2l(k)
∑
m2

∑
m

(−1)m2〈l1m1, l2m2|l m〉Y m ∗
l (Ωk)f̃

−m2
l2

(k) +
ρ0
4π
f̃m1
l1

(k)

]

+
ρ0
4π

~2k2

2m
f̃m1
l1

(k) +
ρ0
4π

~2

2I
l1(l1 + 1)f̃m1

l1
(k), (4.27)

which can be written in the more suggestive form

T(k)f̃i(k) = Ei(k)G(k)f̃i(k), (4.28)

where T(k) and G(k) are matrices and f̃i(k) is a generalized eigenvector with eigenvalue
Ei(k).

In a homogeneous system the energy should not depend on the direction of k so it is
possible to choose any direction, with k along the z-axis being a convenient choice. Then

Y m
l (θk = 0, φk) =

√
2l + 1

4π
δm,0, (4.29)

which simplifies eq. (4.27) to

0 =− E

[( ρ0
4π

)2∑
l2

∑
l

g̃l1l2l(k)〈l1m, l2 −m|l 0〉(−1)m
(

2l + 1

4π

)1/2

f̃ml2 (k) +
ρ0
4π
f̃ml1 (k)

]

+
ρ0
4π

~2k2

2m
f̃ml1 (k) +

ρ0
4π

~2

2I
l1(l1 + 1)f̃ml1 (k). (4.30)
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Here the property of Clebsch-Gordan coefficients that they vanish unless m1 +m2 = m has
been used to eliminate the sum over m2. From this it is clear that the matrix elements which
must be calculated are

〈l2m2|G(k)|l1m1〉 =δm1,m2

( ρ0
4π

)2∑
l

g̃l1l2l(k)〈l1m1, l2 −m2|l 0〉(−1)m2

(
2l + 1

4π

)1/2

+ δl1,l2δm1,m2

ρ0
4π

(4.31)

and
〈l2m2|T(k)|l1m1〉 = δl1,l2δm1,m2

[
ρ0
4π

~2k2

2m
+
ρ0
4π

~2

2I
l2(l2 + 1)

]
, (4.32)

where the sum over l is restricted to l such that |l1 − l2| ≤ l ≤ l1 + l2. Here it is through
g̃l1l2l(k) that the dependence of the eigenenergies, Ei(k), on the potential energy, V (X),
enters.

As an illustrative example consider the result of a PIGS simulation of 32 translating
non-interacting rigid rotors in a 3×3×3 a.u. periodic box with hB = 1 a.u. and ~2/(2m) =
1/4 a.u., sampling both translational and rotational degrees of freedom. In this case the
Hamiltonian of the system is

H =
N∑
i=1

p2
i

2m
+

N∑
i=1

L2
i

2I
, (4.33)

with exact wave functions

Φ(X) =
N∏
i=1

1√
V
e−iki·riY mi

li
(ni), (4.34)

where the possible values of ki are restricted by the box side lengths. The elementary
excitation spectrum can be found simply by increasing ki or promoting the rotational state
of a single particle, meaning that the spectrum in the large box limit is comprised of a series
of parabolas of the form

El,m(k) =
~2k2

2m
+ hBl(l + 1) (4.35)

split by the free-rotor energy splitting. The results of such a PIGS Monte Carlo simulation
with imaginary time path length β = 10 ~/Eh, imaginary time step τ = 10/8 ~/Eh, and using
a constant trial wave function, are shown in figure 4 and clearly show excellent agreement
with the predicted spectrum from eq. (4.35).

For this simple toy system of a homogeneous gas of non-interacting rigid rotors the
application of eq. (4.28) is trivial. Using eq. (4.24) it is easy to see that for all la, lb, and l
greater than zero glalbl(r) = 0 for a homogeneous system of rigid rotors in their respective
ground states. Furthermore, without pair-wise interactions between rigid rotors there will
be no structure in the single non-vanishing pair distribution function, g000(r), i.e. it will be
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Figure 4.1: The results of a simulation of 32 translating rigid rotors in a periodic box with
side length L = 3 a.u. showing the excitation spectrum up to lmax = 2. The symbols are the
results of the simulation and the lines are of the form in eq. (4.35), with ~2/(2m) = 1/4 a.u.
and hB = 1 a.u. The 2l + 1 curves with the same m for a given l are all degenerate.

constant, since the probability of finding two molecules separated by a distance r should be
uniform for all distances in a homogeneous non-interacting system. However, the analysis is
no longer trivial when an potential, V (X), is included. As mentioned previously, while this
analysis does not depend explicitly on the potential energy, V (X), it does indirectly depend
on the interaction potential between pairs of molecules through the effect of interactions on
the ground state pair distribution function.

As a concrete example of the effects of interactions on the predicted spectrum, consider
the much simpler system of liquid helium. In this case the Feynman-Bijl approximation pre-
dicts the appearance of a roton minimum, which arises due to the appearance of a peak in
the static structure function, S(k), defined as the Fourier transform of the pair distribution
function [34]. For interacting molecular systems this same principle will hold, where inter-
actions will add structure to the molecular pair distribution function resulting in analogous
features in the excitation spectrum, with orientation-dependent interaction potentials pos-
sibly leading to non-trivial excited state dispersion relations, e.g. roton-like features when
the potential contains a repulsive interaction at short distances.
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Chapter 5

1D Lattices

Polar molecules trapped in one-dimensional optical lattices present an interesting oppor-
tunity to study a system which demonstrates an order-disorder quantum phase transition.
Under consideration here is a system of polar molecules trapped in a deep optical lattice,
such that the center-of-mass motion of individual dipoles is negligible, as are the tunneling
rates of molecules between optical lattice sites. Under these conditions the positions of the
centers-of-mass of each molecule can then be considered fixed at regular lattice points and
only the orientation of the molecules must be considered. Under these approximations, a
“crystal” at unit filling (one dipole per lattice site) of molecular dipoles, taken to be het-
eronuclear diatomic molecules within the rigid rotor approximation, and with an optional
electric field can be described with the model Hamiltonian

H =
N∑
i=1

L2
i

2I
− dni · E +

∑
j<i

Cdd

4π|rij|3
(ni · nj − 3(ni · r̂ij)(nj · r̂ij)) (5.1)

=
N∑
i=1

L2
i

2I
− dni · E +

Cdd

4πr3lat

∑
j<i

1

|i− j|3
(ni · nj − 3nxi n

x
j ), (5.2)

where E = Eê is the applied static electric field along the direction ê, rlat is the distance
between nearest neighbors on the 1-dimension lattice, and r̂ij is a unit vector in the direction
of the intermolecular vector between molecules i and j, rij = ri − rj = (i − j)rlat. Cdd is
the dipole-dipole coupling strength which depends on the type of coupling and is given
by Cdd = d2/ε0 in the case of electric dipole-dipole coupling, where d is the magnitude of
the permanent electric dipole moment in the molecular body-fixed frame. L2

i /(2I) is the
rotational kinetic energy operator for the ith molecule with moment of inertia I, and ni is
the orientation of that same molecule. The form of eq. (5.2) assumes that the lattice is along
the x-axis so that the location of the jth molecule is jrlatx̂. The Hamiltonian in eq. (5.2)
may be written more conveniently in units of hB = ~2/(2I), in which case it becomes

H =
N∑
i=1

L2
i

~2
− uni · ê + g

∑
j<i

1

|i− j|3
(ni · nj − 3nxi n

x
j ), (5.3)
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in which the scaled electric field parameter, u = dE/(hB), and interaction parameter, g =
Cdd/(4πhBr

3
lat), have been introduced.

In this chapter the behavior of the Hamiltonian in eq. (5.3) will be studied. In section 5.1
several important limiting cases of eq. (5.3) will be presented. Then in section 5.2, a study
of the ground states of eq. (5.3) as a function of the interaction strength, g, in the limit of
a vanishing electric field, u = 0, is presented [63]. In this limit eq. (5.3) can be compared to
the well-known quantum rotor model (QRM) [64] which is known not to possess an order-
disorder phase transition at T = 0 as a result of the Mermin-Wagner theorem [65]. Here it
is found that the anisotropy of the dipole-dipole potential changes the nature of the phase
diagram from that of the QRM, and strong evidence of an order-disorder phase transition in
the orientational degrees of freedom of lattice confined polar molecules is presented in this
section.

5.1 Important limiting cases

Non-interacting rigid rotors

The Hamiltonian eq. (5.1) has several interesting limits. First, by inspection, if g � 1 and
u� 1, then one approximately recovers the Hamiltonian for a collection of non-interacting
rigid rotors. In this case one expects the average polarization per particle,

navg =
1

N

〈
N∑
i=1

ni

〉
, (5.4)

to vanish in the ground-state since the ground state wave function in this limit will be

Φ0(N) ≈
N∏
i=1

Y 0
0 (ni) =

(
1√
4π

)N
, (5.5)

which is completely isotropic.
A second limit occurs when u � 0 and g � 1. Here the system is well described as an

array of non-interacting rotors in a static electric field. In this case each individual rotor will
be polarized by its interaction with the electric field of the form −un · ê = −u cos θ, where
ê is assumed to be along ẑ, perpendicular to the lattice axis. The wave function is still well
approximated by a product of single-particle wave functions,

Φ0(N) ≈
N∏
i=1

φ0(ni), (5.6)

but it is no longer possible to find an analytical solution to the problem. Since the single
particle wave function in this limit, φ0(ni), will be polarized toward the positive z-axis, the
average polarization of the system will not vanish and will be proportional to ẑ.
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The problem of a single dipolar rotor in a uniform electric field can, however, easily be
solved numerically using the variational theorem. Eigenstates of the single-particle Hamil-
tonian

H =
L2

~2
− un · ê =

L2

~2
− uC1

0(θ, φ), (5.7)

where the electric field is, again, taken to be along the z-axis, perpendicular to the lattice axis,
and Ck

q (θ, φ) =
√

4π/(2l + 1)Y q
k (θ, φ) are the Racah normalized spherical harmonics [36], can

conveniently be written in the basis of spherical harmonics, Y m
l (θ, φ). Additional simplifica-

tion comes from the cylindrical symmetry of eq. (5.7), which suggests that the eigenstates
should depend only on the polar angle, θ, and not on the azimuthal angle, φ, so that the
wave function can be written in the form

φ0(n) =
∞∑
l=0

clY
0
l (n) =

∞∑
l=0

cl

√
2l + 1

4π
Pl(cos θ). (5.8)

By truncating the expansion at some lmax it is possible to numerically solve an eigenvalue
problem in this basis, solving

det(H− λI) = 0 (5.9)

and
(H− λiI)ci = 0 (5.10)

for the eigenvalues and eigenvectors, respectively, to find the lowest energy single-particle
eigenfunction in this truncated basis,

φ0(n) =
lmax∑
l=0

c0l

√
2l + 1

4π
Pl(cos θ), (5.11)

where the matrix elements, calculated with the help of the Wigner-Eckart theorem, are

Hll′ = 〈l0|H|l′0〉 = l(l + 1)δll′ − u
√

(2l + 1)(2l′ + 1)

(
l 1 l′

0 0 0

)2

. (5.12)

This procedure can be done repeatedly with larger and larger values of lmax until the energies
and eigenfunctions of eq. (5.7) have been found to the desired accuracy. Alternatively, for
weak to moderate electric fields the single-particle function can be approximated as

φtrial(n) = eα cos θ, (5.13)

with a single variational parameter α. Trial wave functions of this form can be optimized
by finding the value of the parameter, αmin, which minimizes the variational estimate of the
energy,

Evar(α) = − 1

N(α)

∫ π

0

dθ sin θ

(
eα cos θ 1

sin θ

∂

∂θ
sin θ

∂

∂θ
eα cos θ + e2α cos θu cos θ

)
, (5.14)
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with normalization
N(α) =

∫ π

0

dθ sin θ e2α cos θ. (5.15)

In figure 5.1 the optimized variational solution, eq. (5.13) is compared to a numerically
exact solution of eq. (5.11), converged with respect to lmax, for a field strength of u = 0.5,
demonstrating excellent agreement.
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Figure 5.1: Comparison of the approximate wave functions of the form of eq. (5.11), with
lmax = 50 (“exact”), and the variational solution of eq. (5.13) for u = 0.5. Good agreement
can be found for a broad range of external field strengths.

The form of the single particle wave function in eq. (5.13) is very convenient for quantum
Monte Carlo simulations at a practical level because it requires relatively few elementary
operations to evaluate as compared to a sum of orthogonal polynomials as most programming
languages offer a fast built-in exponential function. The single particle trial wave function
in eq. (5.13) is unnormalized, but this poses no practical problem for PIGS simulations as
the calculation of acceptance probabilities for trial moves require ratios of the trial wave
function.

Strongly interacting dipolar rotors

The third important limit of eq. (5.1) is when g � 1 and u � 1. In this case the behavior
is dominated by the dipole-dipole potential energy, plotted in figures 1 and 1. As discussed
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in chapter 1 due to the dipole-dipole interaction potential the system will tend to order
itself in a “tip-to-tail” configuration polarized along the lattice axis, which is the potential
energy minimum of the dipole-dipole potential for dipoles confined to discrete points along
one dimension. In the case of eq. (5.2) this is the x-axis. This limit exhibits spontaneous
symmetry breaking, because there is an additional inversion symmetry, demonstrated in fig-
ure 1 (b) [63]. Because of this, care must be taken during PIGS simulations when calculating
the average polarization, since for finite-sized systems the simulation averaged polarization
may vanish due to switching from one symmetry-related sector to the other over the course
of a single simulation. This switching is suppressed for larger systems because the barrier
to switching grows with system size. The effect can be mitigated by tracking an unsigned
polarization,

nabs =
1

N

〈∣∣∣∣∣
N∑
i=1

ni

∣∣∣∣∣
〉
, (5.16)

instead of navg. Unlike navg, nabs has the same value for both symmetry-related configurations
depicted in figure 5.1.

There are many possible choices of trial wave function in this situation. Among these is a
product wave function with single-particle wave functions similar to eq. (5.13) but rotated to
reflect the symmetry about the lattice (x-) axis, i.e. replacing cos θ = nz with cosφ sin θ =
nx, then optimizing the variational parameter, α, for the mean-field, e.g. determined by a
self-consistent field (SCF) approach (see, for example, the discussion on the application of
a mean-field method to this problem in section 5.2 below). This procedure works well for
g � 1 and g � 1 but such product wave functions break down at intermediate dipole-dipole
interaction strengths due to increasing correlation lengths, as shall be shown in section 5.2
below.

Figure 5.2: The symmetry related configurations in the limit g � 1 and u � 1. Inversion
through the origin relates the two degenerate symmetry-related configurations: all of the
dipoles pointing along the negative x-axis and all of the dipoles pointing along the positive
x-axis.
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5.2 Orientational phase transitions in the absence of
applied fields

Now consider ground states of eq. (5.3) when there is no externally applied field to orient
the molecular dipoles, u = 0, but with variable interaction strength, g, i.e. between the first
and third limits of section 5.1. Hamiltonian (5.3) simplifies to

H =
N∑
i=1

L2
i

~2
+ g

∑
j<i

1

|i− j|3
(ni · nj − 3nxi n

x
j ), (5.17)

which can be directly compared to the well known O(3) quantum rotor model (QRM),

HQRM =
N∑
i=1

L2
i

2g̃
+
∑
j<i

Jijni · nj, (5.18)

with some general dependence on the distance between rotors encoded in Jij. The O(3)
QRMs in d = 1 with both nearest neighbor couplings [64] and dipolar (1/r3) couplings [65]
exhibit no order-disorder phase transition for any value of g̃ > 0. This can be seen by map-
ping them onto the equivalent d+ 1 dimensional classical models at a finite temperature via
Trotterization, effectively introducing a nearest-neighbor interaction along an extra spatial
dimension [66]. From this it is evident that there cannot be spontaneous symmetry breaking
of the continuous O(3) symmetry at finite g̃ > 0 [64, 65], a consequence of the Mermin-
Wagner theorem, which forbids spontaneous symmetry breaking at finite temperatures in
low dimensional systems with short ranged interactions and continuous symmetries [67]. The
principle difference between the QRM and Hamiltonian (5.17) is the addition of the term
−3nxi n

x
j , which breaks the continuous O(3) symmetry but leaves a residual discrete, inversion

symmetry, thus allowing the possibility of an order-disorder phase transition at some gc > 0.
As a preliminary study, the phase diagram of eq. (5.17) was computed using a mean-

field theory. In this case the real Hamiltonian was replaced with an effective single-site
Hamiltonian

Hmf =
L2

~2
+ g

∞∑
k=1

2

k3
(n · 〈n〉 − 3nx 〈nx〉) =

L2

~2
− gn · εmf, (5.19)

where −gn · εmf is the interaction of the single dipole with the mean effective electric field,
determined self-consistently, with direction components

εxmf = 4ζ(3) 〈nx〉 , (5.20)
εymf = −2ζ(3) 〈ny〉 , (5.21)
εzmf = −2ζ(3) 〈nz〉 , (5.22)

where the Riemann zeta function,

ζ(3) =
∞∑
k=1

1

k3
, (5.23)
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accounts for the sum over lattice sites. This is done in the usual way, by starting with an
initial guess and iteratively solving the eigenvalue equation for the eigenvalues and eigen-
vectors of eq. (5.19), using the ground state solutions to determine 〈ni〉 (i = x, y, z) used to
determine εmf for the next iteration, until convergence is achieved. Taking into account the
symmetry about the lattice axis 〈ny〉 = 〈nz〉 = 0 the problem can be solved in the basis of
spherical harmonics with an initial trial wave function of the form

φtrial(n) =
1√
2

(
Y 0
0 (n)− 1√

2

(
Y 1
1 (n)− Y −11 (n)

))
, (5.24)

which is polarized along the x-axis. By studying the mean-field per-particle polarization,
φmf = 〈nx〉, one can see that SCF calculations predict an orientational phase transition at
gc ≈ 0.6, reflected by the rapid increase of the mean-field order parameter, φmf, from 0 as
shown in figure 5.2.

As a brief aside, with SCF calculations it is fine to use a signed order parameter like
φmf, since such calculations are by their nature deterministic. This means that during the
course of a calculation, barring some numerical instability, the direction of εmf and, as a
consequence of this, also the sign of φmf will not change.
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Figure 5.3: The phase diagram of a one-dimensional lattice of dipolar rotors as determined
through self-consistent field theory. The SCF treatment predicts a phase transition near
gc ≈ 0.6.
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The SCF treatment of the problem necessarily neglects correlations between particles
which are properly captured by quantum Monte Carlo simulations. However, while the SCF
calculations were for an infinite sized system, the nature of PIGS simulations restricts them
to finite sized systems (specifically systems with a finite number of degrees of freedom). In
order to simulate extended systems it is necessary to introduce some approximation. Perhaps
the most common approximation is the introduction of periodic boundary conditions [53].
Under this approximation the system is considered to be composed of a finite number of
molecules in the primary simulation box. This simulation box is then tiled in all directions,
so that the primary simulation box appears to be embedded in an extended system, depicted
in figure 5.2. Naturally, a molecule will be perfectly correlated with periodic images of itself,
introducing artifacts due to the finite sized nature of the simulation if the extents of the
primary simulation box are too small. In the following, periodic boundary conditions are
utilized with the nearest image (or minimum image) convention [53]. In order to gauge the
effect of approximating an infinite sized system by a finite sized system, multiple system
sizes were simulated.

A

B

Primary simulation box
A

B

A

B

Figure 5.4: Cartoon of a primary simulation box in a quasi-1D system in which periodic
tilings are considered in one direction but not the others. In the center is the primary
simulation box containing the physical degrees of freedom, in this case two particles. Pictured
on either side are two of the infinite number of periodic images of the primary simulation box.
Under the nearest image convention particle A will only interact with the nearest periodic
“image” of particle B, in this case one of the periodic images.

As noted before, it is possible, over the course of a single simulation, for the state of a
finite sized system to switch between the two symmetry related sectors depicted in figure 5.1
since this requires only the coordinated motion of a finite number of dipoles. Because of this
it is necessary to use an unsigned order parameter, in this case φabs = nabs. The downside of
this choice of order parameter is that even for non-interacting systems, this order parameter
as calculated during a Monte Carlo simulation will not completely vanish; the average signed
polarization does vanish but any single path configuration is likely to exhibit some small but
non-zero net polarization, and the average magnitude of these many small but non-zero
polarizations means that the unsigned polarization will take on a small but non-zero value.

Before proceeding to a study of the phase diagram of Hamiltonian (5.17) a series of sim-
ulations using a constant trial wave function, eq. (5.5), were performed to quickly determine
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an appropriate small time step size, τ , and imaginary path length, β, as described in chap-
ter 3. It was initially decided that the range of values of g studied would go from g = 0, being
the completely non-interacting case, to g = 2, which, it would be discovered through further
investigation, encompasses all of the interesting phase behavior of this Hamiltonian. Then
simulations were performed at g = 2 with a small system size while varying τ and keeping
β fixed to determine an appropriate small time step size, τ , shown in figure 5.2. Once this
value of τ was determined, a similar series of simulations was undertaken, this time with τ
fixed to the previously determined value and varying β, for a representative set of the values
of g under consideration. This allowed the determination of an appropriate value for β.
The results of this second convergence test are shown in figure 5.2. Based on these results,
shown in figures 5.2 and 5.2, a PIGS study of the phase diagram of Hamiltonian (5.17) was
undertaken with 153 time slices and with a total imaginary-path length β = 20.0 (2πB)−1,
so that the time-step is τ ≈ 0.132 (2πB)−1 and using the same constant trial wave function,
eq. (5.5), also employed for figures 5.2 and 5.2.

Figure 5.2 depicts the behavior of φabs vs. g for a variety of system sizes. From this plot
it appears that around a critical value of gc ≈ 0.9 there is a transition from a disordered
phase below gc to an ordered phase above gc, signaled by a sharp rise in φabs around this
value of g. This transition is more pronounced with larger system sizes, consistent with the
existence of finite-sized effects.

The exact nature of this transition cannot be determined from figure 5.2, but inspection
of the histograms of per-particle signed polarization along the x-axis,

φx =

〈
1

N

N∑
i=1

nxi

〉
, (5.25)

as a function of g, shown in figure 5.2, shows that there appears to be no coexistence
between ordered and disordered phases, suggesting that this phase transition is of order two
or higher [68].

Further evidence for the existence of an orientational phase transition can be found by
studying the behavior of the correlation function

C(j) =
1

N

N∑
i=1

(〈
nxi n

x
i+j

〉
− 〈nxi 〉

〈
nxi+j

〉)
. (5.26)

From simulations with 64 molecular dipoles this correlation function was found to decay
roughly exponentially as C(j) ∝ e−j/η. By extracting this characteristic length scale η
and plotting it against the interaction strength, g, a prominent peak was found just above
gc ≈ 0.9, shown in figure 5.2. This increasing correlation length, likely broadened by finite
size effects, could be consistent with the expected divergence of correlation lengths near
a critical point [68], providing further evidence for an order-disorder orientational phase
transition in this system near gc ≈ 0.9 — 1.

To put this phase transition in context, we note that typical heteronuclear diatomic
molecules have rotational constants B ≈ 0.5 — 10 GHz and dipole moments d ≈ 0.5 —
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Figure 5.5: Results of a series of PIGS simulations of Hamiltonian (5.17) with four dipoles
and an interaction strength g = 2 while varying the small time step, τ , but keeping the total
path length, β, constant at β = 5.4 (2πB)−1. Plotted is φabs, defined in eq. (5.16), vs. the
small time step, τ , showing that within error bars the quantity is converged with respect to
the time step. When determining whether a quantity, in this case φabs, has converged with
respect to τ it is only necessary to treat the strongest interaction under consideration in a
given set of simulations since the convergence with respect to τ only depends on how much
the Hamiltonian deviates from the free-particle Hamiltonian, (see section 3.1).

10 D. With these parameters the phase transition in a one-dimensional molecular crystal is
predicted to occur for lattice spacing less than 50 nm. Concretely, for the system 133Cs127I,
with B = 0.71 GHz [70] and d = 11.69 D [71], a lattice spacing of 30 nm will yield a coupling
strength of g = 1.08. However, typical optical lattice spacings in current experimental real-
izations are generally an order of magnitude greater than this [3, 25], implying that observing
this transition experimentally in optical lattice experiments at unit fillings would be a diffi-
cult task with current technology. Still, in systems with multiple occupancy of lattice sites
such an effect could have consequences for the stability of such a system, since intermolec-
ular spacings on the order of tens of nanometers which are to be expected within a single
lattice site, would certainly put the system in a regime where the dipole-dipole interactions
could play an important role. Furthermore, new nanoplasmonic lattice technology, currently
available for atomic systems [72], could lead to lattice spacings on this same scale with unit
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Figure 5.6: Results of a series of PIGS simulations of Hamiltonian (5.17) with four dipoles
and interaction strengths ranging from g = 0 to g = 2 while varying β but keeping τ constant
at τ = 0.132 (2πB)−1. Plotted is φabs vs. total path length, β, demonstrating convergence
of φabs to within error bars with respect to β for a variety of interaction strengths.

filled lattices, which would also put such systems of lattice confined polar molecules in the
g > 1 regime.

The PIGS method also allows for the simulation of systems with applied electric fields,
i.e., for u > 0. In one dimension the expected effect of adding a transverse electric field
is the modification of the phase transition by replacing the disordered phase by a phase in
which the dipoles are polarized with the applied electric field. As this was deemed to be
of lesser interest than the study of two-dimensional systems, chapter 6, the study of such
systems was forgone in this dissertation. However, simulations of systems of dipoles in two
dimensions commonly utilize transverse electric fields in order to polarize the system and
control the interaction potential. PIGS simulations with applied transverse electric fields in
two dimensions will be presented in chapter 6.
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Figure 5.7: The order parameter, φabs vs. interaction strength, g, calculated for a variety
of system sizes from 6 to 64 dipoles. From these simulations it appears that there is an
orientational phase transition near gc ≈ 0.9.
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Figure 5.8: Histograms of the order parameter φx, eq. (5.25), for 64 dipoles in a 1D periodic
array with u = 0 and g = 8/(4π) (top left), g = 10/(4π) (top right), g = 12/(4π) (bottom
left), and g = 16/(4π) (bottom right). The curve in each case is an optimized Gaussian kernel
density estimate [69]. The lack of a trimodal histogram at g = 12/(4π) ≈ 0.95 suggests that
the transition from disordered behavior at low g to ordered behavior at high g is continuous,
there being no coexistence between the two phases. Asymmetries in the distributions likely
arise from the fact that these represent a finite number of samples.
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Figure 5.9: The characteristic length, η, of the exponential decay of the correlation function
defined in eq. (5.26) in a system of 64 dipoles in a periodic box under the nearest image
convention.
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Chapter 6

2D lattices

Dipolar molecular ensembles in two spatial dimensions have been the subject of extensive
study for their long-ranged, anisotropic, and tunable interactions, both on lattices and in
continuum systems [1]. Quasi-2D harmonically confined systems have been of interest both in
order to understand the circumstances under which such ensembles are stable to collapse [73],
as well as the ability of such ensembles to organize into exotic quantum phases of matter [4,
42, 43, 74–78]. The low energy spectrum of systems comprised of dipoles harmonically
confined loosely in two directions and tightly in the third, and polarized by an applied
electric field along the tightly confined direction so that the dipole-dipole interaction is purely
repulsive, is characterized by a roton minimum [73, 75, 79]. These quasi-2D systems appear
to collapse under insufficient trapping in the out-of-plane direction, allowing molecules to
explore the purely attractive region of the dipole-dipole interaction potential that leads to this
instability [73]. Under sufficiently tight confinement such systems organize themselves into
regular triangular lattices [4, 74] and have even been shown to exhibit more exotic phases
such as supersolid [76] phases and even a quantum mechanical crystalline phase which is
stabilized by zero-point motion of the trapped dipoles [78].

Dipolar quantum particles confined to two-dimensional optical lattices have also been
considered, showing a rich phase diagram here as well [12–14, 80]. Such systems are generally
described using an effective Hubbard model Hamiltonian [1], sometimes also including long-
ranged interactions [12]. On square optical lattices such systems possess a rich phase diagram,
including superfluid, supersolid, and Mott insulator phases [12–14, 81]. With triangular
optical lattice geometries, ensembles of dipolar particles possess a normal fluid phase in
addition to the Mott insulator, superfluid, and supersolid phases [80].

Previous research in this area has focused largely on fully polarized ensembles i.e. the
direction of polarization and effective electric dipole moment of the particles is taken as a
parameter to be varied [4, 12–14, 42, 43, 73–81]. This can be calculated by considering
the degree of polarization of a single dipole in a static electric field, e.g. using the linear
variational method described in section 5.1. Previous studies were performed with no ex-
plicit consideration of the rotational degrees of freedom of dipolar molecules. Implicit in this
assumption is a separation of energy scales for rotations and translations. For very dilute sys-
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tems where, on average, hB � Cdd/(4πr
3), such a separation of energy scales is valid, since

while the dipole-dipole interaction couples rotational and translational degrees of freedom,
it does so only weakly. However, for more dense systems with shorter average inter-particle
distances, translations and rotations become strongly coupled and it is no longer appropri-
ate to treat particles as completely polarized with an effective dipole moment. This chapter
describes the study of the behavior of dipolar molecular systems in two dimensions in which
the rotational motion of the molecules has been considered explicitly, utilizing the PIGS
method described in chapter 3 and applied to one-dimensional arrays of dipolar molecules
in chapter 5. For sections 6.1 and 6.2 translational degrees of freedom are not sampled, as
was the case in chapter 5. Considerations for simulating systems with translational degrees
of freedom are presented in section 6.3.

As with one-dimensional lattices, the particle positions in the current work were con-
sidered to be held at fixed lattice sites, as in a deep optical lattice, and are then governed
by the Hamiltonian of eq. (5.1), with the lattice defined now to be in the xy-plane. In 2D
the dipole-dipole potential is still not long-ranged (in the sense of energy diverging with
increasing system size) but for extended systems the energy is still slow to converge [82], a
fact that has consequences for the lowest energy ordering on triangular lattices. Unlike the
1D case, in 2D the Mermin-Wagner theorem does not prohibit a order-disorder (quantum)
phase transition even for a system with a continuous symmetry, such as the O(3) quantum
rotor model [64], discussed in section 5.2.

Taking this quasi-long ranged behavior into account can be accomplished by extending
the sum over interaction partners to all periodic images of interaction partners, instead of
just the nearest image [53] as was done in section 5.2. The effective Hamiltonian in this case
becomes

H =
N∑
i=1

L2
i

~2
− uni · ê + g

∑
j<i

∑
v

[
ni · nj
|rij + v|3

− 3
(ni · (rij + v))(nj · (rij + v))

|rij + v|5

]
, (6.1)

expressed in distance units of the lattice spacing between nearest neighbors, rlat, and where
u = dE/(hB) and g = Cdd/(4πhBr

3
lat) as in 1D systems. Here, the sum over v is the sum

over all vectors connecting the center of the main simulation box to the center of each of
its periodic images. Explicitly evaluating such a slowly convergent periodic sum would be
quite computationally costly during the course of a simulation and so it is necessary to take
a smarter approach. A popular choice, especially for continuum simulations, is the Ewald
sum approach, which can be modified for the dipole-dipole interaction [82]. In this method
the slowly convergent sum is broken up into two portions, one in real space and a second in
reciprocal space, both of which are relatively quickly convergent. This has the advantage of
being tunable, with a cutoff parameter effectively determining the trade-off between accuracy
and speed [53].

Utilizing the fact that the dipoles described by eq. (6.1) are at fixed positions throughout
the entire simulation allows for further simplification. In this case the extended periodic sum
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can effectively be precomputed by casting the interaction into the form

Vint = g
∑
j<i

ni · Sij · nj, (6.2)

where the tensor
Sij =

∑
v

(
1

|rij + v|3
I− 3

(rij + v)⊗2

|rij + v|5

)
(6.3)

can be computed before a simulation begins. This allows a much larger cutoff to be utilized
such that the sum over images converges for a given system size. It should be emphasized
that this extended periodic sum is not a replacement for a proper finite-sized scaling analysis.
As stated in section 5.2, particles are necessarily perfectly correlated with their own peri-
odic images, which can overemphasize long-ranged ordering. Nevertheless, explicitly treating
interaction ranges beyond those contained in the nearest-image approximation becomes im-
portant in studying dipolar systems on triangular lattices, as will be discussed further in
section 6.2.

6.1 Square lattices
Polar molecules confined to sites on a two-dimensional square lattice can be used as a model
for dipolar molecules confined on a deep optical lattice at unit filling, a simple extension
of the one-dimensional lattice work described in chapter 5. Just like the one-dimensional
lattice systems it is instructive to first examine all of the limiting cases.

The limit of g � 1 and u � 1 and the limit of g � 1 and u � 1 are essentially
the same as described in section 5.1, leading to a completely disordered phase and a phase
with only non-vanishing polarization oriented along the same direction as the electric field,
E, respectively. The limit of g � 1 is not necessarily as straight-forward, however. In
1D it is rather obvious, given the nature of the dipole-dipole potential, that the dominant
ordering is going to be alignment of all of the dipoles along the lattice axis, since this
represents a global minimum of the potential energy, with only a single family of local
minima represented by anti-ferromagnetic ordering perpendicular to the lattice axis. In 2D
it is no longer possible to make all interactions purely attractive, since there are always
next-nearest-neighbor repulsive interactions, although these are naturally weaker than the
nearest-neighbor interactions because the dipole-dipole potential decays as 1/r3. The best
possible arrangement is then likely to be to order things such that the nearest-neighbor
interactions are attractive.

Pictured in figure 6.1 are the considered ordering patterns on 2D square lattices, found
by considering what kinds of configurations on a square lattice will lead to attractive in-
teractions. This is aided by examining figures 1, 1, and 1 and remembering that the most
attractive interactions occur when dipoles are oriented tip-to-tail, figure 1 (b), while the anti-
parallel orientations perpendicular to the intermolecular axis are also attractive, figure 1 (a).
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Figure 6.1: The considered orderings in the limit g � 1 and u � 1 for a system of 16
dipoles with the primary simulation box outlined for reference. The lattice is in the xy-plane
with the z-axis coming out of the plane of the page. On top is one of the infinitely many
fully polarized orderings, on the left is one of four degenerate striped orderings, and on the
right is one of the two equivalent checkerboard orderings, where a dot (·) represents a dipole
oriented along the positive z-axis and a × represents a dipole oriented along the negative
z-axis. Their properties are described in the text.

By calculating the classical potential energy of these classes of configurations it is possible to
predict the relative stabilities of each: these are shown in figure 6.1 for several system sizes.
Of the three, energetically the striped pattern (bottom left panel in figure 6.1) is the most
energetically favorable. There are four such striped patterns, all related by a rotation about
the z-axis by nπ/2, where n ∈ Z. In this ordering each of the nearest-neighbor interactions
are attractive, although some of the next-nearest-neighbor interactions are repulsive. The
next most energetically favorable configurations are the family of fully polarized configura-
tions where all dipoles are polarized in the same direction in the lattice plane (top panel in
figure 6.1). This is interesting because, as pictured, only half of the nearest-neighbor inter-
actions are actually attractive, although the repulsive nearest-neighbor interactions are the
weaker variety where the orientation of one of the dipoles (depicted as being along the x-axis
in figure 6.1) is perpendicular to the inter-dipole axis between it and one of its repulsive
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Figure 6.2: The potential energies per particle of the striped, polarized, and checkerboard
orders as a function of system size with Cdd/(4πr

3
lat) = 1 a.u. and u = 0 under the extended

periodic sum convention with a cutoff radius of 500 lattice sites (left) and the minimum
image convention (a cutoff distance of half the side length of the square simulation box,
right). Notice that although the cutoff distance for calculating the potential energies are
different, the order of potential energies of the three classes of configuration remain the same
except for the case of 2 × 2 lattices. In this case striped configurations have the lowest
potential energy, polarized configurations slightly higher potential energy, and checkerboard
configurations have the highest potential energy.

neighbors (depicted as being along the y-axis in figure 6.1). All of the infinitely many fully
polarized configurations, related by an arbitrary rotation about the z-axis, are degenerate.
Finally the least stable, based on potential energy, of the three candidate classes of orderings
are the two checkerboard orderings (one is shown in the bottom right panel in figure 6.1),
which are related by inversion through the origin.

One more thing is evident by looking at figure 6.1, namely that boundary conditions
are very important. In particular, with the given simple periodic boundary conditions it is
necessary for the number of lattice sites on any given side of the lattice to be even. This is
because with an odd side length it becomes impossible to form a striped ordering or checker-
board ordering where all nearest-neighbor interactions are attractive at the boundaries of
the simulation box, effectively introducing a degree of frustration as the dipoles struggle to
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find a minimum energy configuration. This boundary induced frustration leads to spurious
results; in an infinite system it should be possible to create striped and checkerboard order-
ings where all nearest-neighbor interactions are purely attractive, leading one to conclude
that simulation boxes must contain an even number of rows and columns if one wishes to
approximate infinite systems with a finite number of dipoles.

With square lattice systems, for all but the smallest system sizes, the nearest image con-
vention predicts the same relative order of the potential energies of each of the candidate
orderings as does the extended periodic sum, depicted in figure 6.1. Because of the simplicity
of implementation of the nearest image convention simulations were therefore run using pe-
riodic boundary conditions with the nearest image convention rather than using an extended
periodic sum.

Finding an order-disorder phase transition requires the definition of an order parameter
and just as in the 1D case, it is necessary here to define an order parameter that takes on
the same value for each of the (four) striped orderings. The order parameter

φxy =
〈√

n2
x-stripe + n2

y-stripe

〉
, (6.4)

where the operators

nx-stripe =
1

N

∣∣∣∣∣∣
√
N∑

i=1

√
N∑

j=1

(−1)inx
i
√
N+j

∣∣∣∣∣∣ (6.5)

and

ny-stripe =
1

N

∣∣∣∣∣∣
√
N∑

i=1

√
N∑

j=1

(−1)jny
i
√
N+j

∣∣∣∣∣∣ (6.6)

pick out striped configurations with tip-to-tail interactions along the x- and y-axis, respec-
tively, fulfills this requirement. Equations (6.5) and (6.6) assume that the molecule in the
lattice site at the position ri = jx̂ + kŷ, in units of rlat, is identified by the particle index
i = k

√
N + j. In principle, this order parameter vanishes for a phase without striped order

and has a maximum value of 1 in the case that the system exhibits striped ordering. In prac-
tice, as with the absolute value order parameter defined for 1D lattice systems, eq. (5.16),
φxy will never quite vanish for a finite-sized system since each configuration will likely pos-
sess a small, non-zero value of this particular order parameter. The two additional order
parameters

φcheckerboard =

〈
1

N

∣∣∣∣∣∣
√
N∑

i=1

√
N∑

j=1

(−1)i+jnz
i
√
N+j

∣∣∣∣∣∣
〉

(6.7)

and

φj-polarization =

〈
1

N

∣∣∣∣∣
N∑
i=1

nji

∣∣∣∣∣
〉
, (6.8)
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with j = x, y, z, were used to probe for checkerboard ordering and j-axis polarization,
respectively. With square lattice systems no evidence of these latter two orderings was
found in any of the PIGS simulations performed.
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Figure 6.3: Demonstration of the convergence of the quantities φx = 〈nx-stripe〉 and φy =
〈ny-stripe〉 with respect to the imaginary time step, τ , for a 7 × 7 lattice of dipoles with
g = 100. Having an odd number of rows and columns in the lattice explains the low values
for φx and φy, which would be expected to be around 1/

√
2 for a fully ordered system without

boundary induced frustration.

Figures 6.1 and 6.1 demonstrate the convergence of the x- and y-stripe order parameters,
φx = 〈nx-stripe〉 and φy = 〈ny-stripe〉, respectively, with respect to τ and β for a very strongly
interacting system (g = 100) with no applied electric field. While both of these figures
were generated with a 7 × 7 lattice, meaning the character of the order exhibited by these
systems is different than is expected for systems with an even number of rows and columns
due to the aforementioned frustration, this is unlikely to impact the convergence behavior of
these simulations. This is because the convergence behavior at these interaction strengths
is primarily impacted by the energy scales of the system which are not impacted by the
boundary conditions.

The behavior of the combined φxy order parameter as the interaction strength g is in-
creased at zero field is demonstrated in figure 6.1 for three different system sizes: 6×6, 8×8,
and 9× 9. Contrary to what was seen in 1D lattice systems for systems with 6 and 8 dipoles
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Figure 6.4: Demonstration of the convergence of the quantities φx = 〈nx-stripe〉 and φy =
〈ny-stripe〉 with respect to the imaginary time path length, β, for a 7 × 7 lattice of dipoles
with g = 100. Again, having an odd number of rows and columns in the lattice explains the
low values for φx and φy, which would be expected to be around 1/

√
2 for a fully ordered

system without boundary induced frustration.

(figure 5.2), here there appears to be very little difference between the 6× 6 lattice and the
8× 8 lattice. There could be for several reasons for this. One possibility is that it is possible
that this system is simply converged, and does not exhibit strong finite sized effects. This
being the case, it would appear that this is not actually an order-disorder phase transition
but rather a gradual crossover from the non-interacting to the strongly interacting limit.
The other possibility is that the system is poorly converged and exhibits strong finite-sized
effects. This would not necessarily be surprising, since while the number of dipoles in the
system almost doubles, the linear extent of the system increases only slightly. Since the
dipole-dipole potential decays relatively slowly in two dimensions it is then possible that
for all system sizes considered here, the furthest pair of molecules is still relatively strongly
interacting. Without simulating significantly larger systems, which could be well beyond the
current capacities of such PIGS simulations which are described below, trying to pin down
the location of the transition, or indeed whether there is a phase transition at all or just a
finite-sized crossover, is highly speculative. However, on the basis of these two data points
it does appear that there is some sort of transition or crossover near g = 2.5.
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Here it is instructive to briefly consider the computational demands of the PIGS method.
Since the PIGS Monte Carlo method scales roughly quadratically with number of particles
for systems with pairwise interactions, and doubling of the linear extent of the system re-
quires quadrupling the system size, scaling up system size in two dimensions is already quite
challenging, especially relative to one dimensional systems. One may be tempted to assume
that this is no problem, since classical Monte Carlo simulations routinely simulate hundreds
to thousands of classical particles [53], but there is a complication to PIGS that makes this
comparison unfair. In addition to scaling with system size, it is also necessary to consider the
number of time slices required for a PIGS calculation, especially for a strongly interacting
system. For a strongly interacting system it is not uncommon to require on the order of 100
time slices. This means that for a system of 81 particles on the order of 8000 beads are being
simulated, comparable to 8000 classical particles. A medium sized PIGS simulation is thus
comparable to a relatively large classical simulation! Like classical Monte Carlo, PIGS is
also quite parallelizable, and more sample configurations can be generated simply by running
multiple copies of a simulation with different initial conditions in parallel. Nevertheless, the
simulations in figures in this section took tens of thousands of CPU hours per data point to
generate on a medium sized computational cluster.

One last thing to note is the behavior of the results for 9×9 lattices in figure 6.1. Despite
the 9×9 system being only slightly larger than the 8×8 lattice in terms of linear extent, the
maximum value of φxy actually decreases dramatically, the maximum value being essentially
halved. This is a reflection of the fact that there is no simple way to form a striped phase
where all nearest-neighbor interactions are purely attractive for this lattice size, highlighting
the necessity of having an even number of rows and columns. Additionally, it would appear
that in the case of the 9× 9 lattice the system is not well characterized by any of the other
simple orderings, e.g. the checkerboard ordering, or polarization along the x-, y-, or z-axes,
etc., as shown in figure 6.1; further study is required to determine if the system is ordered
in another fashion not yet considered. Since this effect arises from inappropriate boundary
conditions (because dipoles at the boundary are unable to achieve as many favorable nearest-
neighbor interactions as molecules in the center of the simulation box, i.e. they experience
frustration as discussed above) it is expected to diminish with system size. This is because the
boundary length scales linearly with system extent, i.e. the number of rows and columns,
and the area grows quadratically. Thus for larger system sizes the number of frustrated
molecules will represent a smaller fraction of the total system.

6.2 Triangular lattices
Like square lattice systems, triangular lattice simulations can be used as a model for dipolar
molecules confined to deep optical lattices, with dipoles still described by the Hamiltonian
in eq. (6.1), with, again, u = dE/(hB) and g = Cdd/(4πhBr

3
lat) as in 1D systems. This

geometry is particularly interesting since for completely polarized dipoles in two dimensions
(with the polarization perpendicular to the plane of the system), or in quasi-2D geometries
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Figure 6.5: The order parameter, φxy, as a function of the interaction strength, g, with no
applied field, i.e. u = 0, for 6× 6, 8× 8, and 9× 9 lattices. From this plot it is evident that
while going from a 6 × 6 to an 8 × 8 lattice represents almost a doubling in system size in
terms of the number of particles, there is almost no difference in the behavior of φxy, due
to strong finite size effects in 2D. Also of note is the fact that the effect of going from an
8 × 8 lattice to a 9 × 9 lattice actually results in a decrease in the polarization, a result of
frustration due to an unphysical boundary condition (see text).

where there is tight confinement in the perpendicular direction, in the absence of an optical
lattice potential the formation of a triangular crystalline phase is predicted [4, 74, 78]. In such
systems, at densities typical of optical lattice experiments, where average nearest-neighbor
intermolecular distances are on the order of ≈ 500 nm [25] and with non-vanishing static
electric fields, i.e. for g � 1 and u > 0, it is reasonable to assume that the particles can
be treated as perfectly polarized with some effective dipole moment that is related to an
applied electric field, as previously discussed in the introduction of this chapter. However,
as the density of such self-assembled crystals is increased, the validity of this assumption
breaks down since the dipole-dipole potential energy scale for nearest-neighbor interactions
becomes commensurate with the rotational energy scale, i.e. g ≈ 1. Thus at a certain
density the rotational degrees of freedom can no longer be neglected, and since the dipole-
dipole potential energy can be attractive as well as repulsive it would seem that the stability
of such systems then comes into question [73].
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Figure 6.6: The checkerboard (φcheckerboard), fully polarized (φj-polarization), and striped (φxy)
order parameters as a function of the interaction strength, g, with no applied field, i.e. u = 0,
for a 9 × 9 square lattice system. The order parameters here are defined in equations (6.4)
— (6.8).

Since the instability will arise from the dipolar molecules sampling the attractive portions
of the dipole-dipole potential (see figures 1 and 1), which becomes favorable when g ≈ 1 and
g > u, dipoles held at fixed positions on a triangular lattice can be used as a simple model to
probe the stability of self-assembled dipolar systems. Under this approximation, the onset
of an ordered phase in which molecules are all polarized in the lattice plane would signal
the collapse of the ensemble in the case that the dipoles were allowed to translate, since
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the dipoles would then tend to stack up tip-to-tail in the direction of polarization, leading
to an instability similar to that found in polarized ensembles with insufficient transverse
trapping [73]. For a given dipole moment, the critical interaction strength, g = gc, will be
related to the lattice spacing and hence to a critical particle density; ensembles with densities
above this density, ρc, will likely be unstable. It should be noted that because the dipoles
are held fixed under the current model and in realistic systems they are free to translate,
this estimate of ρc is likely an upper bound and to truly probe the instability in detail would
require a careful study of simulations with both translations and rotations.

AB

C

D

E

B A D

C

B

E

D

Figure 6.7: The geometry of the hexagonal periodic simulation box. Corresponding points
on the boundary are labeled with the letters A – E.

More so than in the case of 2D square lattices, careful consideration must be given to the
boundary conditions, to the extended periodic sums over lattice positions, and to what sorts
of orderings are favored. Figure 6.2 shows the geometry of a hexagonal periodic simulation
box, with corresponding points on the boundaries explicitly labeled. The proposed orderings,
found by considering highly ordered and highly symmetric classical configurations, that are
depicted in figure 6.2, include a possible striped and fully polarized ordering. Unlike in
square lattices, there is no way to arrange a checkerboard pattern where all nearest-neighbor
interactions are attractive on a triangular lattice.
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Figure 6.8: The considered orderings in the limit g � 1 and u� 1 for a system of 12 dipoles
with the primary simulation box outlined for reference. On the left is a fully polarized
ordering, which is degenerate with all other configurations that are fully polarized in the
lattice plane, and on the right is one of six degenerate striped orderings, two along each
of three triangular lattice axes. The dipoles not pictured on the right and top boundaries
correspond to particles on the opposite boundary.

Shown in figure 6.2, utilizing the nearest image convention, are the energies of these
proposed classical configurations. For the smallest system size, the striped configurations,
two for each of three lattice directions, appear to be the lowest in energy. For larger sys-
tems and all systems with an extended periodic sum over periodic images, as described in
the introduction of this chapter, using a sufficiently long cut-off, the lowest energy of the
considered classical configurations are the fully polarized configurations, with all rotations
about the (transverse) z-axis of the fully polarized configurations being degenerate as in the
square lattice case.

In early simulations it was found that utilizing a rectangular simulation box with periodic
boundaries to simulate the triangular lattice system led to breaking of the degeneracy of the
fully polarized configurations pictured in figure 6.2, as well as a breaking of the degeneracy
of the six equivalent striped configurations. Through experimentation it was found that
utilizing a hexagonal periodic simulation box, the geometry of which is pictured in figure 6.2,
was sufficient to restore these degeneracies. This highlights the fact that in two dimensional
systems more than in one dimensional systems, because of the anisotropy of the dipole-dipole
interaction and the rotational degrees of freedom, the effects of the geometry of a system
must be taken into consideration when designing simulations.

Establishing that the lowest energy classical configurations are the fully polarized ones,
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Figure 6.9: The classical potential energy per particle of striped and polarized configurations
as a function of system size, with Cdd/(4πr

3
lat) = 1 a.u. and u = 0 in a hexagonal unit cell

under the periodic sum convention with a cutoff radius of 100 lattice sites (left) and the
minimum image convention (right). Notice that, as in the square lattice case (figure 6.1),
the nearest image convention predicts erroneously that the striped configurations have lower
potential energy than the fully polarized configurations for the smallest system size.

an order parameter which detects this ordering can be defined as

φpol =

〈√√√√( 1

N

N∑
i=1

nxi

)2

+

(
1

N

N∑
i=1

nyi

)2〉
, (6.9)

which measures the degree of total polarization of the system. Unlike the square lattice
simulations an external electric field, applied along the z-axis (perpendicular to the lattice
plane), is included. It is then interesting to track the degree of polarization in the z-direction
with the signed order parameter

φz =

〈
1

N

N∑
i=1

nzi

〉
. (6.10)

This does not require a root mean squared average since there is naturally a preferred
direction.



CHAPTER 6. 2D LATTICES 74

As with our previous studies in chapter 5 as well as in section 6.1, it is necessary to
establish convergence with respect to imaginary time step and imaginary time path length.
This is demonstrated in figures 6.2 and 6.2, respectively. Convergence with respect to τ was
tested for the case u = 3 and g = 3, depicted in figure 6.2. Convergence with respect to β
was tested with u = 3 and a variety of values of g ranging from 0 to 3, and is summarized
in figure 6.2. For both τ and β convergence a wave function formed by taking the product
of single particle wave functions of the form described in eq. (5.13) was employed, with the
single parameter, α, optimized for u = 3 as described in section 5.1. The behavior of φpol
as a function of τ shown in figure 6.2 is essentially as one would expect, varying roughly as
O(τ 6) for small τ , consistent with the sixth-order propagator, eq (3.77), employed in these
simulations. Also shown in figure 6.2 is the behavior of φz vs. τ . This shows that φz does
not vary appreciably with τ , indicating that the behavior of this quantity is less dependent
on the length of the small time step than is φpol.

Figure 6.2 (bottom panel) shows the behavior of φz as a function of β. When g = 0
(the non-interacting case) there is essentially no variation of φz with respect to β since the
trial wave function employed, eq. (5.13), is a very good approximation to the exact ground
state single particle wave function of the system, eq. (5.8). For all values of g > 0, φz decays
roughly exponentially toward an asymptotic value which depends on the value of g, roughly
as one expects based on the results of section 3.1. Also depicted in figure 6.2 (upper panel)
is the behavior of φpol as a function of β. This shows essentially the same sort of exponential
decay toward and asymptotic value for g = 0 to 1 and from g = 1.75 to 3. The solid lines
for g = 1 and g = 1.75 are drawn to guide the eye. At intermediate values there is more
complicated behavior and especially at g = 1.25 it is not clear if φpol has even converged at
the longest β simulated. One possible explanation for this behavior is that for intermediate
values of g the system is poorly described by a product of single particle wave functions, e.g
if correlations between distant particles become important. This could indicate a greater
correlation length for these values of g, a possible sign of a phase transition [68].

With suitable values for τ and β determined to ensure convergence of the quantities of
interest (i.e. φpol and φz), namely τ = 0.0375 (2πB)−1 and β = 5.1 (2πB)−1, a series of
simulations were run with variable g and u. First, examining the behavior of φz, shown in
figure 6.2, it is seen that the transverse polarization decreases as the external field strength is
decreased, and vanishes in the limit of no field. Also, as expected, the transverse polarization
vanishes as the interaction strength is increased. The order parameter φz appears to decrease
slowly, with no clear sharp transition from unpolarized to polarized, as will be seen in the
behavior of φpol over the same intervals, described below. This lack of a sharp transition for
φz can be more easily seen in figure 6.2.

Turning to the behavior of φpol in figure 6.2, it is seen that there does now appear to
be a sharp crossover between a disordered regime at low interaction strengths and a regime
characterized by a high degree of polarization in the lattice plane at higher interaction
strengths. Examining figure 6.2 it appears that this crossover occurs near gc ≈ 1 for all field
strengths. There does appear to be some variation of this crossover point with the external
field strength but this variation appears to be only very weak. Interestingly, this transition
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Figure 6.10: Convergence of the order parameters φpol and φz with respect to τ for a system
of 48 dipoles on a triangular lattice with u = 3 and g = 3, using a single particle trial wave
function of the form in eq. (5.13).

from disorder to order occurs near the same value of gc found for 1D lattice systems and is
characterized by a similar type ordering in the ordered regime as was found in the case of
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Figure 6.11: Convergence of the order parameters φpol and φz with respect to β for a system
of 48 dipoles on a triangular lattice with u = 3 and τ = 0.0375 (2πB)−1, using a single
particle trial wave function of the form in eq. (5.13). The lines highlight the limits of the
transition region, see the text for a discussion of these result.
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Figure 6.12: Transverse polarization, φz, vs. u and g for a system of 48 dipoles on a triangular
lattice with β = 5.1 (2πB)−1 and τ = 0.0375 (2πB)−1, using a trial wave function of the
form in eq. (5.13). The quantity φz vanishes with vanishing electric field, u = 0, and also
vanishes with increasing interaction strength, g.

1D lattice systems in the absence of external fields.
Of course it is necessary to perform simulations with larger system sizes to determine if

this crossover is a phase transition or not, and to determine the precise value of gc at which
this transition occurs. Though it would be interesting to study the dependence of system
size on this transition, at the very least these simulations demonstrate the existence of a
crossover in a finite-sized system. It thus has applicability to finite clusters of molecules. In
order to conclude anything more definitive it would be necessary to perform simulations of
much larger system sizes. The allowable system sizes, based on the boundary conditions,
are given by N = 3K2, where K is an even integer. This means that after N = 48 particles,
the next largest system size is N = 108 particles, more than a doubling of the number of
particles, with the next system size larger than that being N = 192 particles. For the reasons
outlined in section 6.1, this presents a challenge, computationally.

Nevertheless, because a crossover is observed, it strongly suggests that self-assembled
dipolar crystals will exhibit the hypothesized instability, warranting further study including
simulation of both rotations and translations simultaneously. It should be noted that for
typical polar molecular species this crossover will occur at very small average intermolecular
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Figure 6.13: Transverse polarization, φz, vs. g for a system of 48 dipoles on a triangular
lattice with β = 5.1 (2πB)−1 and τ = 0.0375 (2πB)−1, using a trial wave function of the
form in eq. (5.13). This shows the same data as in figure 6.2 but presented in a way to
highlight the gradual decay of the z-polarization as the interaction strength is increased.

spacings, on the order of 10 nm, or equivalently, at very large densities. This suggests that
for systems at experimentally relevant densities [25, 83], even with very weak external fields
the crystalline phase will likely be quite stable.

6.3 PIGS simulations of dipolar molecular ensembles
with translational degrees of freedom

Studying systems with both translational and rotational degrees of freedom to probe this
stability, using PIGS simulations with both translational and rotational degrees of freedom,
as described in chapter 3, has proven problematic thus far. A significant problem is that
without a suitable trial wave function and short ranged repulsive potential, the simulations
are often "trapped" in deep potential energy minima. This happens when an update trans-
lates or rotates a set of particles into a configuration where the dipole-dipole potential is
attractive. Since the Metropolis algorithm on which the PIGS method relies always guaran-
tees acceptance when transitioning from a less probable path to a more probable path (see
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Figure 6.14: φpol vs. u and g for a system of 48 dipoles on a triangular lattice with β = 5.1
(2πB)−1 and τ = 0.0375 (2πB)−1, using a trial wave function of the form in eq. (5.13). A
sharp transition from φpol = 0 to a finite value of φpol is found near g ≈ 1 for all values of u.

section 3.2) and more probable paths tend to have lower potential energies because of the
form of the propagator in eq. (3.72), such moves are likely to be accepted with near unit
probability unless the particle has been moved a great distance and is rejected on the basis
of the kinetic energy portion of the propagator. Once in one of these potential wells the odds
of escape are slim, though not vanishing, assuming that the 1/r3 nature of the potential does
not lead to a spurious floating point infinity value.

An example of this difficulty can be seen in simulations of the Hamiltonian for a system
of two-dimensional translating and rotating dipoles in an external electric field and with a
harmonic trapping potential confining them to the center of a harmonic trap,

H =
N∑
i=1

−λ̃∇2
i +

L2
i

~2
− unzi +

w|ri|2

2
+ g

∑
j<i

[
ni · nj
|rij|3

− 3
(ni · rij)(nj · rij)

|rij|5

]
, (6.11)

where λ̃ = ~2/(2mr20hB), w = mω2r20/(hB), all distances are expressed in terms of r0, and all
energies expressed in terms of the rotational energy, hB. In this case, even for dilute systems
with relatively strong transverse polarizing fields and relatively weak harmonic confinement,
this collapse is observed when g ≈ 4.6× 10−4 � gc ≈ 1.
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Depicted in figure 6.3 is a plot of the radial pair distribution function for dipoles described
by eq. (6.11) with λ̃ = 4.8× 10−5, g = 4.6× 10−4, w = 1.1× 10−10, and u = 2.3. In this case
the trial wave function employed was of the form

Ψ(X) =
N∏
i=1

e−r
2
i /(2σ

2)+α cos θi , (6.12)

where the variational parameter σ was optimized in the presence of dipole-dipole interactions
between polarized dipoles and the parameter α was optimized considering only the inter-
action of a single dipole with an external field as described in section 5.1. This simulation
was part of a series of simulations undertaken to determine suitable simulation lengths by
computing simulation-time autocorrelation lengths for quantities of interest, in particular
the radial distribution function, g(r) [68], which is the probability, given a particle at the
origin, of finding a particle a distance r away. Initially the simulation time autocorrelation
time was found to be very long, especially for quantities that depend on the translational
degrees of freedom and so larger magnitude moves were attempted to try to mitigate this
effect. Over the course of these simulations it became apparent that the radial distribution
function was being dominated by a feature at r = 0, the dominant peak in figure 6.3. This
peak results from very many of the pairs of molecules being found at very small intermolec-
ular separations, likely a result of the pairs being ensnared by the infinitely deep, attractive
portion of the dipole-dipole interaction potential.

This can be somewhat mitigated, or at least the numerical issues fixed, by introducing
either a suitable trial wave function which penalizes particles being very near one another,
such as a Jastrow wave function [84], or a purely repulsive radially symmetric short range
potential, perhaps of the form [75]

Vsr(r) =
σ12
r12

, (6.13)

or both, since this would stabilize the system against collapse. In the latter case, which
introduces a potential which is difficult to justify (or to simply parameterize) without micro-
scopic calculations (see below), the system would naturally avoid pathological configurations
where all dipoles are stuck on top of each other, thus avoiding the behavior demonstrated
in figure 6.3. However, it would still be possible for the dipoles to all clump together at a
new potential minimum, as shown schematically in figure 6.3 for a dipole-dipole potential
with added short range repulsion. Without a trial wave function that explicitly penalizes
this behavior, this tendency to form form clusters would certainly still exist. This would be
a manifestation of the same collapse effect demonstrated in figure 6.3, albeit with much less
risk of numerical stability issues during quantum Monte Carlo simulations.

There are many ways to design wave functions which discourage this sort of agglomeration
of molecular dipoles. One popular trial wave function used to simulate molecular fluids is a
variational Jastrow wave function with the McMillan pseudopotential [84],

Ψtrial(X) =
N∏
i=1

∏
j<i

e
− 1

2

(
b

rij

)a

(6.14)
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Figure 6.15: Plot of g(r) for a system of 19 trapped polarized dipoles described by Hamilto-
nian (6.11) with λ̃ = 4.8 × 10−5, g = 4.6 × 10−4, w = 1.1 × 10−10, and u = 2.3. Notice the
peak at r = 0 indicating pairs of dipoles which lie directly on top of one another.

commonly used to simulate ultracold 4He fluids [41] and clusters of molecular para-hydrogen [85].
This form of the wave function can be optimized variationally using variational Monte Carlo
given a model potential to optimize the two parameters, b and a [84]. This form of the trial
wave function discourages molecules from getting too close to one another, as desired, but,
as written, does not account for any anisotropy in the interaction potential. Still, this form
of the trial wave function may be useful, either in its own right or as a starting point for
developing more complicated trial wave functions.

Optimization of a Jastrow trial wave function requires an accurate model potential, which
can be accomplished by adding a carefully parameterized potential of the form in eq. (6.13)
to the dipole-dipole interaction potential or by calculating the potential using ab initio quan-
tum chemistry methods, as has been done for noble gas dimers [86]. The latter approach
has the advantage of being somewhat easier to justify on the grounds of microscopic cal-
culations at the expense of being more computationally demanding. To this end electronic
structure calculations of the counterpoise-corrected [87] interaction potential energy of LiH–
LiH, treating each of the two LiH units as rigid rotors, were performed using the quantum
chemistry program Psi4 [88] using the CCSD(T)/aug-cc-pcVTZ method [89–91]. Under the
interacting rigid rotor approximation with the intermolecular axis being defined to be along
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Figure 6.16: An example of how the dipole-dipole potential is modified by the addition
of a short ranged repulsive potential of the form in eq. (6.13) for a configuration where
both dipoles are parallel to the intermolecular axis, aligned tip-to-tail. Notice the potential
minimum at some distance r > 0 replacing the infinite attraction at r = 0.

the z-axis the four internal coordinates of the system are the distance between the centers of
mass of the two LiH molecules, r, the polar angle of the orientation of each of the molecules
with respect to the intermolecular axis, 0 ≤ θA, θB ≤ π, and the difference between the az-
imuthal angles of the orientations of the two molecules, 0 ≤ φ = φA− φB ≤ π. As described
in reference [92] calculations of the interaction potential were carried out on an 11 point
Gauss-Legendre grid in θA and θB, an 11 point Gauss-Chebyshev grid in φ, and a radial
grid ranging from 4 to 15 Å in steps of 0.5 Å and from 15 to 30 Å in steps of 1 Å. After
accounting for the cylindrical symmetry this grid contains 27,588 unique points.

To facilitate calculations with this potential it is necessary to have some method of
interpolating between grid points. A function of the form [92]

V (r, θA, θB, φ) =
∑
LA

∑
LB

∑
L

vLALBL(r)ALALBL(θA, θB, φ), (6.15)

with

ALALBL(θA, θb, φ) =

min(LA,LB)∑
M=−min(LA,LB)

(
LA LB L
M −M 0

)
CLA
M (θA, φ)CLB

−M(θB, 0), (6.16)
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where CL
M(θ, φ) are Racah normalized spherical harmonics, is used to describe the angular

coordinates. The radial functions, vLALBL(r), are constructed by first projecting the full po-
tential energy function, V (r, θA, θB, φ), onto a particular angular function, ALALBL(θA, θb, φ),
by evaluating the integral

vLALBL(ri) =

∫ π

0

dθA

∫ π

0

dθB

∫ π

0

dφ sin(θA) sin(θB)A∗LALBL
(θA, θB, φ)V (ri, θA, θB, φ) (6.17)

at each of the radial quadrature points, ri, using numerical integration of the potential
V (r, θA, θB, φ). For each set of LA, LB, and L an interpolation between the points on the
radial grid, ri, is performed using the reproducing kernel Hilbert space method [92, 93]. To
facilitate extrapolation of the potential energy at long ranges the radial potential energy
functions were also fit to functions of the form [92]

vLALBL(r) =
∑
n

−CLALBLn

rn
, (6.18)

with the allowable values of n determined from physical considerations of the types of inter-
actions that exist between pairs of molecules [92, 94], using a least squares fitting procedure.
The short range and long range potentials can then be stitched together using a function
which smoothly switches from the short range to the long range potential as described in ref-
erence [92]. A selection of the computed potential energy curves evaluated on the numerical
grid is shown in figure 6.3.

The potential energy curves shown in figure 6.3 leave a bit to be desired, however. At the
inner cutoff radius of 4 Å the interaction potential is still attractive for some configurations
and there is no physically motivated way to extrapolate toward a separation of 0 Å in
a way that yields a repulsive potential. Consequently the existing problems with purely
attractive potentials remain. This suggests that current calculations should be extended to
r < 4 Å where the potential should become repulsive due to Coulomb repulsion between the
molecules.

Once the nature of the interaction potential at short range has been determined, then
the potential may be used to variationally optimize a trial wave function of the form in
eq. (6.14) as discussed above. While the pure Jastrow form of eq. (6.14) is not anisotropic,
unlike the interaction potential, especially at intermediate ranges, this is expected to pose
little problem as the repulsive potential at short ranges should be much less anisotropic
than at intermediate ranges. Moreover, despite the lack of anisotropy this form of trial
wave function should still discourage the unwanted clumping of dipoles by discouraging
sampling of configurations where dipoles are very close to one another. If it turns out to be
necessary, this form of trial wave function may be further reformed by changing the form to
an anisotropic Jastrow wave function such as

Ψtrial(X) =
N∏
i=1

∏
j<i

e−
1
2
u(ni,nj ,rij) (6.19)



CHAPTER 6. 2D LATTICES 84

5 10 15 20 25 30

r / Å

0.03

0.02

0.01

0.00

0.01

0.02

0.03

In
te

ra
ct

io
n
 p

o
te

n
ti

a
l 
e
n
e
rg

y
 /

 a
.u

.

θA =2.39, θB =0.75, φ=1.00
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Figure 6.17: A sample of the counterpoise-corrected interaction potential for a pair of inter-
acting LiH2 molecules calculated at the CCSD(T)/aug-cc-pcVTZ level of theory. The angles
describe the relative orientations of the pairs of molecules, with the coordinate system used
described in the text. The inner cut off at 4 Å appears to be too large as there are still
relative orientations where interactions are attractive.

with
u(ni,nj, rij) =

α

r12ij
+ β

(
ni · nj
r3ij

− 3
(ni · rij)(nj · rij)

r5ij

)
, (6.20)

where α and β are variational parameters to be optimized by using the variational Monte
Carlo method, mentioned above. This form of trial wave function would introduce a degree of
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anisotropy, building off the fact that the real interaction potential is expected to be roughly
dipolar at intermediate distances.
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Chapter 7

Engineering interactions with polar
molecules

Because of the tunability and relatively long range of their interactions, ultracold polar
molecules offer a route to controllably study a diverse set of phenomena. In contrast to
ultracold atomic ensembles, which largely interact primarily through relatively short ranged
van der Waals interactions that vary with distance as 1/r6, limiting the types of Hamiltonians
that are realizable with atomic systems, polar molecules interact via the relatively long
ranged dipole-dipole interaction potential. Furthermore, the nature and strength of this
interaction can be modified through the careful application of external static and time-
varying electric and magnetic fields. The anisotropy of the dipole-dipole interaction potential
(see figures 1 and 1) may also conceivably be used to generate effective Hamiltonians which
are not realizable with the isotropic van der Waals interactions of ultracold atoms. For
these reasons, lattice confined cold and ultracold molecules have been proposed as an ideal
platform to replace the more weakly interacting ultracold atomic ensembles in the study of
models of condensed matter phenomena and quantum information processing [1, 95].

On the condensed matter phenomena side of things, there have been numerous proposals
to study quantum magnetism, superfluidity, and exotic topological phases of matter [32] with
dipolar molecules. Proposals have been made to simulate quantum spin models using open
shell molecules, with a single unpaired valence electron, where the effective spin-spin interac-
tion is mediated through a combination of the dipole-dipole interaction, modulated through
the careful application of near-resonant microwave fields, and spin-rotational coupling [3,
96]. In these cases the nature of the interaction can be adjusted by changing both the tuning
of the microwave field frequency as well as the polarization, allowing for the creation of a
diverse set of spin textures [3]. Such interactions are naturally quite weak, although still
stronger than those found in atomic systems, owing to the relatively large spacings between
lattice sites in optical lattices (typically on the order of several hundred nanometers). How-
ever, the development of nanoplasmonic lattice technology [72] for polar molecules would
pave the way for much stronger effective interactions with such open shell molecules.

In addition to utilizing an actual spin degree of freedom to realize effective lattice models,
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there have been numerous other proposals to realize Hamiltonians important in solid state
systems. For instance there are numerous proposals to generate effective Hubbard-type
Hamiltonians using polar molecules [12–14], including models where a subset of the hyperfine
states of closed shell molecules is used as the Hilbert space of an effective spin degree of
freedom [15, 17]. Effective t-J type models have been proposed utilizing dressed rotational
states of molecules confined to optical lattices [18, 19], which may offer an opportunity to
study superconductivity on a highly tunable platform. Also utilizing these field dressed
rotational states are models of quantum magnetism, including proposals to realize quantum
XXZ models [21, 23, 24] and an actual experimental implementation of an effective XY
model [25].

As well as providing an avenue towards realizing models of superconductivity or super-
fluidity and quantum magnetism, polar molecular ensembles confined to optical lattices have
also been proposed as candidates for engineering tunable models of energy transfer in con-
densed matter systems. Optical lattice confined polar molecules have been the basis for a
proposal for realizing a model of excitonic energy transfer with tunable impurity interactions
using a dual species lattice of closed shell (1Σ ground state) polar molecules with the inter-
actions being adjustable through application of static electric [97] and combined electric and
magnetic fields [16]. Optical lattice confined molecules have also been proposed as platform
for the realization of a system in which the interactions between excitons is tunable, also
using optical lattice systems of 1Σ ground state molecules with static electric fields [22]. The
latter allows for the study of the role of exciton interactions in energy transfer in condensed
matter systems. There have even been proposals to realize controllable models of energy
transfer in the presence of a tunable phonon bath, where the bath arises naturally through
the dipole-dipole interactions between molecules in adjacent optical lattice sites, effectively
coupling the motion of molecules on different lattice sites [20].

Much of this work on quantum simulation with polar molecules goes hand-in-hand with
proposals for quantum computation with trapped polar molecules. Again, as with quantum
simulation, the chief advantage is the tunability of interactions between molecules. Lattice
confined polar molecules in static electric fields with an appreciable gradient provide the
oft-desired single-site addressability that allows for operations on single qubits, while the
non-vanishing dipole-dipole interaction between polar molecules aligned in an external field
provides a mechanism for generating entanglement [26, 27, 30]. Work has also been done
on generating entanglement through the application of pulsed electromagnetic field interac-
tions [29, 31] to entangle either pairs of molecules or molecules interacting with an auxiliary
lattice filled with Rydberg atoms [28].

The uniting factor for all of these applications to the study of condensed matter phe-
nomena and quantum information processing is that polar molecules can be utilized as a
unique architecture for engineering interactions between particles at distance. This is due to
their strong interactions with external electric fields and their relatively strong, long-ranged,
and anisotropic interactions, compared to alternative platforms such as ultracold atomic
ensembles.

This chapter begins with a proposal to realize a topological phase of matter in a system
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of optical lattice confined polar molecules in section 7.1. Then in section 7.2 polar molecules
confined to optical lattices are proposed as a platform to implement a a system possessing
interesting spectroscopic behavior, with a phase transition from a phase exhibiting linear
scaling of the single photon spontaneous emission for relatively weakly interacting systems
to a phase exhibiting quadratic scaling of the single photon spontaneous emission rate for
strongly interacting systems. Finally, a scheme for controllably generating entanglement in
the rotational states of pairs of molecules is explored in section 7.3.

7.1 Hamiltonian engineering with 2Σ ground state
molecules

One of the most important considerations in the quantum information processing field is
fault tolerance against environmental perturbations and against experimental imperfections.
The introduction of minor errors due to the qubit states evolving under the influence of
uncontrolled external factors such as stray electric or magnetic fields can lead to logical
errors, leakage from the logical space, or decoherence of the qubit states, all of which result
in the loss of information. The inability of real experiments to achieve perfect single qubit
manipulations can also lead to incorrect operations being inadvertently performed. One
theoretically promising avenue to deal with both of these problems at once is encoding the
state of the system in a topological phase of matter [32]. A topological phase is characterized
by a non-local order parameter and a finite gap between its (possibly degenerate) ground
state(s) and all excited states and is naturally protected against local perturbations [32].
Excitations from the ground state in such systems are found to not necessarily be Bosons
or Fermions but may be so-called “anyons” which possess fractional braiding statistics so
that they make take on phases other than 1 or −1 under particle exchange; the braiding
operation may even be used to enact universal quantum gate operations in the case of certain
non-Abelian Anyons [32].

One particular example of a system that has a topological phase is the quantum dimer
model on a triangular lattice at the RK point [98]. Such a quantum dimer model, though
never found in nature, may describe the effective behavior of an extended Bose-Hubbard
model, as described in refs. [99, 100]. This suggests a possible implementation with lat-
tice confined dipolar molecules, since potential implementations of such models have been
described previously in systems of dipolar molecules [1]. In this case the Hubbard model
Hamiltonian is defined on a Kagome optical lattice [101] and is of the form [99, 100]

H = −
∑
〈i,j〉

tij

(
c†icj + h.c.

)
+ U0

∑
i

n2
i + U

∑
i,j∈7

ninj + V
∑

i,j∈./,/∈7
ninj, (7.1)

with V < U � U0, where the third term is a repulsive term due to two particles existing on
the same “hexagon” and the fourth is a repulsive term due to two particles existing on the
same “bow-tie” but on different “hexagons.” The meaning of these two terms is illustrated
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in figure 7.1. At 1/6th filling this model can be mapped onto a quantum dimer model on a
triangular lattice such that the presence of a particle at a site represents a “bond” between
the vertices at the centers of the two hexagons to which the site belongs [100].

The difficulty of implementing such a model in dipolar molecules is that while the inter-
action strength between all dipoles on the same hexagon must be the same, the distances are
not. Furthermore, the bow-tie interaction must have a different interaction strength from all
of the hexagon interactions, but the distance across the bow-tie is the same as the distance
across the hexagon. Implementing such a set of interactions in a system where the effective
interactions vary spatial as 1/r3 presents a challenge (this same challenge holds for imple-
mentations in systems dominated by bare Coulomb interactions, which vary with distance
as 1/r, or indeed with any interactions derived from such electrostatic interactions).

2

1

b

a

Figure 7.1: The Kagome lattice geometry with molecules at the black vertices. A “hexagon”
is outlined in red, and a “bow-tie” is outlined in blue. The third term in eq. (7.1) is summed
over all pairs of links like the segment beginning with point 1 and ending in point 2, which
are the set of pairs of molecules located on the same bow-tie but on different hexagons. The
challenge is in the fact that the distance from 1 to 2 is the same as the distance from a to b,
and that the distance from a to b is different from the distances between a and its nearest
neighbors on the same hexagon. Also pictured are the auxiliary lattice sites of the proposed
emulation with dipolar molecules, colored green.

Implementing Hamiltonian (7.1) with systems of polar molecules can be done by trans-
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lating the Hamiltonian into the language of spin-1
2
systems and then utilizing the approach

outlined in reference [3]. Here, 2Σ ground state molecules, possessing a single unpaired
electron, are immersed in microwave fields which mix the field-free states, creating effective
spin-spin Hamiltonians. Briefly, the Hamiltonian in ground vibronic state, and in the ground
state of a deep optical lattice, can be written as

Hmol =
∑
i=1,2

N2
i

2I
+ γNi · Si +

d2

r3
(D†11D2−1 +D†1−1D21 − 2D†10D20 + h.c.), (7.2)

where the intermolecular axis has been taken to be the z-axis andN2
i has been used to denote

the rotational angular momentum operator (to emphasize that this is not the electronic
orbital angular momentum) and γ is the spin-rotation coupling constant. Within the single
molecule subspace of states |(NS)JMJ〉, with N = 0 and 1, the (dimensionless) dipole
moment operator D† can be written as

D† =
1∑

q=−1

(−1)q|N = 1MN = q〉〈N = 0MN = 0|ê∗q. (7.3)

The ground four degenerate ground states of Hmol are the states |gi〉 = |(01
2
)1
2
± 1

2
〉|(01

2
)1
2
± 1

2
〉,

with energy Eg = 0 and N1+N2 = 0 and the excited states with N1+N2 = 1 are Hmol|λ; r〉 =
E(λ; r)|λ; r〉. By subjecting the pairs of molecules in the N1 + N2 = 0, 1 subspace to a
continuous wave microwave field, it is possible to define an effective Hamiltonian through
the use of second-order degenerate perturbation theory

Heff(r) =
∑
i,j

∑
λ

|gi〉〈gj|
〈gi|Hmf|λ; r〉〈λ; r|Hmf|gj〉

~ω − E(λ; r)
=

~|Ω|
8

3∑
α=0

3∑
β=0

σα1Aαβ(r)σβ2 , (7.4)

where σαi is the αth Pauli matrix acting on the ith spin (σ0 = I, σ1 = σx, etc.) and the
rotating wave approximation has been invoked. Here Hmf is the molecule-field interaction
with a microwave field of frequency ω and ~Ω = d|E|,

Hmf =
∑
i=1,2

(
~Ω

2
D†i · εe−iωt + h.c.

)
. (7.5)

Realizing a given spin-spin Hamiltonian is reduced to tuning microwave radiation of a par-
ticular polarization to a particular transition between |gi〉 and |λ; r〉 for a given distance, the
recipes for which are found in reference [3].

The term in eq. (7.1) proportional to U0 can be naturally realized for very large U0, i.e.
U0 → ∞, enforcing no more than a single particle per site, by establishing the mapping
between angular momentum projection, |MJ | = 1

2
in the ground state, and particle number,

with angular momentum projection +1
2
denoting the presence of a particle and angular

momentum projection −1
2
denoting the absence of a particle. This effectively restricts the
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model to the “hard-core” regime characterized by at most a single particle on each lattice
site. Taking the lattice to lie in the xy-plane, the z-axis to be the quantization axis, and the
x-axis to be the intermolecular axis, the hopping term can then be written as

−t
(
c†1c2 + c†2c1

)
= − t

2
(σx1σ

x
2 + σy1σ

y
2) . (7.6)

This hopping term can be realized using the methods in reference [3]. Terms of the form
ninj can be expressed as

V12n1n2 =
V12
4

(σz1 + I) (σz2 + I) ≈ V12
4

(σz1σ
z
2 + σz1 + σz2) , (7.7)

where a constant shift has been neglected. Terms of this form are also amenable to the
methods of reference [3] which allow the simulation of the term σz1σ

z
2, while application of a

weak constant magnetic field along the z-axis naturally provides a term

Hm = gSµBB0Sz ∝ σz, (7.8)

with µB the Bohr magneton and gS ≈ 2 the electron g-factor. However, because the inter-
actions described above are purely distance dependent, for the reasons outlined above, this
method is unsatisfactory for realizing all of the interactions in eq. (7.1). It may nevertheless
be used to generate the bow-tie interactions, since all bow-tie interactions occur at the same
distance. The hexagon interactions are then left to be generated by another method.

One method of introducing hexagon interactions of the proper form is to introduce an
auxiliary triangular optical lattice, the sites of which are near the center of each hexagon
on the primary lattice, but which sits slightly out of the plane of the primary lattice. It
is through the polar molecules on this auxiliary lattice that the hexagon interactions will
be mediated [102].These auxiliary lattice sites are pictured as green dots in figure 7.1. The
effect of the hexagon interaction is to create an energy penalty for multiple particles (mul-
tiple molecules with angular momentum projection MJ = +1

2
in the underlying physical

implementation) on the same hexagon: this can be accomplished through a term of the form

VA
2

(σz1 + I)σxA =
VA
2

(σz1σ
x
A + σxA) ≈ VA

2
σz1σ

x
A, (7.9)

where the A label refers to a molecule on the auxiliary lattice site. Since the central site is
the same distance to all of the sites on the hexagon this will naturally produce a uniform
hexagon interaction. The strategy then becomes one of implementing this Hamiltonian to
create the dominant hexagon terms and then ensuring that all other interactions, namely
the bow-tie interaction, are weaker.

Unfortunately terms like σz1σxA present a challenge for the method in reference [3] if all
of the molecules employed are the same species, since that method naturally produces inter-
actions which are symmetric with respect to the swapping of particle indices. It was found
previously that using molecules of a different species and using isotopomers of the molecules
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on the primary lattice breaks this symmetry but produces insufficient energetic differenti-
ation between hexagons and bow-tie interactions [102]. One possibility to get around this
would be to differentially shift the rotational levels of the molecules on the auxiliary lattice
using the AC Stark effect, through application of a far detuned laser field that illuminates
only the auxiliary molecules. As described in chapter 2 the AC Stark effect Hamiltonian,
neglecting the scalar light shift, is

HAC = −1

6
|E0|2 ∆α(ω)C2

0(θ, φ), (7.10)

and the resulting shifts of the coupled states | (NS) JMJ〉 are

〈(NS)JMJ |HAC|(NS)JMJ〉 =

− |E0|
2 ∆α(ω)

6

∑
MN

∑
MS

|〈N MN , S MS|J MJ〉|2
N(N + 1)− 3M2

N

(2N − 1)(2N + 3)
. (7.11)

The |J = 1
2
MJ = ±1

2
〉 states are unshifted and only the states with J = 3

2
are shifted.

The shift in these energy levels depends only on the magnitude of the projection MJ , with
states with |MJ | = 1

2
being shifted down in energy and states with |MJ | = 3

2
being shifted

up. It should be noted that while the two-body states consisting of a shifted molecule
at the auxiliary site and a molecule on the regular lattice are no longer symmetric with
respect to the swapping of particle indices, the total angular momentum projection along
the intermolecular axis remains a good quantum number, since the cylindrical symmetry of
the system is unchanged. So while the recipes contained in reference [3] no longer apply,
the general approach of finding only states of a given angular momentum projection Y =
MN1 + MN2 + MS1 + MS2 and diagonalizing Hamiltonian (7.2) in this subspace to find the
states |λ; r〉, which are then used in eq. (7.4) to generate the effective spin-spin interaction
through second order perturbation theory still holds.

This effect can produce the asymmetry needed to engineer interactions of the form in
eq. (7.9), with a degree of tunability given by modulating the strength of the applied far
off-resonant field. In practice the strength of the interactions produced by this approach
appears to be limited. It was discovered that by using laser fields with polarization in the
lab frame of eF = e+− ie0− e− tuned near the resonance between the ground state and the
states |λ; r〉 with |Y | = 1 that interactions of the form in eq. (7.9) could be obtained [103]
using eq. (7.4). Preliminary calculations suggest that this method of generating hexagon
interactions results in strengths on the order of 10 Hz or so for optical lattice spacings on
the order of 500 nm with CaCl molecules [103] (the bow-tie interactions can be made to be
much smaller than this). This is roughly the same order of magnitude interaction strength
as can be achieved by established methods to simulate eq. (7.1) using Josephson junction
arrays [104].
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7.2 Condensed matter simulations with ultracold polar
molecules

Another interesting potential application of ultracold ensembles of dipolar molecules is for
the simulation of Hamiltonians relevant to intermolecular charge transfer in molecular ag-
gregates [105]. A regular 1D array of N 2-level molecules coupled to their nearest neighbors
through a dipole-dipole interaction is described by the Hamiltonian [106]

HKMM =
N∑
i=1

εP †i Pi + b
(
P †i + Pi

)(
P †i+1 + Pi+1

)
(7.12)

=
N∑
i=1

ε

2
(σzi + I) + bσxi σ

x
i+1, (7.13)

where P †i is the Fermionic creation operator for an excitation on site i, ε is the gap between
the ground and first excited state for a single molecule, b is the strength of the dipole-
dipole coupling. The creation and annihilation operators in eq. (7.12) obey the following
commutation relations:

[Pi, Pj] = [P †i , P
†
j ] = 0, (7.14)

[Pi, P
†
j ] = [P †i , Pj] = 0, (7.15)

{P †i , Pi} ≡ P †i Pi + PiP
†
i = I, (7.16)

with i 6= j. Using the Pauli matrices to define the operators [36]

σ+
j =

1

2

(
σxj + iσyj

)
, (7.17)

σ−j =
1

2

(
σxj − iσ

y
j

)
, (7.18)

which obey the commutation relations

[σ−i , σ
−
j ] = [σ+

i , σ
+
j ] = 0, (7.19)

[σ−i , σ
+
j ] = [σ+

i , σ
−
j ] = 0, (7.20)

{σ+
i , σ

−
i } = I, (7.21)

the connection between eq. (7.12) and a transverse field quantum Ising model, eq. (7.13), is
obtained by identifying Pi = σ−i and P

†
i = σ+

i and using the relations

σ−i + σ+
i = σxi , (7.22)

σ+
i σ
−
i =

1

2
(σzi + I) . (7.23)
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Eq. (7.12) is found to have a phase transition from a phase with a disordered ground
state to a phase with ferroelectric or antiferroelectric ordering of the transition dipoles in
the ground state at B ≡ 2|b|/ε = 1 for infinite system sizes [106] analogous to the well
known quantum phase transition found in the transverse field quantum Ising model [64]. Fur-
thermore this model, which constitutes an extension of the commonly used Heitler-London
approximation, in which the terms proportional to P †i P

†
i+1 and its Hermitian conjugate are

ignored, exhibits novel spectroscopic behavior such as coupling between the ground state and
all states of opposite parity, including multi-exciton states, through single photon transitions
as well as linear (quadratic) scaling of the single photon spontaneous emission rate with sys-
tem size for B < 1 (B > 1), termed superradiance [105], with a quantum phase transition
between the two at the critical point Bc = 1. Because of the spectroscopic properties of a
system governed by Hamiltonian (7.12), such systems could have applications as sensitive
light sensors or harvesters, efficiently absorbing photons at very low levels [105].

Polar molecules, with their tunable interactions, seem a natural choice in which to study
this model Hamiltonian, potentially allowing access to the strong coupling regime (B > 1)
which is inaccessible with dipole coupled electronic states of molecular aggregates [107]. The
form of eq. (7.13) suggests an implementation in 2Σ ground state molecules using the methods
of reference [3] with the addition of an extra magnetic field, as described in section 7.1.
Hamiltonian (7.12) can also be simulated with 2Σ ground state molecules in an intense far
off-resonant continuous wave (CW) laser field and a static magnetic field [31]. The latter is
described here.

In the presence of a strong far off-resonant CW laser field and static magnetic field 2Σ
ground state molecules evolve according to the Hamiltonian

Hmol =
N∑
i=1

N2
i

2I
+ γNi · Si + gSµBB0S

z
i −
|E0|2 ∆α(ω)

6
C2

0(θi, φi) +
∑
j<i

Vdd(rij,ni,nj), (7.24)

in which all the terms have been previously defined and the scalar light shift has been
neglected as it shifts all states uniformly. Defining the states

|g〉 = |N = 0MN = 0〉|S =
1

2
MS =

1

2
〉 (7.25)

|g′〉 = |00〉|1
2
− 1

2
〉 (7.26)

the states

|D〉 = cosφ|g〉 − cosφ|g′〉 (7.27)

|e〉 =
√

1− a|10〉|1
2
− 1

2
〉 −
√
a|1− 1〉|1

2

1

2
〉, (7.28)

with a ≈ η2/2, η = γ/(gsµBB0), and φ is a mixing angle in the absence of any of the
applied CW fields, can be prepared via STIRAP as described in reference [31]. Within the
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subspace of states {|D〉, |e〉} when the gap between the states Ee − ED = εe is very small
the dipole-dipole interaction can be approximately expressed as

Vdd(rij,ni,nj) = bij (|eiej〉〈DiDj|+ |eiDj〉〈Diej|+ h.c.) (7.29)

with
bij =

1

3

d2

r3ij
(1− 3 cos2 Θ)(1− η2)(1− δ2), (7.30)

where δ = |π/2−φ| and Θ is the angle between rij and the z-axis. The resulting Hamiltonian
within this subspace is clearly of the same form as eq. (7.12) and as described in reference [31]
the single-site energy ε ≡ εe can be reduced to zero with only modest magnetic and dressing
laser fields, so that achieving arbitrary B (identifying b ≡ bij) is possible.

In order to detect superradiant emission from such a system it is necessary to overcome the
long excited state lifetimes of rotational levels (for 7LiH the spontaneous radiative lifetime of
the first rotationally excited state is longer than 80 seconds [108]) by mixing state |e〉 with a
vibrationally or electronically excited state with a much shorter radiative lifetime. This short-
lived excited state, |f〉, can be coupled to state |e〉 via a weak CW laser near resonant with the
transition frequency ωfe = (Ef −Ee)/~ to form the superposition |ψ〉 =

√
1− x|e〉 −

√
x|f〉,

with x� 1. If this state can quickly decay to state |D〉 and assuming the transition between
states |e〉 is |f〉 is only weakly dipole allowed, then the effective spontaneous emission rate
will be ∝ xγf , where γf is the spontaneous emission rate of state |f〉. For alkaline earth
monohalides the spontaneous emission rates for electronically excited states are on the order
of 10 — 50 MHz [109], meaning that (utilizing the results of reference [105]) an array of
200 molecules with x = 0.1 and B = 0.98 (in the weak coupling regime, B < 1) will have a
radiative lifetime on around 5 × 10−2 — 25 × 10−2 ns, which is further decreased to about
5× 10−3 — 30× 10−3 ns for B = 1.4 (in the strong coupling regime, B > 1), with the same
number of molecules and mixing coefficient, x.

One caveat is that clearly in such a system the dipolar couplings extend past nearest-
neighbors, unlike in eq. (7.12), decaying as 1/r3. In 1D the next nearest neighbor distance
is twice the nearest neighbor distance, resulting in a reduction in the value of bii+2 to bii+1/8
and quickly dropping off for further couplings. For smaller systems this may significantly
impact the behavior of eq. (7.12) but for larger ensembles the behavior is expected to be
unaffected qualitatively, since couplings decaying as 1/rα (α > 0) in 1D transverse field Ising
models, such as eq. (7.13), exhibit the same qualitative phase behavior as nearest neighbor
and other short ranged couplings, a fact which has been demonstrated both theoretically [65,
110] as well as experimentally [111]. For dipolar couplings α = 3, theoretical work has shown
that the effect of non-nearest neighbor couplings is to shift the location of the critical point
to Bc ≈ 1.2 [110], where in this case B has been defined in terms of the nearest neighbor
coupling, B ≡ 2|bii+1|/ε. In the case of variable longer ranged couplings (going as r−α, with
α = 0.35 — 3), experimentally the location of the critical point has been also been found
to occur at Bc ≈ 1 just as in the nearest neighbor transverse quantum Ising model, where
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B ≡ 2|bavg|/ε has in this case been defined in terms of the average coupling strength [111],

bavg = 〈b〉 =
1

N − 1

N∑
j=2

b1j. (7.31)

7.3 Quantum information applications with ultracold
polar molecules

In addition to being a potential platform for simulation of models of condensed matter
phenomena, as discussed in the previous two sections, another field where the tunability of
the interactions comes in handy is in the quantum information field. There exist numerous
proposals to use polar molecules as qubits for either quantum memories or qubits in quantum
computers, see, for example, refs. [26–31]. The chief advantage to polar molecule based
quantum information schemes, aside from the tunability of their interactions, which allows
molecules to selectively interact with one another at typical optical lattice distances through
careful application of external fields, is the range of their interactions. This allows molecules
in nearby optical lattice sites to be entangled without need to move them closer together. The
only systems with comparable tunability and interaction range are highly excited Rydberg
states of neutral atoms [112].

Recently a proposal was put forth to controllably generate entanglement in the rotational
degrees of freedom of pairs of closed shell (1Σ ground state) polar molecules confined in deep
optical lattices and subjected to intense pulsed laser fields [113]. In units of the rotational
energy scale, hB, the Hamiltonian governing a pair of polar molecules in intense laser fields
is

H =
2∑
i=1

(
N2
i

~2
− 2

3
ΩI(t)C

2
0(θi, φi)

)
+ Vdd(r12,n1,n2), (7.32)

with ΩI(t) = |E0(t)|2∆α(ω)/(4hB). The external field has the effect of aligning the molecules
with the field polarization, in this case along the z-axis, meaning at typical optical lattice
spacings, on the order of 500 nm, pairs of molecules are effectively non-interacting in the ab-
sence of an applied field. This is because the AC stark effect Hamiltonian, HAC ∝ C2

0(θ, φ),
mixes only states of the same parity and preserves the rotational angular momentum pro-
jection along the quantization (z-)axis, and so the induced dipole moment in the field field
vanishes. The eigenstates of the single-particle portion of the Hamiltonian

Hmf =
N2

~2
− 2

3
ΩI(t)C

2
0(θ, φ) (7.33)

tend, at large intensities, toward nearly degenerate pairs of states separated from each other
energetically and corresponding in the field-free limit to the rotational angular momentum
states, |NMN〉.
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Identifying the states which correspond to |00〉 ≡ |g〉 and |10〉 ≡ |e〉 when ΩI(t) = 0, the
dipole-dipole operator in the presence of an intense laser field in the two-particle subspace
{|g1g2〉, |g1e2〉, |e1g2〉, |e1e2〉} may be written as

Vdd(r12,n1,n2) =
γ(t)d2

4πε0r312
(1− 3 cos2 Θ) (|g1g2〉〈e1e2|+ |g1e2〉〈e1g2|+ h.c.) , (7.34)

where γ(t) = (〈g|C1
0(θ, φ)|e〉)2 (noting that the time dependence of γ(t) comes from the time

dependence of the states |g〉 and |e〉) and Θ is the angle between the z-axis and the direction
of the intermolecular separation vector. From this it is clear that eq. (7.32) behaves an
effective transverse field quantum Ising model

HIsing =
εe(t)

2
(σz1 + I) +

εe(t)

2
(σz2 + I) + J12(t)σ

x
1σ

x
2 , (7.35)

with εe(t) = Ee(t)−Eg(t) and J12(t) = γ(t)d2(1− 3 cos2 Θ)/(4πε0r
3
12) in intense laser fields.

Hamiltonian (7.35) naturally decomposes into two 2 × 2 blocks with no matrix elements
connecting them to one another, one for the subspace S2A = {|g1g2〉, |e1e2〉} and another
for the subspace S2B = {|g1e2〉, |e1g2〉}, both of which are easily diagonalizable. Since the
objective is to create a pair of entangled molecules starting from two molecules in their
ground rotational state, the relevant subspace happens to be S2A, the ground state of which
is

|ψ−(t)〉 = cos(θ(t)/2)|g1g2〉 − sin(θ(t)/2)|e1e2〉, (7.36)

where tan θ(t) = J12(t)/εe(t), with energy E−(t) = εe(t) −
√

(εe(t))2 + (J12(t))2. As εe(t)
and J12(t), and as a consequence θ(t), depend on the applied laser intensity it is possible to
create arbitrary two-body entangled states of the form

|ψ(t)〉 = a(t)|g1g2〉+ b(t)|e1e2〉 (7.37)

by starting from a pair of molecules in their ground state and adiabatically increasing the
intensity of the applied laser field. These two-body entangled states may then be probed
spectroscopically for violations of Bell’s inequality [113], an important test of the foundations
of quantum mechanics [114].

The laser intensities required to form Bell pairs in typical polar molecules at optical
lattice spacings are, however, quite intense, generally > 108 W/cm2, exceeding the limits of
what is possible to generate with continuous wave lasers. Reference [113] demonstrates that
generation of maximally entangled pairs of molecules is also possible with pulsed lasers, in
which much greater peak intensities are possible, though, in this case care must be taken
to switch the laser on adiabatically, generally meaning that the pulse duration must be
� trotation = (2πB)−1. For typical molecules, this is on the order of 10 — 100 ps. However,
it was also shown that generation of Bell pairs generally requires that the pulse duration
be on the order of the dipole-dipole interaction time-scale, tdd = 4π~ε0r312/d2, and this
quantity is generally still 10s of nanoseconds at intermolecular separations on the order of
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10 — 100 nm, with peak pulse intensities on the order of 109 — 1010 W/cm2. This poses a
problem, since optical lattice spacings are on the order of several hundred nanometers [25].
Even the spacings between wells in double well optical lattice are much greater than the
≈ 10 nm intermolecular separations required for this scheme to generate Bell pairs with
reasonable laser intensities [115]. This issue might be mitigated through the development
of nanoplasmonic lattices [72] for polar molecular species, since in that case intermolecular
spacings on the order of 10 nm are predicted to be achievable, but this has not yet been
realized.

Another potential solution to the problem of too large intermolecular separations is to
simply move the particles closer to one another. Instead of confining each individual molecule
in its own optical lattice site or its own site in a double well optical lattice to generate
entangled pairs of molecules, it may be possible to start with two separate, parallel 1D
optical lattices filled with the same species of polar molecules, then merge them into a single
1D lattice such that there are two molecules per lattice site, by displacing one of the two
lattices. After the two lattices have been merged one of the lattices would then be turned
off and a strong dressing laser turned on, causing the molecules to strongly interact with
one another and become entangled. After the molecules have interacted for a sufficiently
long time, the pairs of molecules, now entangled, may then be separated again into separate
optical lattices and probed spectroscopically. Assuming that the initially separated molecules
are each in the ground state of a roughly harmonic deep optical lattice site, it is possible
to quickly move one of the two lattices without exciting the motions of the molecules in
individual lattice sites (i.e. they will still be in the ground state of the trapping potential)
at the end of the transport [116]. This assumes a transport protocol with linear acceleration
of the trap minimum, ac(t), along the direction of motion given by

ac(t) =


a0 if 0 ≤ t < T/2

−a0 if T/2 ≤ t ≤ T

0 otherwise
, (7.38)

with a total transport total transport time of T = 4πn/ω, where ω is the harmonic trapping
frequency and n is an integer [116].

Once both (translationally, rotationally, vibrationally, and electronically) ground state
molecules occupy the same lattice site they will undergo inelastic collisions at the same time
as they are being entangled. In this situation it is necessary only to ensure that the finite-
width of the molecular wave packet representing the relative motion of a pair of molecules
does not adversely affect the degree of entanglement generated. In fact, even if it were
possible to generate an optical lattice with spacings on the order of 10 — 100 nm, it would
still be necessary to ensure that the finite width of the single molecule translational wave
function in the presence of the optical lattice potential does not adversely affect the degree of
entanglement, which is sensitive to the distribution of distances between pairs of molecules.

In either case, the dynamics of the relative motion of the two molecules can be modeled
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by a two-channel Hamiltonian of the form [117]

Hcol =− ~2

2µ

d

dR2
− C6

R6
+ USR(R) +

1

2
µω2R2

+ 2εe(t)|e1e2〉〈e1e2|+ J12(R, t) (|g1g2〉〈e1e2|+ h.c.) , (7.39)

where C6 is the molecular van der Waals coefficient, µ is the reduced mass, USR(R) is a short
ranged potential to model repulsion at short distances, taken to be an infinite potential step
at R = 0, and ω is the harmonic trapping frequency. Here it has been assumed that collision
energies are low enough that only s-wave scattering contributes to the collision dynamics.
The state of the system is assumed to be of the form

|Ψ(t)〉 =

∫ ∞
0

dR [Φgg(R, t)|g1g2〉+ Φee(R, t)|e1e2〉] |R〉, (7.40)

where initially the |e1e2〉 channel is unpopulated. Both molecules are assumed initially to
be in the ground states of their respective (approximately harmonic) potential energy wells
before the collision begins so that their individual wave functions are Gaussian functions with
width σHO =

√
~/(mω) and initial positions ra and rb for particles 1 and 2, respectively.

Under this assumption the initial form of Φgg(R, t) may also be assumed to be a Gaussian
wave packet in R = r1 − r2 [117],

Φgg(R, t = 0) = (2πσ2)−1/4e−(R−R0)2/(2σ2)+ik0R, (7.41)

with width σ =
√

2σHO in the case of identical molecules, initial displacement R0 = ra − rb,
and initial velocity v0 = ~k0/µ. The strong external field, which determines the variation of
J(t) and εe(t) with time, is assumed to have a Gaussian temporal profile, so that

ΩI(t) = Ω0e
−2(t/t0)2 , (7.42)

where t0 is related to the full-width at half-maximum of the pulse, τp, through τp = 2t0
√

ln 2.
Additionally the intensity is assumed to be uniform over both molecules. The state |Ψ(t)〉
can then be propagated through time using standard wave packet propagation methods, such
as the split-operator Fourier transform method as described in references [117, 118], which
can be extended to handle time-dependent potentials [119]. Schematically this process is
depicted in figure 7.3.

A key feature of these simulations is that, generally speaking, the initial wave packet
width can be of the same order of magnitude as the other length scales involved in this
problem. Such a broad distribution of intermolecular distances is expected to impact the
degree of entanglement that will be possible to generate. The relevant length scales in this
system, aside from the initial wave packet width, are the characteristic dipole radius,

Rdd =

(
d2

4πε0hB

)1/3

, (7.43)
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Figure 7.2: A cartoon depicting the process of two molecules now occupying the same optical
lattice site and in the process of colliding. Overlaid are the relevant length scales, the
characteristic dipole radius, Rdd, and the entanglement radius, Re, described in the text.

and the entanglement radius,

Re =

(
d2

8πε0εe

)1/3

, (7.44)

with the energy gap εe taken to be the minimum energy gap for a given pulse. The dipole
radius is the length at which the timescales associated with the dipole-dipole interaction and
rotation of the molecules is the same, so that at greater distances the two level approximation
is valid. The entanglement radius is the distance at which the dipole-dipole potential energy
is the same as the transition between |e1e2〉 and |g1g2〉, so that pairs of molecules closer than
this radius will become appreciably entangled in the presence of the strong dressing field [113].
As a concrete example, for KRb (d = 0.615 D, B̃ = B/c = 0.0386 cm−1 [120]) Rdd ≈ 5 nm
and Re ≈ 127 nm when the strong dressing field reaches an intensity corresponding to
ΩI = 75. If KRb is confined in an optical lattice created with 1064 nm light with a depth
of 40 Er [25], as described in section 2.4, the width of the initial wave packet would be
σ ≈ 80 nm, about 60% of the entanglement radius. It should be noted that the energy gap,
εe, decreases with ΩI , so that at ΩI = 150 the entanglement radius increases toRe ≈ 1089 nm,
increasing even further for more intense fields.

Figure 7.3 demonstrates the result of a simulation of a wave packet representing the
relative motion of two KRb molecules separated by R0 ≈ 550 nm in an intense pulsed
laser field. In this case the wave packet is stationary, i.e. the trapping potential has been
turned off so that the two dipoles remain stationary, or alternatively it could be viewed as a
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Figure 7.3: Initial and final wave packets in the channels |g1g2〉 and |e1e2〉 for a system of two
stationary KRb molecules separated by R0 ≈ 550 nm. The initial wave packet is a stationary
Gaussian wave packet, Φgg(R, ti), with width of σ ≈ 198 nm. The applied pulse has a
Gaussian temporal profile with full width at half maximum of τp = tdd ≈ 3.375×106 trotation,
with a peak intensity corresponding to Ω0 = 180.

simulation of two dipoles each in the ground state of their own optical lattice sites (neglecting
the negligible spread of the initial wave packet over the time scale of the simulation). For
KRb with a peak laser intensity corresponding to Ω0 = 180 the entanglement radius is Re ≈
1276 nm, so that the probability of finding the pair of molecules within the entanglement
radius P (R ≤ Re) ≈ 1. This simulation performed with a 21000 a0 spatial grid with
4096 points and the wave packet was propagated through a time of 1.35 × 107 (2πB)−1 in
1.35 × 107 time steps, taking approximately 120 CPU hours. It is apparent from this that
the final wave packet, which was initially a Gaussian wave packet centered at R0 ≈ 550 nm
with only population in the channel |g1g2〉, has evolved to a state where there is roughly
equal population in both channels.

Throughout the course of the simulation the two-body density matrix, after taking the
partial trace over the external degrees of freedom, will be of the form

ρ(t) = ρaa(t)|g1g2〉〈g1g2|+ ρbb(t)|e1e2〉〈e1e2|+ (ρab(t)|g1g2〉〈e1e2|+ h.c.) , (7.45)
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where

ρaa(t) =

∫ ∞
0

dR |Φgg(R, t)|2, (7.46)

ρbb(t) =

∫ ∞
0

dR |Φee(R, t)|2, (7.47)

ρab(t) =

∫ ∞
0

dRΦgg(R, t)Φ
∗
ee(R, t) = ρ∗ba(t). (7.48)

Since the goal is to find maximally entangled states, to verify and quantify the degree of
entanglement in the rotational degrees of freedom it is necessary to use some measure of the
entanglement of the final state of the system, after the entangling pulse has been turned off.
One possible measure is the concurrence [121, 122],

C(ρ) = max(0, λ1 − λ2 − λ3 − λ4), (7.49)

where {λ1, λ2, λ3, λ4} are the square roots of the eigenvalues, in decreasing order, of the
matrix ρρ̃ with

ρ̃ = (σy1σ
y
2)ρ∗(σy1σ

y
2). (7.50)

This measure has the property that it is 1 for a maximally entangled state, and 0 for a purely
mixed state.

In figure 7.3 the concurrence as a function of time is shown for the same system of two
static KRb molecules as in figure 7.3 (separation of R0 ≈ 550 nm, σ ≈ 198 nm, Ω0 = 180,
and τp = 3.375×106 trotation). Plotted on the same axes is the result of a simulation where the
two KRb molecules are assumed to be completely localized, which is to say that throughout
the entire simulation Φgg(R, t) = a(t)δ(R − R0) and Φee(R, t) = b(t)δ(R − R0). In neither
the Gaussian wave packet nor the delta function case is the final concurrence 1, which is
not surprising as even without the effect of having a finite width wave packet, the degree
of entanglement is sensitive to many factors, including the separation of the molecules, the
maximum intensity of the laser pulse, and the duration of the laser pulse. All of these
factors impact the resulting asymptotic concurrence in non-trivial ways (for more details,
see reference [113]).

The further reduction in concurrence obtained with a finite width initial wave packet
relative to the completely localized case results from both the fact that the reduced density
matrix, after tracing over R, is no longer a pure state, and from the variation of the dipole-
dipole interaction time-scale, tdd, with distance. The latter means that portions of the
wave packet far from the center, R0, will experience a pulse with a temporal width either
significantly longer or shorter than the local tdd. It should be noted that for even a four-
fold reduction in the wave packet width results in almost the same behavior as a when
the spatial wave function is assumed to be a delta function, making the results of these
simulations promising.

Numerically, this problem is quite demanding. The relatively broad width of the initial
wave packets, corresponding to an extremely narrow momentum space wave packet, necessi-
tates a fine spatial grid in order to accurately represent the wave packet during propagation.
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Figure 7.4: Concurrence, eq. (7.49), of the reduced density matrix, eq. (7.45), as a function of
time for two KRb molecules in an intense laser field for a variety of initial wave packet widths,
σ, from σ = 198.0 nm down to σ = 24.8 nm, corresponding to roughly a 64-fold increase
in the trapping depth from the broadest wave packet to the narrowest. The simulation
parameters, aside from the wave packet width, were the same as those used to generated the
data in figure 7.3. The top (dashed) line is a simulation, with the same molecular parameters,
using the simplified model of reference [113], which assumes that Φgg(R, t) = a(t)δ(R−R0)
and Φee(R, t) = b(t)δ(R−R0) for all time, t.

The distances involved also require quite a large simulation box, so the number spatial grid
points required is often quite large, on the order of N = 103 — 105 spatial grid points. In
addition, numerical testing suggests that in order to faithfully propagate the wave packet
the time steps must also be quite short relative to the pulse duration of the applied dressing
field, requiring on the order of M = 106 — 107 time steps. This is quite costly, numerically,
as each step requires four discrete Fourier transforms of length N (one forward and one
back for both channels) for the free-particle propagation step and N 2 × 2 matrix-vector
multiplications for the potential energy propagation step. For future studies it may be bene-
ficial to adopt more modern methods of wave packet propagation, such as methods involving
adaptive grids [123], which do not require the representation of the entire spatial grid for all
propagation steps. Such methods could prove useful as the wave packets remain relatively
localized throughout the entire propagation meaning that much of the spatial grid, while
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required for the fast Fourier transform step, is superfluous.
While it remains to be seen if a process in which molecules collide while interacting in

the presence of a strong pulsed laser field can be reliably entangled in a controllable way,
the results of this section are encouraging. It appears that for moderate trapping potential
depths it is possible to create pairs of entangled molecules even at currently realizable optical
lattice spacings, provided it is possible to generate a pulse of the appropriate duration and
intensity. This suggests the finite translational width of the states of real molecules confined
to optical lattices poses no problem in this respect.
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Chapter 8

Conclusion

As has been seen throughout this dissertation, ultracold polar molecules confined to opti-
cal lattices can be utilized to study a diverse set of physical phenomena. Such molecules
interact with one another at long ranges via the dipole-dipole interaction, which is highly
anisotropic and relatively long ranged, compared to the isotropic and short ranged van der
Waals interaction which dominates the interactions in comparable ensembles of ultracold
atoms confined to optical lattices. The permanent electric dipole moment of polar molecules
allows interactions between pairs of molecules to be tuned, in ways which are not possi-
ble with ultracold atomic systems, via the application of static and time-varying electric
fields [1]. This combination of properties is precisely what makes dipolar molecules a rich
target of study.

In chapter 5 it was the anisotropy of the dipole-dipole interaction that made the observa-
tion of an order-disorder transition possible in a one dimensional system of dipolar molecules
using path integral ground state quantum Monte Carlo (PIGS) simulations. In section 5.2
a straightforward comparison between optical lattice confined polar molecules and the well
known quantum rotor model (QRM) was developed. As a consequence of the Mermin-
Wagner theorem [67], in one dimensional lattice systems the quantum rotor model is known
not to possess an order-disorder quantum phase transition with either nearest neighbor in-
teractions [64] or interactions scaling as 1/r3 [65]. The dipole-dipole interaction potential
can be seen as an extension of the Heisenberg interaction of the O(3) QRM which breaks the
O(3) symmetry possessed by this interaction potential. Because the Mermin-Wagner theo-
rem only applies to low dimensional systems with short ranged interactions and continuous
symmetries [67], it is the anisotropy of the dipole-dipole interaction potential, which breaks
the continuous O(3) symmetry, that enables the observation of a T = 0 K order-disorder
quantum phase transition.

The anisotropy of the dipole-dipole potential also played an important role in chapter 6.
In section 6.1 two dimensional square lattice systems of polar molecules were studied. In two
dimensions the Mermin-Wagner theorem no longer forbids an order-disorder phase transition
in systems with continuous symmetries, such as the O(3) QRM [64]. However, the anisotropy
of the interaction potential was shown to be important in determining appropriate boundary
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conditions for PIGS simulations. The dipole-dipole potential also influenced the types of
orderings exhibited by lattice confined polar molecules. Using PIGS simulations, a crossover
between an disordered phase and an ordered phase which was characterized by a striped
ordering, illustrated in figure 6.1 (bottom left), was found.

In section 6.2, the range of the dipole-dipole interaction, in addition to its anisotropy,
was found to influence the behavior of polarized dipolar molecules confined to triangular
lattices. In contrast to the case of square lattices, the ordered phase exhibited by dipolar
molecules on triangular lattices was found to be characterized by a net polarization in the
lattice plane. The discovery of an order-disorder crossover as the strength of the dipole-dipole
interaction is increased has potential ramifications for self-assembled crystalline systems of
polarized dipolar molecules in two dimensional and quasi-2D geometries [4, 74, 78]. Such
systems rely on the application of a strong electric field along the direction perpendicular
to the plane of the system to ensure that the dipole-dipole potential is purely repulsive in
order to form stable crystals. In section 6.2 it was demonstrated using PIGS simulations
that, especially at higher molecular densities, this assumption, i.e. that molecular dipoles
will be perfectly aligned with a static electric field, is not entirely justified. Self-assembled
triangular lattices of dipolar molecules are thus expected to experience instabilities at high
densities as the polar molecules will tend to exhibit a net polarization in the lattice plane.
In these types of configurations, the dipole-dipole interaction becomes attractive which can
lead to collapse [73].

In chapter 7 the tunability of the interactions between polar molecules was the main
theme. Through the application of external fields it was demonstrated that models relevant
to a condensed matter physics and quantum information processing could be realized. In
section 7.1 a potential implementation of Hamiltonian exhibiting topological ordering [99,
100] was described in 2Σ ground state polar molecules confined to a Kagome optical lattice
and exposed to near-resonant microwave fields [3]. If realized, such a system could potentially
be used to implement a quantum memory which is robust to local perturbations [32].

In section 7.2 a theoretical implementation of a model exhibiting novel spectroscopic be-
havior [105, 106] using polar molecules confined to optical lattices was described. In addition
to being of interest for possessing a quantum phase transition, if implemented experimen-
tally, such a system could potentially be used as a sensitive photon detector, detecting light
in the microwave regime at very low levels [105]. Once again, the controllability of 2Σ ground
state dipolar molecules with external fields, this time far off-resonant laser fields and static
magnetic fields, is what makes this possible. It was shown that through judicious tuning of
the system parameters it should be possible to observe a phase transition between a phase
exhibiting linear scaling of the single photon spontaneous emission rate with system size to
a phase exhibiting quadratic scaling of the single photon spontaneous emission rate.

Finally, in section 7.3 a method of controllably generating quantum mechanical entan-
glement of the rotational degrees of freedom in pairs of closed-shell polar molecules [113]
was further developed. Here it was shown that pairs of polar molecules, initially confined to
optical lattice potentials, could be made to interact in a controllable fashion using intense far
off-resonant laser fields. It was found that under realistic conditions, the rotational degrees
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of freedom of pairs of molecules could become entangled to an appreciably degree. Since such
entanglement can be measured spectroscopically, this has potential applications not only in
quantum information, where entanglement is of central importance [124], but could also be
used as a test of the foundations of quantum mechanics [113].

8.1 Future directions
There are many open questions left by the work presented in this dissertation. The PIGS
simulation method of chapter 3, adapted to sample rotations as well as translations, is quite
general, and a natural starting place would be to refine the results of chapters 5 and 6
by including translational degrees of freedom and a realistic trapping potential. Because
of the nature of the orderings found, it is highly likely that the phase diagrams of one
and two dimensional lattice systems of dipoles will be impacted by including lattice motion
in addition to rotation. However, it remains to be seen whether the nature of the phase
diagram is fundamentally changed by the inclusion of translations or if the phase diagram
remains qualitatively similar to what was found without the inclusion of translations. In
any case, further development of the work presented in section 6.3, namely the calculation
of high quality interaction potentials and suitable trial wave functions, would facilitate not
only more careful calculations of lattice systems but also of homogeneous systems. This has
the potential to make connections to current experiments [25, 83] as well as guide further
investigations in the field of molecular physics.

Chapter 7 also exposes many interesting research directions. For instance, one natural
direction would be to further develop the results of section 7.2 to explore the possibility of
developing a photon detector in the microwave regime with single-photon sensitivity. There
are a couple of interesting future research questions opened by the results of section 7.3.
For one, it remains to be seen what the effect of harmonic motion of the pair of molecules
within a single trapping site has on the degree of entanglement generated. Furthermore it
would be interesting to explore the application of pulse shaping or coherent control schemes to
maximize the degree of entanglement generated through the interaction of a pair of molecules
evolving under the influence of an intense laser pulse or pulses. This could be beneficial,
especially for wider initial wave packets (corresponding to weaker trapping potentials), which
exhibit less asymptotic entanglement than narrower wave packets when illuminated by only a
single Gaussian laser pulse. In any case it is clear that there is a lot of potential for ultracold
trapped dipolar molecules to be utilized as a platform for quantum information processing
and quantum simulation of condensed matter phenomena.
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