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Abstract
Networks, Migration and Spillovers Across Space
by
Dennis Egger
Doctor of Philosophy in Economics
University of California, Berkeley
Professor Edward Miguel, Co-chair

Professor Benjamin Faber, Co-chair

Externalities of agents’ behaviors on other individuals are a key concern of economic
analysis. Moreover, from a policy perspective, the spillover effects of an intervention
on those not targeted are paramount to understand its effects and evaluating its
desirability.  Spillovers propagate through social and economic interactions between
individuals — including within the household — and through participation in common
markets or institutions. The geographic clustering of social networks, markets and
institutions as well as individuals’ location choices through migration thus govern the
spatial dispersion of externalities. In this dissertation, I study three examples of how
social and economic networks shape the geography of economic interactions.

In the first chapter, joint with Daniel Auer and Johannes Kunz, we study the effects of mi-
grant networks on the labor market integration of refugees, the performance of local firms,
and the wages of their employees in Switzerland. To track outcomes of individuals and firms,
we link six employer-employee matched administrative datasets covering the universe of res-
idents (citizens, migrants, and refugees) and registered firms from 2008 to 2017. Leveraging
the quasi-random placement of refugees across locations and a novel IV strategy, we show
that larger local networks persistently increase employment and income of refugees. Network
effects are large, accounting for 23% of the variation in incomes within nationality cohorts
across cantons. In line with homophily, demographically similar networks and economically
successful peers have larger positive impacts. Network effects are shaped by direct personal
contacts: refugees who quasi-randomly lived in the same residential center are three times
more likely to become co-workers at the same firm. Using a shift-share IV design, we then
show that firms experiencing a positive shock to their employee’s network hire both more
migrants and natives. Their wage bill and the average wages of existing employees grow, and
high-skilled natives rise within the firm hierarchy. This is consistent with referrals improving
firm-worker match quality and productivity. Concerns about adverse economic impacts of



spatially concentrated immigration are not borne out in the data, suggesting that existing mi-
gration policies in Switzerland and other high-income countries may need to be reconsidered.

In the second chapter, joint with Johannes Haushofer, Edward Miguel, Paul Niehaus and
Michael Walker, we study impacts of unconditional cash transfers on local economies in
Kenya. Tracing out the effect of large economic stimuli on the pattern of transactions in
an integrated economy, and their aggregate implications, has long been a central goal of
economic analysis, but until now has not been studied experimentally. This study was de-
signed to study the aggregate consequences of cash transfer programs while accounting for
multipliers and externalities. We carried out a large-scale experiment in rural Kenya that
provided one-time cash transfers worth roughly USD 1000 across 653 villages with around
280,000 people, with a large implied fiscal shock of roughly 15% of local GDP, and delib-
erately randomized the intensity of cash transfers across geographic sublocations. We first
document large direct impacts on households that received transfers, including increases
in consumption expenditures and durable assets 18 months after transfers. Enterprises in
areas that receive more cash transfers also experience meaningful gains in total revenues,
in line with the increased household expenditures. Untreated households, too, show large
consumption expenditure gains, by an amount comparable to recipients’ gains. Through
monthly measurement of scores of commodities and consumer and durable goods, we doc-
ument positive but minimal local price inflation (0.1% on average) in areas that received
additional cash. To assess aggregate implications, we compute a local fiscal multiplier, tak-
ing advantage of data on representative samples of treated and untreated households and
firms. Both income data and consumption data yield large positive estimated local fis-
cal multipliers of approximately 2.3 to 2.5. A speculative possibility for how local output
increases, despite no meaningful local price inflation or firm investment response, is that
many local enterprises are characterized by substantial ‘slack’ in their utilization of factors
of production. Finally, we interpret the welfare implications of these results through the
lens of a simple household optimization framework. In this framework, the fact observed
consumption gains for untreated households are not driven by corresponding increases in
labor supply, combined with a lack of local price inflation or of adverse spillovers along other
non-market dimensions, suggest that non-recipients as well as recipients were made better
off in this setting. This in turn suggests that some existing evaluations of cash transfer
programs that ignore aggregate effects may be under-estimating overall program gains.

In the third chapter, together with Pierre Biscaye and Utz Pape, we study externalities
arising not through social connections among residents of a local economy, or through their
participation in the same market, but rather within the household as a result of the sharing
of household economic and childcare activities by household members. We identify impact
of childcare on adult labor supply in the context of COVID-19-related school closures in
Kenya. We compare changes in employment after schools partially reopened in October
2020 for adults with children in a grade eligible to return against adults with children in
adjacent grades. Using nationally-representative panel data, we find that a child returning to
school increases adults’ weekly labor hours by 22%. Contrary to evidence from high-income



settings, effects are not significantly different by sex of the adult. This is explained by two
offsetting mechanisms, driven by children’s role as both childcare recipients and contributors
to household childcare and agriculture. Women benefit relatively more from reductions
in childcare burdens when children return to school, while men pick up a larger share of
reduced child agricultural labor. Our results suggest policies increasing childcare accessibility
could substantially increase adult labor supply in low- and middle-income countries.

While all three chapters are intended to answer a stand-alone set of research questions across
different settings, they each shed light on ways in which the actions of economic agents, or the
targeting of policies towards a subset of residents, affect others in their geographic vicinity.
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Chapter 1

Effects of Migrant Networks on Labor Market
Integration, Local Firms and Employees

1.1 Introduction

Migrants tend to sort into spatially concentrated immigrant communities (see e.g. Bartel
1989; Musterd 2005). This suggests that local networks play a role in promoting migrant
well-being and labor market integration. While positive effects of network size on the labor
market integration of migrants have been documented (e.g. Edin, Fredriksson, and Aslund
2003; Munshi 2003; |Damm 2009), little is known about the channels through which networks
operate. They may be a source of information about employment opportunities (Beaman
2011; Bayer, Ross, and Topa 2008]), referrals (Dustmann et al. |2015), knowledge of insti-
tutions at the destination (Biavaschi, Giulietti, and Zenou 2021), social support (Blumen-
stock, Chi, and Tan [2021)), financial aid (Giulietti, Wahba, and Zenou 2018), or cultural
identity. Moreover, larger enclaves may benefit their members because host communities
are more receptive of new immigrants in places already familiar with an immigrant group
as suggested by the contact hypothesis (e.g. |Allport [1954; Mousa 2020; Lowe [2021)).

At the same time, there is considerable academic and political debate about
the potential adverse effects of immigration. Employees in local labor markets may
experience displacement and negative wage effects (for reviews of the academic ev-
idence, see e.g. Borjas [2003; (Card 2009; Dustmann, Schonberg, and Stuhler 2016]).
Migrant enclaves may slow civic and social integration (Lazear [1999; |Danzer and
Yaman [2013), and large immigrant inflows may lead to political backlash among
host communities (Dustmann, Vasiljeva, and Piil Damm [2018). But are these
concerns warranted? And do they outweigh the benefits of larger networks?

In this paper, we study how networks affect the labor market integration of refugees,
the economic performance of local firms, and the earnings of the existing workforce. We
leverage the two-stage quasi-random allocation of asylum seekers in Switzerland and com-
prehensive employer-employee matched administrative and survey data covering the uni-
verse of migrants, residents and firms between 2008 and 2017. First, we investigate how
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the size and composition of networks dynamically impact the labor market trajectories
of new migrants. Employing our rich data and a novel instrumental variables identifica-
tion strategy, we test and extend existing theories and evidence of refugee labor market
integration in a unified framework. Next, we study how changes in migrant networks im-
pact local firms and their employees, incorporating information sharing and job referrals
as an additional lens through which to interpret wage effects of immigration on native
workers. And last, we dive into the mechanisms driving these effects, and empirically
assess recent theories of information sharing and referrals within networks using quasi-
random variation in co-residence among refugees in the first months after arrival.
Causal identification of the effects of migrant networks is complicated by the fact that mi-
gration choices are rarely exogenous. Social networks too, form endogenously. We leverage a
feature of Swiss migration policy — the two-stage quasi-random allocation of refugees — to ad-
dress these challenges. After an initial hearing at a federal processing center, asylum seekers
are allocated to one of Switzerland’s 26 cantons, proportionally to each canton’s population.
By law, this allocation is random and electronic, unless the applicant meets one of a few
tightly circumscribed legal criteria (FAA-142.31 1998} State Secretariat for Migration 2015)).
Due to a Supreme Court ruling, the federal government is required to document and justify
all exemptions from random allocation towards receiving cantons. Beginning in 2008, our
dataset contains all these justification records, allowing us to reliably identify randomly al-
located individuals. Within cantons, refugees then spend the first 6-12 months in a cantonal
residential center, and allocation is again quasi-random conditional on a few practical con-
siderations. Each center houses approximately 100-150 individuals at a time and meals are
generally shared, leading to substantial exposure and social connections between residents]T]
Quasi-random assignment of refugees to cantons implies an assignment of the bundle of
characteristics at the assigned location — including the existing local network of co-nationals.
But not all network members are themselves randomly assigned. So, even if refugees them-
selves are exogenously assigned, their network is not. If some migrants select into locations
based on comparative advantage or differential valuation of amenities, existing local networks
may be correlated with location fundamentals. To isolate the effect of networks, we there-
fore construct an instrument of the existing migrant stock based on previously exogenously
assigned migrants. Our in-depth knowledge of the allocation mechanism and uniquely rich
data allow us to construct the theoretically expected distribution of refugee assignments to
each location, taking arrival cohorts at each reception center, cantonal assignment proba-
bilities, family structures, and exemptions from random allocation as given. This approach,
inspired by recent advances in the econometrics of settings with partially exogenous treat-
ments (Abdulkadiroglu et al. 2017; Borusyak and Hull 2020), makes explicit the source of
randomness and potential counterfactual assignments, thus allowing for credible identifica-
tion and randomization inference. We verify balance of assignments with respect to refugee

One of the authors, Dennis Egger, worked in a cantonal asylum center prior to his doctoral studies,
and has conducted multiple interviews with past colleagues to understand the allocation process. Anecdotes
based on personal experience suggest the relationships formed in cantonal centers are often within nationality
groups, strong, and many persist after refugees leave the center.
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and location characteristics, and show that the observed distributions in our data are con-
sistent with those expected under our characterization of the allocation mechanism.

The allocation policy generates quasi-exogenous variation in the nationality-mix of mi-
grant inflows. Some firms — those initially hiring certain types of migrants — therefore
experience a larger shock to their employees’ networks compared to others. A strength of
our setting is that it yields many uncorrelated and plausibly exogenous shocks across years
and nationalities ideally suited for a shift-share instrumental variables (SSIV) design that
improves on existing designs relying primarily on voluntary migration (Adao, Kolesar, and
Morales 2019; |Borusyak, Hull, and Jaravel 2021)). In the second part of the paper, we use
baseline employment shares of each firm, and an SSIV approach to estimate how inflows
that are better matched to a firm impact its performance, hiring, and employee wages.

We trace labor market outcomes of individuals and firms using a novel and comprehen-
sive dataset, comprised of four administrative employer-employee matched panel registries
and two large-scale population representative surveys, all matched through a unique social
security identifier and enterprise ID. The data covers the universe of refugees and migrants ar-
riving between 2000 and 2017, as well as all individuals resident in Switzerland between 2010
- 2017, and the universe of employers between 2011 and 2017. Annual census registry data
provides basic demographics and locations for all individuals. The migrant registry database
contains detailed information on migrants’ origin and each refugee’s asylum process — includ-
ing a detailed residence history, allocation information, and, contrary to earlier papers, any
deviations from random assignment. Earnings and labor market participation for all indi-
viduals employed, self-employed, or receiving social security benefits in Switzerland come
from monthly spell-level social security data, and are matched to the Swiss business registry
covering all registered enterprises in Switzerlandﬂ The biennial Earnings Structure Survey
captures detailed employment, compensation, education, and job title information for a third
of the labor force, while the annual structural survey has information on education, language
use, family structure, residence, and commuting for up to 600,000 individuals each year.

We make four main contributions. First, we show that networks substantially and per-
sistently improve refugees’ labor market outcomes. Doubling the number of co-nationals
resident in their assigned canton increases their employment probability by 15pp (28%), and
annual income by 5010 CHF five years after arrival (representing 36% of mean annual earn-
ings)ﬂ Variation in network size alone accounts for 23% of the overall variation in long-run
labor earnings within nationality-by-year arrival cohorts across cantons — a large effect.

These results are qualitatively similar, but quantitatively larger than earlier findings
(e.g. Munshi [2003; Edin, Fredriksson, and Aslund 2003; Damm [2009; Beaman 2011).

2Existing studies using Swiss data rely only on the migrant registry (Martén, Hainmueller, and Hangart-
ner 2019). This does not contain wages, and the employment indicator becomes less accurate over time
compared to the social security registry data as it is not regularly updated, and generally not updated at all
after migrants leave the asylum system.

3The conversion rate between Swiss Francs (CHF) and US$ is approximately 1:1 in our study period.
The population average annual income in Switzerland was 57,900 US$ PPP. in 2010 and 67,870 US$ PPP.
in 2017. The equivalent earnings for the refugee population have been 41,790 US$ PPP (2010) and 36,410
US$ PPP (2017) conditional on being employed. See Figure for a descriptive overview.
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However, a key challenge in the existing literature has been to identify credibly exogenous
variation in migrant destinations. Although refugee dispersal policies are promising,
they typically leave substantial discretion to allocation officers for practical and ethical
reasons. Both in Denmark (Damm 2009; [Sale 2021), and in the US (Beaman [2011),
observable refugee demographics are statistically significantly correlated with networks
at the assigned destinations. The approach in the existing literature has been to control
for these observables, yet concerns remain about potential imbalance on unobservables.
Switzerland is unique in that allocation is explicitly random by law and independent
across applicants. In addition, our uniquely rich data on communications between
reception centers and allocation officers allows us to reliably identify exogenously allocated
individuals, as demonstrated by balance tests for scores of refugee characteristics.

Moreover, existing studies have mostly not addressed the potential endogeneity of ex-
isting local networks at the destination, except for including a destination fixed effect (e.g.,
Edin, Fredriksson, and Aslund 2003 in Sweden and [Martén, Hainmueller, and Hangart-
ner 2019 in Switzerland) | Damm (2009)| is the first to use past allocations as an in-
strument for current migrant stocks, but in constructing the instrument does not account
for clustered allocations, placement officer discretion and sorting on observables[| In con-
trast, our instrument is based closely on our detailed knowledge of the assignment mech-
anism and transparently isolates the exogenous component of local networks.

Second, we investigate what channels drive network effects, looking at dynamics, hetero-
geneity, as well as network composition. Effects increase with refugee’s time since arrival, are
more pronounced for male, younger individuals, and for origin countries that are ethnically
more homogeneous. Turning to network composition, we find that network members who ar-
rived through the asylum system, those that are more similar in terms of demographics (age,
sex and education), and more economically successful have larger impacts. This is consistent
with network formation based on homophily (e.g. Currarini, Jackson, and Pin 2009), and
strong ties providing more relevant employment-related information and support (Giulietti,
Wahba, and Zenou 2018]), more so than alternative views, according to which a networks’
value is primarily based on its ‘quality’ alone (Calvo-Armengol and Jackson [2004), or where
weak ties and diversification of information increase a network’s value (Granovetter |1973).

4Edin, Fredriksson, and Aslund (2003), Damm (2009), Sale (2021), and Martén, Hainmueller, and
Hangartner (2019))| also include separate fixed effects for origin country, and year. A potential concern
with this strategy is that within an origin country, later arrivals may be systematically different from early
arrivals, and by definition encounter larger networks on average. Beaman (2011))| therefore includes origin-by-
arrival-year fixed effects, using variation only within arrival-year cohorts of each nationality. Our paper goes
one step further, concentrating on variation within nationality-by-year-by-reception center, thus allowing for
differential selection of migration routes.

3Sale (2021)| uses the same IV strategy as|[Damm (2009), additionally accounting for differential effects
between refugees placed at the same time and those placed further apart, building on [Beaman (2011). A
main contribution of [Sale (2021)|is to use these insights to characterize the dynamically optimal path of
refugee allocations, a point we return to in the conclusion. The instrument in Damm (2009) and [Sale (2021))
is the total number of previously assigned refugees. This does not take into account the documented sorting
of refugees allocated previously due to allocation officer discretion, or the potential for serially correlated
assignments based on the Danish policy of assigning groups of co-nationals jointly while intending to balance
overall numbers across multiple years.
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Third, we isolate the contribution of information sharing and referrals. We show
that within cantons, migrants that quasi-exogenously overlap in the same cantonal
residential center for the first 6-12 months after arrival are three times more likely to
end up working for the same employer after leaving the center. Corroborating this
interpretation, firms exposed to a larger shock to their employees’ network — those
that previously had a higher share of employees from an origin — are significantly
more likely to hire additional workers from that origin relative to other firms.

While the existing evidence of migrant network effects has been interpreted through
an information / referral channel, direct causal evidence has not been established.
Earlier studies document ethnic clustering within employers (e.g., |Damm 2009; Martén,
Hainmueller, and Hangartner [2019), and survey data suggests that referrals are a
particularly prevalent among immigrant networks (Dustmann et al. 2015). |Beaman
(2011)), moreover, finds that a large network arriving at the same time initially dampens
labor market chances, consistent with a model where information sharing in networks
leads to competition for a limited number of job openings. Yet, these facts may also
be driven by differences in the skill-mix across migrant communities, firms specializing
in certain types of labor, and general equilibrium effects in the local labor market. Our
design overcomes this by leveraging quasi-random within-nationality variation in social
connections, and a design that exploits firm-level shocks to employee networks.

And fourth, we provide evidence on how networks impact local firms and work-
ers. Concerns about displacement of locals within firms are not borne out in our
data. On the contrary, firms with a better matched migrant inflow hire both more
migrants and more non-migrant workers. Total employment and the wage bill in-
creases.  Native workers (and in particular high-skilled ones) benefit, experiencing
wage increases and promotions upwards in the firm hierarchy. Beyond corroborating
the referral/information sharing channel of migrant networks, this is direct evidence
that migrant networks not only benefit migrants themselves, but also improve the
match-quality between firms and migrants and increase firm productivitylf]

Our approach directly tests the firm-level implications of recent models of job referrals
in a setting with quasi-exogenous shocks and full-population data. Kramarz and Skans
(2014)), Pallais (2014)), and Barwick et al. (2019)| show that referrals are particularly impor-
tant for early labor market entrants. Because new entrants have few observable signals of
quality, uncertainty in the match process is higher, and this leads to inefficient hiring of
inexperienced workers. This channel may be particularly important for immigrants, whose
productivity is more difficult to observe for local employers. But while Pallais and Sands
(2016) show that referrals lead to more efficient firm-worker matches and increased pro-
ductivity in an online labor market, over-reliance on networks in hiring may also lead to
nepotism, and even reduce firm size and productivity (Chandrasekhar, Morten, and Peter
2020)[] In our context, the former view seems to be quantitatively more important.

6This validates aggregate level evidence of the positive productivity impacts of immigration (Peri[2012).
TWitte (2021)) finds empirical evidence of this reduction in productivity in Ethiopia.
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Consequently, our results highlight the role of information sharing in networks as an
important mechanism through which migrant inflows affect the wages of local employ-
ees, bridging the gap between the aforementioned literature on referrals and the litera-
ture on the wage impacts of immigration. Many studies using shift-share designs have
found conflicting results at the labor market level (see (Card [2009 and Dustmann, Schon-
berg, and Stuhler [2016/ for reviews).ﬂ Our approach complements earlier work by focus-
ing not on aggregate-level immigration shocks, but instead on firm-specific shocks to em-
ployee networks, and variation in within-migrant origin composition. Holding overall im-
migration fixed allows us to abstract from general equilibrium considerations, and cleanly
identify the impacts of networks through referrals. In doing so, we contribute to a small
literature on the firm-level impacts of immigration (Dustmann and Glitz 2015; Mitari-
tonna, Orefice, and Peri 2016|), and shed light on the within-firm substitutability of mi-
grants and natives as well as firm-level wage setting (Manning and Amior 2021]).

Our findings have implications for immigration policy. Concerns about immigration are
particularly salient in the case of refugees who tend to integrate slower than self-selected
migrants (Brell, Dustmann, and Preston [2020)). In the last decade, the global number of
refugees has doubled and large inflows have created considerable political backlash (Dust-
mann, Vasiljeva, and Piil Damm 2018). The term ‘refugee crisis’ re-emerged, as in the case
of Syrian refugees arriving in Europe in 2015. Host country immigration policies have often
been motivated by concerns about migration rather than its upsides. Particularly in Europe
and the United States, countries have adopted dispersal policies that aim to reduce spa-
tial concentration of refugees, and policies limiting employment opportunities for refugees
upon arrival. In light of our results, these policies may need to be reconsidered.

Three caveats are worth mentioning: First, our empirical design uses variation generated
within an existing dispersal policy. Results may therefore not generalize to contexts where
ethnic concentration is far beyond what is observed in our setting. In such cases, incen-
tives for integration may be non-linear in group size (e.g. as in Bazzi et al. [2019). Second, a
strength of our design is that it holds the overall migrant inflow across locations roughly con-
stant. While general equilibrium effects are therefore unlikely to confound our results, this
also implies that our setting is less well-suited for quantifying these effects, which may play an
important role in context with larger immigration shocks (e.g. as in |Card |[1990). And third,
there may be a trade off between economic and civic integration. In ongoing work, we use our
data on language spoken at home, residential segregation, intermarriage, female labor force
participation, and a novel dataset on all first names of new-born babies — matched to the mi-
gration registry — to study how migrant networks affect integration along those dimensions.

8Foged and Peri (2016)| use Danish dispersal policy to show that immigration into a labor market leads
to skill-upgrading of locals moving across firms, and increases in local workers’ wages, consistent with our
evidence.
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1.2 Institutional Context and Background

Switzerland receives approx. 30,000 asylum requests each year, and about 60% of those
remain in Switzerland for at least a year (cf. Figure [A.1.1)). In 2015 asylum seekers rep-
resented 0.8% of the Swiss population. This is one of the highest shares in Europe and
among high-income countries in general (e.g., in 2015 refugees were 1.4% of the popula-
tion in Sweden, 0.3% in Germany, 0.2% in the UK, and 0.08% in the U.S.). Figure
plots the number of refugees newly registered and present in Switzerland at the end of
each yearﬂ Their primary origins were countries of the former Yugoslavian Republic in
the early 2000s, then shifting towards the Middle East, particularly Syria, Afghanistan,
and Iraq, in the late 2010s. Throughout the period, there is a substantial share arriv-
ing from Sub-Saharan Africa, and Eritrea, Somalia, and Nigeria in particular.

Swiss asylum law sets the rules for allocation of newly arriving refugees, their
asylum process, and regulations regarding residence and employment. Initially, refugees
requesting asylum are transferred directly to one of several federal processing centers
operated by the State Secretariat for Migration, usually located at the border or at
airports (see Figure . Typically, this will be the closest center with availability of
accommodation from their point of immigration. It is therefore likely that refugees
choosing different migration routes systematically sort into different centers. In these
processing centers, the identity and main characteristics of the individuals is recorded
and they have a medical check and their first asylum hearing. The main purpose of
this meeting is to evaluate a refugee’s reasons for demanding asylum, as well as any
legal requests for exceptions from random allocation to cantons (see below).

After a period of maximum 140 days refugees whose asylum request has not
been rejected immediately (e.g., on formal grounds) are allocated to one of the
country’s 26 cantons (equivalent to federal states). In practice, allocation is much
faster — the median in our data is 15 days, and 90% of refugees are allocated
to cantons less than 42 days after the recorded immigration date.

By law, this allocation is electronic, random and proportional to the residence popu-
lation in the cantons (FAA-142.31 |1998; State Secretariat for Migration 2015). A group
of allocation officers located the the State Secretariat for Migration’s headquarters assigns
refugees based on rudimentary information that suffices for identifying each individual (see
Figure for a schematic illustration of the cantonal allocation process). These alloca-
tion officers never meet individual asylum seekers in person, and allocate 100s of asylum
seekers each day on average. All they receive is a file, containing a partial extract of each
asylum dossier: throughout our study period, hard copy asylum dossiers were not fully
digitized, and allocation officers never saw the full dossier. We have obtained the corre-
sponding data set including all information available to the allocation officers.

Importantly, the law stipulates that random allocation can be suspended for a tightly
circumscribed set of reasons. First, refugees that can demonstrate that an immediate family

9This is less than the total number of asylum requests, since some refugees leave Switzerland before the
end of the year.
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member (spouse, child, or parent) are already residing in Switzerland have the legal right to
family reunification. Second, if a refugee’s medical conditions can only be treated in certain
cantons, this can be taken into account in the allocation. And third, an allocation decision
may be non-random if there is any serious threat to the life or safety of a refugee, or th general
population. This may occur, for example, if a refugee has been subject to human trafficking,
and traffickers are active in a certain region of Switzerland, or if a refugee has committed a
crime and is being detained in a specific canton. In addition, a few practical reasons may in
rare cases result in a suspension of random allocation. The most important case are asylum
seekers who have already requested asylum in another European country. Under the Dublin
treaty, individuals may only request asylum in one treaty county, and are sent back to the
first request country for any subsequent requests. In such cases, refugees are sometimes
allocated to the same or a nearby canton in which the reception center is located for the first
140 days, and transferred to their final canton later in case deportation has not yet occurred.

These reasons are evaluated and recorded as part of the first asylum hearing by immi-
gration officers, and entered into one of two fields within the data sent to the allocation
officer: first, a direct request field containing the requested canton; second, a free text com-
ment field containing additional details necessary for the allocation process. Importantly,
several rulings by the Federal Supreme Court of Switzerland state require the Department
for Migration to be able to justify in court any deviation from random assignment towards
receiving cantons (State Secretariat for Migration |2015). Beginning in 2008, any requests are
therefore reliably recorded in the allocation dataset we obtained for this purpose. Requests
that do not have any legal merit according to the immigration official are not recorded.

We apply a machine learning algorithm to aggregate every free text entry into any
mentions of cantons, any legally required exceptions to random allocation, or any asylum
process details relevant to the allocation in any of the three official Swiss languages
(e.g. any mention of immediate family, medical reasons, prison)F_U] In our analyses,
we consider all refugees where neither the request field, nor the free text comment
contains any mention of a canton in any language as randomly allocated. = When
multiple family members apply as part of the same dossier, we consider comments for
all family members, i.e. if one family member is considered non-random, so are all
the others. Overall, roughly two thirds of all individuals are randomly allocated.

Table shows that women (who often arrive later to join their partners), more highly
educated refugees, those arriving in larger families with children, as well as those more likely
to be accepted, are more likely to be non-randomly allocated. In line with this, family
reunion is the quantitatively dominant predictor of the suspension of random allocation.

08pecifically: We run the standard Latent Dirichlet Allocation algorithm (Blei, Ng, and Jordan 2003)),
yielding =~ 350 common features of requests. These include such as ‘brother’, 'medical’, etc. We then
categorise these features into topics, i.e. ‘brother, mother’ etc. are classified into ‘core family’, the main
valid reason for suspension of the random allocation. We extract these and other non-valid reasons in the
form of dummy indicators to test whether any of the non-valid reasons is related to the allocation decision
and find no evidence thereof (see Table . In a final step we assess accuracy using random forest models
(Breiman [2001)) to assure that no important feature was excluded from the extraction; more details can be
found in [Auer and Kunz (2021))|



CHAPTER 1. EFFECTS OF MIGRANT NETWORKS ON LABOR MARKET
INTEGRATION, LOCAL FIRMS AND EMPLOYEES 9

We verify that scores of observable characteristics of individuals — both those potentially
directly observed by allocation officers and others — are balanced across cantons (Table.
Interestingly, both random and non-randomly allocated refugees look reasonably balanced,
though the imbalance is larger for non-randomly allocated individuals. This is in line with
exceptions from random allocation being tightly circumscribed, and the observation that
for most family reunions, the family already present in Switzerland are likely to have been
randomly allocated to their canton at some point in the past. Appendix contains more
details allocation officers, and validity checks on the randomness of this allocation.

Refugees allocated to a specific canton must reside there until their asylum request has
been granted and a residence permit has been issued. The median time for this is 361 days
(see Figure . During this period, the allocated canton is responsible for housing and
administration of assigned asylum seekers. Typically, asylum seekers spend the first 6-12
months in a cantonal residential asylum center while awaiting their asylum decision. These
are dorm-style residential buildings, where asylum seekers eat communally and receive lan-
guage and civic education classes. This second-stage within-canton allocation to residential
centers is under the jurisdiction of cantons. While processes differ slightly across cantons,
the allocation to residential centers is typically haphazard, based on limited information con-
tained in asylum dossiers as well as well as a few practical considerations such as availability
of rooms, child and disability friendliness of accommodations, safety concerns, etc. We con-
sider this second-stage allocation exogenous conditional on those observables, and exploit
conditionally random co-residence over the first few months to isolate the impact of social
interactions between refugees (see Sections and . After leaving a cantonal residential
center, refugees may reside anywhere within the canton, though in practice cantonal author-
ities in collaboration with municipalities assist in finding and providing subsidized housing.

How binding is the initial allocation? In case the asylum request is rejected but
the person cannot be sent back to the origin country, residence remains restricted
to the allocated canton. The same restriction also applies to refugees with a pos-
itive asylum decisions who are dependent on social assistance (which is provided
by the allocated canton). Accepted refugees may migrate to anywhere in Switzer-
land, although this is rare in our data. FEven 9 years after arrival, approx. 90% of
refugees remain resident in their initially assigned canton (see Figure [A.1.1]).

Overall, refugees are allocated according to a quasi-random two-step process, and their
residence and employment is effectively tied to a small geographic location for a substantial
amount of time after arrival.

1.3 Data and Empirical Strategy

In this section, we describe our dataset, and outline our empirical strategy to estimate the
effects of networks on refugee’s employment trajectories, local firms and their employees as
well as our methodology to isolate the referral / information channel of network effects.
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Data

We trace labor market outcomes for individuals and firms using a novel and compre-
hensive dataset, linking six administrative employer-employee matched panel registries
and population representative surveys covering the universe of refugees and migrants
arriving between 2000 and 2017, the universe of individuals resident in Switzerland
between 2010 and 2017, and the universe of employers between 2011 and 2017.

Annual census registry data provides basic demographics, immigration status and loca-
tion at the zip-code level for all individuals resident in Switzerland at the end of each year.
The migrant registry database contains rich demographics, legal status, details on migrants’
origin as well as basic employment information for all non-citizens resident in Switzerland.
For refugees, it has detailed information on their asylum process, including day and outcome
of any asylum decisions and a detailed residence history. Importantly we also have access to
the full list of variables created as part of the cantonal allocation process. This data is used
for communication between immigration officers at federal reception centers who conduct
the initial hearing and the allocation officers located at the headquarters in Bern, who never
meet any refugees. It includes information on the reception center, any cantonal allocation
wishes, desired departure date as well as a free text comment field that immigration offi-
cers use to communicate any allocation-relevant information (see Section for detaﬂs)lr_rl
Beginning in 2008, >99.9% of migrants can be uniquely and completely matched to the
census registry using their social security number that they receive upon immigration.

We capture labor market outcomes using three related datasets. First, any employ-
ment and income are captured at the spell level in monthly frequency by the central so-
cial security registry. The registry contains all income of individuals above age 17 living
or working in Switzerland that is subject to social security contributions. This includes
any income above 2300 CHF annually derived from employment, self-employment, military
service, disability and unemployment insurance. Employment income is measured compre-
hensively, including wages, overtime compensation, tips, bonuses, non-cash benefits, etc.
and is not top-coded. Average annual income conditional on employment for all refugees
in our data is ~30,000 CHF, and while there is no nationwide minimum wage in Switzer-
land, it is &~ 20 CHF per hour in cantons and sectors that impose one. With this in mind,
it is unlikely that this lower bound leads to significant left-censoring. This is the high-
est quality and most comprehensive registry data on labor income in Switzerland. How-
ever, it does not capture any capital income. These data are uniquely matched to the
population and migrant registries using an anonymized social security number.

Data on firms comes from the enterprise registry that captures all registered enterprises
and contains information on economic sector, legal form, total employment and the location
of each firm. It is linked annually with the universe of all employees identified by their
social security number. Since this link is primarily based on social security reports done at
the firm-level, our data does not separate the employment in multi-location firms into its

HEarlier studies using data on refugee allocations from the Swiss State Secretariat for Migration have
either not observed the free text field, or not used its content in their empirical design. Moreover, they have
primarily relied on the migrant registry, where employment outcomes become less reliable over time, since
they are no longer systematically updated after a refugee is accepted and leaves the asylum system.
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different locations. In our analyses, we therefore focus on single-location firms (97% of all
firms). Although social security records do not contain an identifier for the employer, we are
able to match these two datasets based on the social security reporting number. This number
contains information about the type of income (e.g., employment earnings, self-employment
earnings, social security income, disability insurance, etc.) and the reporting compensation
office. Compensation offices are unique for large employers, while multiple small employers
in the same location/sector sometimes use a single office for reporting. Individuals with only
one employer within a year match uniquely; for others, we use an iterative match procedure
based on the reporting number and achieve an unambiguous match rate of over 95%.
These registry data are further augmented by two large-scale representative surveys that
are linked to registry data using social security numbers. The biennial Earnings Structure
Survey has detailed employment, compensation, education, and job title information for
a third of the labor force in each year, and roughly 50% of all individuals at least once
over our observation period. The structural survey covers census-type variables such as
education, language usage, family structure, residence, and commuting for a repeated cross-
section of 200,000 households and 600,000 individuals annually between 2010 - 2017.

Estimating Network Effects on Refugee Labor Market Outcomes
First, we are interested in estimating the impact of characteristics of existing migrant net-
works, such as their size and composition, on refugee outcomes. We define a refugee’s ethnic
network as all individuals from the same origin nationality living in the same canton in the
year before each refugee’s arrival. Social networks based on nationality are highly predictive
of social interactions in our context: Cantons are generally small (out of 26 cantons, 8 have
less than 100,000 residents, 17 less than 300,000) and typically have only one or two urban
centers. Among migrants living in the same canton, co-nationals are 40 times more likely
to live in the same household, 30% more likely to live in the same zip code, and more than
twice as likely to work for the same employer compared to two randomly chosen migrants.
The key challenge in estimating impacts of existing networks is that they might be endoge-
nous. Suppose the following model:

Yiodt = B networkoqs—1 + ot + Yot—t + 0d + Eiodt (1.1)

where ;04 is an outcome for refugee ¢ from origin country o assigned to canton d in year
t. network;,q¢—1 is a measure of the network of migrants from origin country o in can-
ton d at time ¢ — 1 and ¢ is the immigration year of refugee i. a, is an origin-by-arrival
year cohort fixed effect. Including these is important, since refugee inflows within origin
may be selected over time, if e.g., individuals with certain characteristics leave a conflict
zone later, and encounter larger networks on average.H Yot—t is a cohort-by-years-since-
arrival fixed effect, absorbing any differential integration trajectories across origin nation-
alities that are common across all cantons. ¢; is a canton-of-assignment fixed effect, ab-
sorbing any systematic differences in networks and migrant outcomes across cantons.

12 Among the existing literature, only [Beaman (2011))|includes origin-by-arrival-year fixed effects.
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The parameter of interest is 5. Causal identification requires network,;,; 1 to be ex-
ogenous, i.e., Cov(€;pqs, network,q;—1) = 0. This may fail for two reasons: First, if mi-
grants choose their destination, economically successful individuals may self-select into dif-
ferent networks, causing omitted variable bias (selection of refugee destinations). Second,
other individuals may self-select into a location based on its attractiveness, and if differ-
ent nationalities sort into different locations based on their comparative advantage or rel-
ative valuation of location amenities, existing migrant networks may be correlated with
these location features (selection of other network members into destinations).

We address the first concern by focusing on quasi-exogenously allocated refugees, which
we define as all individuals where no canton is requested in any communications between
immigration officials at their reception center and the allocation officer located in the head-
quarters of the State Secretariat for Migration. As described in section [I.2] for a refugee
to be non-randomly allocated, valid legal reasons have to be evaluated by an immigration
official, and communicated to the allocation officer (who never meets any refugees) for ex-
ecution. By law, any such deviation from randomness needs to be justified and recorded,
and our data contains all such records. For quasi-randomly allocated individuals (approx.
2/3 of all refugees), their assignment location is therefore exogenous. Table veri-
fies that assigned network size is indeed uncorrelated with refugee characteristics.

Second, even if individuals are completely randomly assigned to a destination d, exist-
ing networks at that destination may still not be exogenous. Some members of migrant
networks may have arrived through channels other than the asylum system, some may
have been granted an exception from random allocation, and some may have relocated
after initial random assignment. Suppose location d is particularly attractive to migrants
from origin o, e.g., because of the skill-complementarity between o-types and the industry
mix at destination d, or because o-types particularly value d’s amenities. While the in-
clusion of a destination fixed effect ay controls for any systematic differences in locations
affecting all refugees (i.e., absolute advantage of a location), it does not account for such
group-specific sorting (i.e., comparative advantage). We therefore construct an instrument
for the existing migrant stock based on past quasi-randomly allocated refugeesFE]

An Instrument for Ethnic Networks

Inspired by recent advances in the econometrics of settings with partially ran-
dom mechanisms, our instrument builds on our detailed understanding and unique
data on the allocation process to carefully isolate the random component of past

13This idea was first proposed by [Damm (2009). However, compared to Switzerland, the allocation
mechanism in Denmark leaves more discretion to allocation officers, and groups of refugees are assigned
at the same time, based on integration offices moving across the country, and allocations are conditional
on observable characteristics. No requests for family reunions or other exceptions from random allocation
are observed and balance tests show that assigned network sizes are significantly correlated with refugee
characteristics. In Switzerland, allocations random by law, independent across refugees (unless they are
part of the same nuclear family), allocation officers never meet refugees and any exceptions are tightly
circumscribed by the law, recorded in the dossier, and observed in our data (see section |1.2).
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allocations (Abdulkadiroglu et al. 2017; |Borusyak and Hull 2020)@ Past allo-
cations of refugees are quasi-exogenous, and predict existing migrant networks,
thus satisfying the requirements for an instrumental variables approach.

Allocation officers observe a minimal amount of information on each refugee, including
their nationality, family structure (i.e., everyone applying for asylum in the same dossier),
the federal reception center where their initial hearing was conducted, and any allocation
requests recorded either as a direct request, or in a free-text comment by the immigration
officer at the federal reception center. By law, the allocation officers’ task is to electronically
and randomly allocate these refugees to different cantons, proportional to each canton’s
population. Any deviation from randomness must be recorded in the comment field. Which
refugees ultimately end up allocated to each canton therefore is partly endogenous — i.e.,
it depends on the legally valid requests within each cohort and canton, the distribution
of arrivals at each reception center as well as the cantons’ population-based quota — and
partly exogenous. Our strategy is to model this allocation process carefully, and define
the instrument as the deviation of realized allocations from expected allocations under this
partially random process. See Figure for a schematic of this process. Our instrument is:

L L
networkog ;1 = Z assigned _network,;, ; — I ( Z assigned _network,;, l> (1.2)
=1 =1

Expected allocations capture any systematic differences in assignments (e.g. due to
allocation requests, differences in immigration patterns and allocations by reception
centers), and deviations from this expectation should therefore be exogenous.

We model the allocation process as follows: Nationality-by-year arrival cohorts in each
reception center z are taken as given (nZ), allowing for the potential endogenous selection
of refugees into different reception centers. First, allocation officers assign any refugees with
legally validated placement requests. Next, they assign those without a placement request to
fill the cantonal quota: The overall assignment probabilities of the remaining quasi-randomly
allocated refugees from each reception center z to each canton d in each year ¢ are taken from
our data and denoted p7,. Our approach therefore takes into account overall cantonal quotas,
and any differential representation of cantons among those making a successful placement
request, and allows for any differential allocation of refugees from different centers to specific
cantons (e.g., for legal or practical reasons, or because the language of the dossier may
be observed and correspond to a reception center). Taking into account family structure,
allocation officers then jointly allocate each migrant family without a placement request
to one of 26 cantons according to a Multinomial distribution with assignment probabilities
p%. The number of refugees from origin o and reception center z assigned to each canton
d follows a Binomial distribution with probability density function B(nZ,p3,), with the
expected number of assigned individuals therefore given by E(nZ;,) = p3 - nZ,.

This characterization of the assignment process is testable. First, we simulate the as-
signment process 999 times, and construct the deviation from the expected number of as-

14To our knowledge, these methods — developed initially to evaluate school allocation mechanisms — have
not been employed to study network effects on labor market outcomes.
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signed refugees as a share of the cantonal population for each counterfactual allocation.
Panel A of Figure [1.3] shows that our observed distribution is very similar to the aver-
age counterfactual distribution. Moreover, we know that the standard deviation of a Bi-
nomial variable increases with the square root of the number of trialsﬁ. In our case,
larger arrival cohorts will have more variation in deviation from the expected number as-
signed to each canton. Panel B of Figure [I.3] shows that the standard deviation of as-
signed population shares in our data closely matches the expected relationship.

Second, a valid instrument should be uncorrelated with baseline nationality-by-canton
characteristics. Cantons with initially larger networks, or networks with different com-
positions should not systematically have above- or below-expected number of refugees
assigned to them. Table shows that initially larger networks — even conditional
on destination fixed effects — have somewhat higher shares of non-refugees, women and
older individuals, employed individuals and migrants that arrived more than 3 years ago.
Although these correlations are small, they are statistically significant and suggest that
migrants (other than those randomly assigned) differentially select into larger networks,
highlighting the need for an IV approach. Our instrument based on quasi-exogenous
inflows, on the other hand, is uncorrelated with initial network characteristicsE

In short, the assignment distributions we observe in the data are consistent with
what would be expected under our stylized assignment mechanism. Moreover, in contrast
to the migrant stock itself, it is balanced with respect to size and characteristics of
initial networks, even conditional on destination fixed effects. As an added benefit,
this implies that design-based randomization inference is credible in our setting (Fisher
1936). One remaining concern may be that different allocation officers have prefer-
ences over regions (e.g. due to language) and specialize in certain nationalities. In
Appendix [A.2] we show that destination and nationality shares are similar across all
allocation officers, and provide additional validation tests of the instrument.

In our main analyses, we focus on individuals arriving between the age of 19 and
54 who are likely to be in the labor force over the entire observation periodﬂ We
include origin nationalities with at least 20 refugees in our sample period, and where at

15Specifically, the variance of the number of refugees assigned to each canton is V(nZ,,) = nZ,pZ,(1—p3,).
The expected (canton-share-weighted) variance of the deviation from the expected number 7,5 = nogr —
E(not) across cantons is then given by:

1
E(m ;pét(ﬁzdt - zdjpétnodt)Q) ~ pa - f({pa})
The closed form approximation holds true exactly only under independent allocation across cantons, while
in reality, there should be a small correlation across cantons, which is taken into account in our simulations.

16 A third test is whether the reduced-form effect in Equation is sensitive to the inclusion of different
controls. Our instrument should not be correlated with refugee or destination characteristics, and Table[A.T.4]
that our estimated reduced-form coefficient is indeed stable across different sets of fixed effects.

1718 is the legal age of adulthood in Switzerland, and 18/19 is when most individuals finish high schools
or apprenticeships.



CHAPTER 1. EFFECTS OF MIGRANT NETWORKS ON LABOR MARKET
INTEGRATION, LOCAL FIRMS AND EMPLOYEES 15

least 10% of residents in Switzerland arrived through the asylum system since 2000. E
Since placement requests are only recorded from 2008 onward, and because we use up
to 3 years of previous allocations to instrument for the previous year’s migrant stock,
we focus on refugees arriving between 2011 - 2017@ We cluster standard errors at
the nationality-by-year cohort level, corresponding to the variation in the instrument
and accounting for the potential correlation of assignments within nationalities across
cantons due to cantonal quotas. We also report exact p-values from randomization
inference based on 999 iterations of the allocation algorithm described in Section [L.3]

This approach is valid for any measure of a refugee’s network upon arrival, including
measures of network size or composition. For our main specification, we use network size,
defined as the inverse hyperbolic sine transformation of the number of co-nationals resident
in the assigned canton in the previous year: ArcSinh(no. of co-nationalsod’t_l).m Differ-
ences in the overall population across cantons are absorbed in canton-FE, and we interpret
[ as the effect of a proportional change in a migrant’s network size within the same can-
ton. To ease interpretation, we scale our instrument relative to the network size in the
previous year, such that instrument and endogenous variable are denoted in the same pro-
portional units. E This instrument is highly predictive of migrant stocks, with a first-
stage coefficient of 0.79 (SE=0.13) and a first-stage F-statistic of 36 for the full sample,
and a minimum F-stat of 19 across all specifications and samples presented.@

Estimating Network Effects on Local Firms and Employees

We use a similarly constructed instrument and a shift-share instrumental variables
approach (SSIV) to estimate the impact of a migrant networks on local firms and
employees.  We would like to understand how a change in the network of a firm’s
employees affects the firm, and its employees. The migrant network of a firm’s em-

18We chose these thresholds a priori. However, results vary in predictable ways when relaxing these
thresholds. The higher the threshold, the stronger the first-stage, as asylum allocations become more predic-
tive of overall networks for nations where a higher share immigrates through the asylum system. However,
increasing threshold also reduces our overall sample size, and leads to reduced power in our analyses.

19We will soon receive additional years of outcome data, so that we can extend our dynamic results even
further with an increased sample size.

20Results are robust to using alternative specifications, including the population share of each community.

21Specifically, the instrument is defined as:

3
ArcSinh < Z (no. assigned co—nationalsodi_l) -+ no. of co—nationalsod’t_4>
1=1
3
—-E <ArcSinh ( Z (no. assigned co—nationalsod’z,l) +no. of co—nationalsod,t4>>
1=1
22ZA first-stage coefficient slightly below 1 (p = 0.11) implies that an inflow of randomly assigned refugees
leads to slightly fewer voluntary migrations to the same canton, at least over a period of 3 years. This

is consistent with Beaman (2011), suggesting that a large influx of new migrants into a network may be
temporarily negative in the short-run due to competition for a limited amount of jobs, while turning positive

in the long-run (see Figure [A.1.3)).
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ployees is proxied by the number of co-nationals resident in the same canton, and we
aggregate this measure across all origin nations, using baseline employment shares

AYjakt ;B(Z SZL - ApArcSinh(no. of Co-nationalsodt))
o (1.3)
+71(any refugee employees)pr, + ax + ¢4 + (5%% + Ejdkt
where yjqre is an outcome of firm j in canton d in sector k at time t, sPF is the
baseline employment share (as a share of all employees from asylum-sending nations),
1(anyre fugeeemployees) is an indicator for having any employees from asylum-sending
nations at baseline, and AjArcSinh(Number of co-nationals,s) is the growth rate of the
migrant stock from origin o in canton d over the last L years. We include sector fixed
effects a; to control for any sector-specific time trends, and controls of the outcome
variable at baseline (5%'%. ¢q and «y control for any canton- and sector-specific
trends respectively, as well as the overall inflow of migrants across cantons.

The parameter of interest is [, which we interpret as the differential response of
firms experiencing a doubling of their employees’ network size relative to other firms
in the same labor market. Note that this is different from existing shift-share ap-
proaches to estimating the impacts of overall immigration at the labor market level:
First, our shock is defined as a difference in the composition of migrants, holding
overall immigration constant (both by design, and by including canton fixed effects).
Second, our shock is firm-specific, thus allowing us to identify impacts across firms
in the same labor market, but with different initial migrant compositions.

Importantly, the change in network size may affect firms through multiple channels.
First, a larger network may imply an increase in potential job referrals or information
about job opportunities. Second, a larger network implies a relative labor supply shock
of migrant labor types used intensely in a firm’s production function. To the extent that
refugees from different origins are imperfect substitutes, firms with different initial com-
position of migrant employees may therefore respond differently. In section we in-
terpret our findings with these possibilities in mind, and in section we use within-
canton variation in cohabiting relationships to further disentangle these channels.

For causal identification, we require relative changes in migrant stocks across origins
to be as good as randomly assigned. If firms with initially larger employment shares of a
given nationality grow, they may attract additional immigrants from that origin in search of
employment opportunities. Moreover, initial employment shares are likely endogenous and
firms hiring employees from refugee nations may be systematically different from other firms.
We overcome this concern by instrumenting relative population changes using cumulative
allocations as above — i.e. deviations from expected allocations in of each nationality across
canton-years. Because the variation in the deviation from expectation in the number of

23Results are robust to excluding baseline controls.
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refugees from a nationality varies systematically with the cohort size (see Figure , we here
use deviations in the relative number assigned to each to aggregate across nationalities. []

Even if initial employment shares are endogenous, (3 is causally identified as long as
the allocation shocks are as good as randomly assigned, i.e. deviations from expected al-
locations should not strategically react to differential growth in employment opportunities
for different nationalities (Borusyak, Hull, and Jaravel 2021} |Adao, Kolesar, and Morales
2019). We verify this assumption in two ways: First, Table shows that the instru-
ment is uncorrelated with the composition of baseline migrant stocks in each nationality.
Second, Table shows that baseline firm characteristics are uncorrelated to the shift-
share instrument with the exception of a small imbalance in the share of employees with
tertiary education. We therefore control for average baseline values of the outcome in
our main specification, though results are robust to excluding baseline controls.

In our main specification, we concentrate on long-differences of 6 years in outcomes across
our entire sample period from 2011—2017.[7_5] Since our social-security data does not separate
firm-outcomes by location for multi-location firms, we concentrate on single-location firms
(97% of all firms) and exclude firms with less than three employees at baseline (60% of
firms). For inference, we estimate the instrumented version of Equation at the shock-
level and cluster shocks at the nationality level to account for correlated shocks across
firms with similar initial employment shares (Borusyak, Hull, and Jaravel 2021]).

Isolating the referral channel

Networks may affect migrants through different channels, including information sharing,
job referrals, social support and the way they impact the response of locals. Similarly,
firms may be affected through the relative change in labor supply as well as any potential
impact on referrals and information sharing between employers and existing employees. To
isolate the referral channel, we use the within-canton quasi-random allocation of refugees
to different cantonal centers. These centers house around 100-150 refugees on average, and
asylum seekers typically live there for the first 6-12 months after arrival. Our strategy tests
whether — within co-national ethnic networks — individuals that overlap at such a center
are more likely to work for the same employer after leaving the center. Suppose

1(coworkers,j;) = 11 (center-overlap,; ;) + a; + a; + 9x; - X + muni; - muni; + ;5 (1.4)

where 1(coworkers;;;) is an indicator variable equal to 1 if ¢ and j work for the same em-
ployer at time ¢, center-overlap,; , is an indicator for whether 7 and j overlapped in a cantonal

248pecifically, our instrument is defined as:

L—1 L—1
Z sij . (ArcSinh( Z assigned refugeesod’tfl) - E(ArcSinh( Z assigned refugeesod’tl))>
o =1

=1

where we focus only on refugees without valid legal allocation requests as above.
25Given the long lag in network effects, long differences are preferable. Once we obtain additional years
of data, we will explore including additional lags.
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center in the months after arrival, o; and «; are individual fixed effects, x; - X;- is a full set
of interactions between ¢ and j characteristics potentially observed by the cantonal allo-
cation officer, and municipality; - municipality; controls bilaterally for the municipality of
residence at time ¢t. We consider all pairs assigned to the same canton and use only em-
ployment outcomes in 2017 (the last period in our data) for simplicity. Standard errors are
clustered at the level of the network, i.e. at the assignment-canton-by-nationality level.

1 is the difference in the probability of working for the same employer between individuals
that lived in the same center and those that did not but were assigned to the same canton.
Since assignment to residential centers within cantons happens upon arrival (when cantonal
officials do not know much about refugees beyond their dossier), is typically haphazard,
based on availability of accommodation, and quasi-random conditional on observables, we
interpret this difference as the causal impact of living together after arrival. Since refugees
live in cantonal centers for a few months, and centers only house 100-150 individuals at at a
time, cohabiting leads to substantial social interaction, and thus a higher likelihood of ’strong
ties’. We exclude pairs within the same family and any individuals still living in a cantonal
center to avoid differences in co-working based on family relationships or location only.

Beyond social relationships, living together may affect co-working either through sub-
sequent residence choices, i.e. refugees allocated to the same center may reside closer to
that center. After controlling for a full set of municipality effects, the remaining difference
should isolate the effect purely driven through refugees knowing each other, sharing infor-
mation and potential referrals. Since we do not observe how individuals obtained their job,
we cannot directly distinguish referrals from information sharing more broadly|

1.4 Network effects on the labor market trajectories of migrants

We now turn to tracing out the dynamic effects of networks on refugees’ labor market trajec-
tories. We consider an individual employed in a given year if there is any employment or self-
employment income in the social security registry.@ Employment earnings are broadly de-
fined, and include any wages (including overtime), bonuses, tips, as well as any in-kind remu-
neration. For monthly incomes, we divide the total annual earnings by the number of months
this individual paid any social security contributions from employment or self-employment.

As shown in Figure [I.4] refugee integration trajectories are much slower on average
than those of other migrants — reflecting both the nature of their migration decision,
their origin, and that their immigration authorization is not based on employment.
Increases in labor force participation begin to level out only 8-9 years after arrival,
while wages continue to increase (Panel A). Consistent with refugees representing a
particularly vulnerable population regardless of their origin, refugees from different
regions have remarkably similar integration trajectories (Panel C), with the excep-

26Tn ongoing work, we estimate Equation separately for co-workers that found their job at the same
time vs. sequentially to further disentangle referrals from information sharing.

27Self-employment is rare over the first 6 years after arrival. Only 0.1% of working age refugees arriving
after 2011 are self-employed in any year in our observation period.
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tion of South and East Asian refugees, primarily from Sri Lanka, China (Tibet) and
Mongolia. With these overall patterns in mind, we first look at whether the size of
a refugee’s network upon arrival affects labor market effects in the long-run.

The labor market effects of networks are large and persistent (see Table [L.1)). Estimates
from Equation using our IV approach show that doubling a refugee’s network size upon
arrival increases labor market participation by 15pp (or 28% of the average employment
rate in the sample) and annual earnings by 5010 CHF (or 36% of mean annual labor in-
come)@ While there is some evidence that monthly earnings among the employed increase
(see Columns 7-9), these effects are small and not statistically significant. Networks, there-
fore, seem to improve labor market outcomes primarily on the extensive margin. However,
if the marginal migrant finding employment due to network effects is negatively selected,
our estimate may understate the impact of networks on job quality for each individual@
These results are conditional on refugees still being in Switzerland after 5 to 6 years. Ta-
ble shows that network size does not significantly affect whether individuals remain
in Switzerland, or whether they move within Switzerland after the initial assignment.

These effects represent an important component of the overall impact of quasi-randomly
assigned locations. Using our preferred approach, the estimated network effects account
for 23% of the overall variance in earnings across cantons within nationality-by-arrival-year
cohorts, obtained from a model estimating earnings effects separately for each canton using
canton-of-assignment dummies (see Appendix for details and alternative approaces).

IV estimates are substantially larger than those obtained using OLS. This may
be because non-randomly assigned migrants are negatively selected. However, a
more likely explanation (which we corroborate when looking at network composition
below) is that our instrumental variable induces network changes of precisely the
kind that are particularly valuable: those where a large share of demographically
similar network members arrived recently through the asylum systemm

Figure breaks the effect on labor income into annual dynamics. Our IV estimates
increase continuously up to 6 years after arrival, and although the growth rate slows some-
what, effects have not yet reached a plateau. Reduced form estimates are presented in
Figure[A.1.3] There is some evidence that larger networks have a negative impact on income
in the very first year after arrival. This is consistent with the interpretation in Beaman
(2011)), who argues that arrivals of large groups initially compete for limited employment
opportunities and information, while effects turn positive for network members that ar-
rived longer ago. An alternative view would be that networks may encourage members to

28The exact Fisher randomization p-values for these effects are 0.05 and 0.08 respectively, and Figure
illustrates our estimate relative to 999 simulated random assignments. Figure moreover shows that the
reduced form estimates are robust to changing the set of included fixed effects, validating our instrumental
variables design.

29In ongoing work, we intend to investigate this possibility by investigating if there is any selection into
employment based on observables due to networks, and whether monthly income results change conditional
on such observable characteristics.

30Tn fact, interacting the overall network size with the share of network members that arrived through
the asylum system, as in Table suggests that asylum network members are approx. 4 times as valuable
as non-asylum members, in line with the magnitude of the difference between OLS and IV.
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wait until a better job opportunity becomes available by providing a higher outside op-
tion or reference point for new arrivals (e.g. as in |Caldwell and Harmon [2019)).

Network effects are larger for male refugees (see Figure [L.6]). This is in line with a gen-
erally low female labor force participation among refugees, and a much larger gender gap
in employment than among the Swiss population overall (Figure [I.4] Panel B). Moreover,
effects are larger for refugees arriving at an age below 25. Together with the fact that
refugees arriving as children or adolescents generally integrate faster, acquire Swiss edu-
cation, and look similar to Swiss nationals in terms of labor market participation (Panel
D of Figure [1.4), this suggests that networks may be a complement to refugee’s skills,
and help signal these skills to potential employers. This is corroborated by the fact that
network effects are somewhat larger for native French speakers (primarily from Western
Africa) who are quasi-randomly assigned to a canton of Switzerland, in which French is
the dominant language, though this difference is not statistically significant ]

Thus, network size is an important driver of long-run labor market integration of refugees.
But not all networks are created equal, and leading network theories have different implica-
tions for which types of networks are most useful — even conditional on their size. |Granovetter
(1973))| argues that weak ties and less similar individuals are more useful, since they diversify
an individual’s information. But recent evidence from online social networks (Gee, Jones,
and Burke 2017) and family connections (Kramarz and Skans 2014) suggests that strong ties
are more valuable at the margin, perhaps because they are more likely to use their social
capital to provide support. Moreover, information is more likely to flow between similar
individuals in networks characterized by homophily (Currarini, Jackson, and Pin 2009). If
an important component of a network’s value lies in the distribution of information about
job opportunities and referrals, we may additionally expect more economically successful
networks to have the biggest impact (e.g., as in |Calvo-Armengol and Jackson [2004)).

Table presents OLS estimates of Equation [I.I} including the size of each
refugee’s network as well as interactions for various attributes of each network?
Co-national refugees of the same sex (Column 2) and the same age group (Column
3) have substantially larger positive impacts. Contrary to the pure ’quality’ hypoth-
esis, peers with secondary education have somewhat smaller positive effect.  Given
that the majority of refugees did not complete secondary school themselves, this is
again more in line with more similar network members having more positive impacts.
Columns 5 and 6 moreover show that network members that are themselves employed
and networks with a higher monthly income generate more positive effects.

Overall, these results provide evidence for the value of strong ties over weak
ties, and highlight an important role for homophily. This is corroborated by
the fact that refugees from ethnically more fragmented sending nations benefit

31See also |Auer (2018)| for the effect of language on refugees’ employment in Switzerland

32We focus here on OLS estimates, as some network attributes are ex-post outcomes, and cannot separately
be instrumented for by characteristics of past quasi-randomly assigned refugees. Moreover, our focus here is
mostly on the network composed of other asylum seekers most of whom were also at some point randomly
allocated, OLS is likely to be less biased. However, for demographics — where instrumenting is possible — IV
results are consistent with those from OLS.
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less from their network (see Figure [1.6).  Moreover, within strong ties, ‘quality’
seems to matter, consistent with already employed refugees providing informa-
tion about job opportunities and/or referrals to newly arriving peers.

1.5 Impacts of Networks on Local Firms and Employees

We have shown that larger, more homogeneous, and high quality networks improve long-run
migrant outcomes, but how does this affect local firms, and through what channels?

To assess potential effects on firm performance, we first investigate the distribution of
refugees across industries and firms. Figure shows that over 40% of refugees initially
work in hospitality and food services. That share decreases over time to 20% 10 years
after arrival, as refugees increasingly work in health and social work, admin and support
services, manufacturing, and pubic administration. Consistent with potential network ef-
fects, we observe substantive sorting of refugees into specific firms within sectors. A firm
employing at least 1 refugee is 10 times more likely to hire a second than a randomly
chosen other firm in the same sector is to hire the first (Panel A of Figure [A.1.5). More-
over, there is substantial sorting by nationality: the second refugee employee is three times
more likely to come from the same origin than what would be expected if a firm hired a
randomly chosen refugee in the same canton (Panel B). This is suggestive evidence that
the employment effects of ethnic networks may be concentrated in firms that previously
hired refugees from the same origin, and that migrant networks may play an important
role in this process. In the next two sections, we unpack these descriptive statistics, and
causally estimate the impact of migrant networks on firms and their employees.

We define a firm’s network as the co-national network of its employees as it is exist-
ing employees that are best able to provide information about employment opportunities
at the firm, and that are a source of potential referrals. Quasi-exogenous refugee assign-
ment creates variation in relative inflows in the composition of migrants, where types are
defined by their origin nationality o. Our shift share IV strategy thus exploits quasi-random
variation a firm’s network based on differences from the expected allocation in relative in-
flows of migrants from different origins into the canton where the firm is located. Expo-
sure shares of each firm are defined as the o-type employment shares at the start of our
observation period in 2011 (as a share of all employment from refugee nations). We con-
centrate on single-location firms with at least 3 employees in 2011 and active in all years
between 2011 and 2017, and estimate the effect of inflows over the entire period on 6-year
changes in firm outcomes. (See Section and Equation for more details.)

Two points are important to note upfront. First, a relatively larger inflow of o-types not
only increases the network of employees from origin o, but also represents a relative labor sup-
ply shock of o-types relative to other migrants. If different migrant types are imperfect substi-
tutes, firms with a high initial employment share of o-types may therefore be impacted both
through a ‘traditional’ labor supply channel, as well as a change in the network of its employ-
ees. In fact, we view networks as one potential mechanism through which a better ‘matched’
migrant labor supply shock may impact local firms, e.g., through an increase in referrals. In



CHAPTER 1. EFFECTS OF MIGRANT NETWORKS ON LABOR MARKET
INTEGRATION, LOCAL FIRMS AND EMPLOYEES 22

this section, we cannot directly disentangle these channels, but we note that our firm-level re-
sults provide reduced-form causal evidence to discipline recent theories of wage setting at the
firm level as well as to shed light on firm-level impacts of referrals. We turn to disentangling
the referral / information channel from a pure labor supply channel in Section .
Second, refugee allocation policy varies the composition of migrants while holding con-
stant the overall migrant inflow as a share of the local population. Moreover, refugees
represent less than 1% of the local labor force in all cantons. While this limits our ability
to study general equilibrium effects of migrant inflows on wages across labor markets, the
upside is that such effects are also unlikely to affect our firm-level estimates. Empirically,
our canton-of-assignment fixed effects absorb any remaining variation in overall immigra-
tion across cantons. We therefore interpret our results as relative effects between firms that
are experiencing similar overall migrant inflows, but for some firms those inflows are better
‘matched’ to the composition of their existing immigrant employees compared to others.
Larger firm networks increase overall employment, and shift within-firm employment com-
position towards network members. A quasi-exogenously driven doubling of the nationality-
weighted firm network leads to a 53% increase in the number of employees from asylum
nations relative to other firms (Row 2 of Table . Strikingly, there is no evidence of dis-
placement of other employees at the firm level. If anything, employment of other migrants
(i.e. those from nations without asylum seekers) is also 13% higher, as is employment of Swiss
nationals (13%), though these differences are not statistically significant. Since proportional
employment effects are larger for refugee nation employees, increases in the size firm networks
further increase their employment share of refugee nation employees relative to other firms,
and causally increase overall sorting of migrants from the same origin into specific firms.
Importantly, total employment in firms experiencing a doubling of their network grows
by 23%, and the overall wage bill increases by a statistically significant 44% relative to
other firms in the same sector. Firms met with a better matched migrant inflow thus
grow faster overall, consistent with increases in productivity and/or increases in demand for
their products. This corroborates the finding of increases in productivity of workers hired
through referrals in online labor markets (Pallais and Sands 2016|), and goes against recent
theoretical predictions that relying on hiring through networks may reduce productivity
(Chandrasekhar, Morten, and Peter [2020]). Note that, while these effects seem large, the
magnitudes of differential growth rates are relatively small in practice: The 90-10 percentile
range of relative network size shocks experienced by firms in the sample is 0.05 across all firms,
and 0.4 across firms hiring any refugee nation employees at baseline. This implies a 90-10
percentile range of the employment effect of 1% and 9% respectively for firms in our sample.
How does this increase in hiring driven by changes in migrant networks impact
wage setting? IV estimates of wage impacts are generally more positive for migrant
employees, and less positive for Swiss workers. This is consistent with high wage-growth
regions attracting larger voluntary migrant inflows. Focusing on the IV estimates,
doubling a firm’s network size increases average wages paid by the firm by a statistically
significant 17% (Row 1, Table [1.4). Interestingly, this effect is primarily driven by
wage increases for Swiss employees, who are least likely to be substitutes for refugees.
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In fact, wages of other migrants do not change, and wages of refugee employees fall
by 30%, though this difference is not statistically significant (p = 0.11).

Wage effects among all employees are similar to wage effects on stayers (Panel A vs.
Panel B): Stayers in firms doubling their network size experience a 16% increase in wages
compared to other firms. As above, wage impacts become more positive as the likely degree
of substitutability with refugees decreases: existing refugee employees experience marginally
significant declines while other migrants and Swiss natives experience wage gains — though
the effect is only significant at conventional levels for native workers. Interestingly, low-
skilled natives appear to have lower wage increases (or even slight decreases) than less
than high-skilled natives, though we cannot reject that wage effects are zero.ﬁ

Panel C moreover shows that new hires in firms experiencing an increase in their net-
work are hired at lower hierarchies. The average increase in the percentile rank of ex-
isting employees within the firm wage distribution is a statistically significant 7%. Both
existing refugee employees and natives rise in the firm’s wage ladder, though this rise is
only significant for natives. Interestingly, we do not find clear evidence that existing co-
national refugee employees are compensated by higher wages for potential referrals.

The evidence presented is in line with evidence in Kramarz and Skans [2014, who
find that referral hires are often hired at lower initial wages. Moreover, it echoes
the findings of [Foged and Peri (2016) and Ottaviano and Peri (2012) who argue
that immigration leads to skill-upgrading of native workers. We add to the existing
interpretation by showing that this holds across firms within cantons experiencing a
firm-specific shock to their network, and offer a new interpretation through referrals:
Growing networks among a firm’s existing migrant employees increase the supply of
referrals. More network members are hired — with limited evidence for wage reductions
— while existing employees (particularly Swiss natives) rise up in the firm ladder.@

1.6 Isolating the information sharing / referral channel

In the previous sections, we have shown that migrant networks benefit individual
migrants, and increase network-based sorting into firms with existing migrant employees.
Moreover, larger inflows into a firm’s network increase overall firm employment and
wages for existing employees, while new refugee employees are hired at somewhat lower
wages. This evidence is consistent with networks sharing information on employment
opportunities, and firms hiring newly arriving refugees through referrals or information
shared within employee networks. However, although existing evidence has often been
interpreted in this vain, network benefits for individual migrants may also result from
support not directly tied to employment (e.g., as in Blumenstock, Chi, and Tan 2021)

33Note: We use education data from the labor force survey that only covers ~ 30% of the labor force in
each round, and 50% in any round, explaining the reduction in sample size for this composition.

34Tn ongoing work, we investigate potential selection effect by following initial employees across firms, and
controlling for observable employee characteristics. This allows us to test for differential hiring / firing of
employees within cell based on observables.
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or from natives responding more favourably to more familiar migrant communities.
Moreover, if refugees from different origins are imperfect substitutes, differential within-firm
wage responses may also be explained by monopsonistic wage setting of firms.

In this section, we use quasi-exogenous variation in social exposure through co-
residence of migrants in refugee reception centers. These differences in social ties within
an origin-by-canton network allow us to disentangle the mechanism of information
sharing within social networks and job referrals from these alternative explanations.
As described in Section [1.2] refugees reside in cantonal reception centers for the first
6-12 months upon arrival. = Within cantons, allocation to these centers is plausibly
exogenous, based on availability of beds, and conducted by a cantonal official that has
usually had very limited exposure to a migrant before making an allocation decision.
Each center houses 100-150 refugees at a time, meals are typically communal, as are
many common spaces: living together therefore creates substantial interactions.

Our strategy is to test whether — within co-national migrant networks — social
exposure is associated with a higher probability of working for the same employer.
Cantonal officials have somewhat more room for discretion in their allocation across
centers than at the federal level as suitable housing requires consideration of practical
concerns such as the availability of rooms, child friendliness, disabilities, safety, etc.
Because of this, we control for an increasingly detailed set of characteristics for both
individuals when estimating Equation [I.4] as similar characteristics may at least in
principle increase the likelihood of being allocated to the same center. We exclude
pair of workers within the same family/household, and any refugees still living at the
center to isolate the effect of social connections on future co-working relationships.

Two randomly chosen refugees assigned to the same canton have a 0.3% probability
of working together (Column 1, Table [L.F). Co-nationals are 3 times more likely to
be employed by the same employer, at an average of 1%. The difference is highly
statistically significant (p = 0.000), reiterating the observation above that refugees
strongly sort into employers based on nationality.  Strikingly, refugees assigned to
the same residential center in the same year are 0.2% more likely to work together if
they do not share a nationality, but a full 1.8% more likely (p = 0.000) if they are
from the same origin. This is a very large effect, tripling the baseline likelihood of
working for the same employer among co-nationals. Hence, residential centers are highly
predictive of later co-working relationships, particularly among co-nationals’]

We next focus on co-national networks only (Columns 2-5), adding increasingly rich in-
teractions for each 75 pair. Column 2 adds individual fixed effects, Column 3 a full set of
bilateral interactions for demographics that potentially affect center allocation (including ar-
rival year, sex, marital status, ethnicity, and arrival age). Column 4 adds interactions for the
main categories extracted from the free text communication between allocation officer and the
federal reception center (including dummies for any mentions of core family members, other
family members, peers, medical conditions, linguistic preferences, prison sentences, births,

35This is consistent with anecdotal evidence and personal experience that even within residential centers,
refugees tend to associate strongly along the lines of origin nationality and language.
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pregnancies, disappearances) as well as categories of the asylum process such as whether they
are a Dublin casﬂ, or whether their asylum claim was rejected or accepted temporarily (see
section . Despite this rich set of controls, the coefficient on co-residence remains relatively
stable and highly statistically significant (p = 0.000). This highlights that allocation to cen-
ters is indeed quasi-exogenous — if all these observables do not affect reception center assign-
ments, it is unlikely that any other unobservable characteristics would change our conclusion.
Thus, co-residence has a robust causal effect on co-working even after co-residence ends.

However, being assigned to the same cantonal reception center may not only affect social
interactions, but also where refugees locate after leaving the center — either for convenience
or because cantonal officials assist with housing closer to their current center. It is possible,
therefore, that the impact of co-residence is primarily due to location, rather than social
interaction. In Column 5, we therefore add a full set of 1406 x 1406 fixed effects for refugees’
current municipality of residence (i.e. after leaving the center). This reduces the coefficient
by roughly 50% — but even controlling for residence municipality, refugees are twice as likely
to work for the same employer if their residence overlapped at a cantonal residence center.
Thus, social interactions explain at least 50% of the overall effect of co-residence. This
share may be even higher if refugees’ residential choices after leaving the center are partly
a result of these social interactions (e.g., refugees that get to know each other well in the
center may later decide to locate closer to each other). Thus, the impacts of quasi-randomly
induced social connections — 6-12 months co-residence in a dorm-style accommodation is
likely to lead to ‘strong ties’ — are large, and persist even after leaving the residence.

This causal evidence of social connections on co-working rules out any sorting into em-
ployers based on similar characteristics within nationality cohorts, as well as any pure relative
labor supply channel. The effect on sorting is large, suggesting that a substantial part of
overall network effects on refugees’ labor market integration and firms are likely driven by
referrals or information sharing within social networks themselves. Since we do not di-
rectly observe referrals, we cannot distinguish between those last two channels. However,
for many practical and policy purposes they may yield the same conclusions.

1.7 Conclusion

Using comprehensive administrative data and a novel identification strategy, we have
shown that networks have large and persistent effects on the labor market trajectories
of migrants. Larger migrant communities lead to substantially higher labor market
participation and higher average earnings of migrants. They benefit most from being
located near individuals who are demographically similar to them and economically
successful. Using data on migrants’ residence histories and quasi-random social exposure
of refugees within networks, we establish that a substantial share of the overall network
effects are driven by direct social connections, and information sharing / referrals within

361.e., a person covered under the Dublin treaty, which states that refugees may only claim asylum in one
European treaty county. Refugees claiming asylum in a second country are then usually deported to their
initial asylum country, where their request is processed.
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social networks. Moreover, we find no evidence supporting concerns about the negative
labor market impacts of concentrated immigration. On the contrary, we show that
migrant networks benefit firms with existing migrant employees by improving firm-worker
matches through referrals. Firms grow, and pay higher wages. Native employees
in particular experience wage gains, and move up within the firm hierarchy.

Our findings suggest that existing migration policies — particularly concerning refugees
— may need to be reconsidered. Many high income countries adopted legislation that
constrains refugee’s labor market participation, including employment bans in the initial
stages of the asylum process. Our results show that dispersal policies reduce the labor
market prospects of migrants as well as the gains to local firms and employees through
better firm-employee matches. Prolonged refugee unemployment moreover implies a
higher fiscal cost of housing and financial support for this population, and may have
longer term social and economic hysteresis effects (e.g. Kroft, Lange, and Notowidigdo
2013). Refugee numbers are likely to rise going forward, and aging demographics in
Europe highlight a need for increased immigration. Well-designed migration policies
can benefit migrants themselves, have positive effects on local firms and employees, and
lower the fiscal burden from social and unemployment assistance paid to refugees.

Using machine learning algorithms, Bansak et al. (2018) and |Ahani et al. (2021])| show
that expected refugee labor market outcomes could be improved by 30-70% when matching
refugees optimally to locations based on individual characteristics. Sale (2021))| further takes
into account the dynamic impacts of refugees on earlier and later cohorts, finding optimal
placement would increase refugee employment by 27%. Together with the findings presented
in this paper, this suggests that host countries may want to consider group-based allocation
rather than spreading out individual applicants separately to harness increasing returns to
group size in allocation. Importantly, these existing approaches do not take into account the
potential effect of refugees on local firms and employees. This paper shows that increased
spatial concentration of refugees, and reductions in the barriers to employment in the initial
stages of the asylum process are unlikely to negatively affect native employees. In fact,
they may even have positive spillovers through migrant networks, as employed migrants help
new arrivals integrate. Our results also suggest that policies aiming to harness information
contained within migrant networks — e.g. through mentorship programs — may be promising.

However, while we show that concerns about adverse economic impacts of con-
centrated immigration are not warranted in our context, there remains an open
question as to whether there is a trade off between economic and civic integration.
Are larger migrant communities thriving economically, but socially and politically less
integrated? Or does economic integration promote social and civic engagement? In
ongoing work, we use our data on language spoken at home, residential segregation,
intermarriage, female labor force participation, and a novel dataset on all first names
of new-born babies over our observation period — all matched to the migration registry
— to study how migrant networks affect integration along those dimensions.



CHAPTER 1. EFFECTS OF MIGRANT NETWORKS ON LABOR MARKET
INTEGRATION, LOCAL FIRMS AND EMPLOYEES 27

1.8 Tables and Figures

Figure 1.1: Refugee numbers and composition

w
o
1

N
o
1

number of refugees (1,000s)

[ |
10a__l- I I I
II Ii . llI
0

2000 2002 2004 2006 2008 2010 2012 2014 2016
2001 2003 2005 2007 2009 2011 2013 2015 2017

I Central Asia East Asia [l Middle East

I North Africa I Other [ S/E Europe + Turkey

Sub-Saharan Africa

(A) Distribution of asylum applications over time

Eritrea
Syria
Afghanistan
Sri Lanka
Somalia
Iraq
China
Nigeria
Turkey
Serbia
Iran
Ethiopia
Kosovo
Other

0 1‘0 2T0 3T0
number of refugees (1,000s)

(B) Main origin nationalities (2008-2017)

Notes: Panel A shows the distribution of refugee origin nationalities at arrival between 2000 and 2017. We include
any refugees present in Switzerland at the end of each year. This is fewer than total asylum applications, since ~
32% leave Switzerland by the end of each year due to immediate rejections of their asylum requests. Panel B shows

counts of the main sending nations between 2008 - 2017, the period on which our main analyses focus.



Figure 1.2: Schematic representation of the cantonal allocation process
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Notes: This figure schematically illustrates the cantonal allocation process of refugees after arrival in Switzerland. Refugee’s first arrive at one of several
federal reception centers (EVZ), and are then allocated to one of 26 cantons based on each canton’s population shares. We highlight in red which aspects
of this allocation we consider exogenous, while the other components are taken as given. The area of each box represents the size of each group in the

data. Section [I.2]describes this allocation process in detail, and Section [I.3 b
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Figure 1.3: Instrument construction and validity
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Notes: Panel A illustrates the cantonal allocation process using the example of Afghan refugees arriving in the
federal reception center in Chiasso in 2015. Depicted are Switzerland’s 26 cantons, and the permanent federal
reception centers. In 2015, Chiasso received 3248 asylum requests, and 2541 of those are random (see Section .
Among those randomly allocated, 423 (17%) were Afghans. For constructing the instrument, we take total allocations
to each canton each year as given and permute only within randomly allocated refugees. In expectation, 17% of each
canton’s randomly assigned refugees should therefore be Afghans. Our instrument takes the difference between actual
allocations (represented by the colored shading) and the expected number. Panels B and C plot the distribution of
our instrument (in blue) against the expected distribution (in gray/maroon). We obtain expected distributions by
simulating the cantonal allocation process — taking nationality-by-reception-center-by-year cohorts, center-by-year-
by-canton allocations, any non-random allocations, and family structures of asylum seekers as given. By design, the
instrument is mean zero (Panel B). Under our characterization of the allocation mechanism, it follows a Binomial

distribution for each cohort, the standard deviation increasing with the square root of the cohort size (Panel C).



Figure 1.4: Integration trajectories of refugees
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Notes: This figure presents dynamic average employment probabilities and labor income of all refugees arriving between 2009 - 2017, at an age between
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to individuals aged 19-54. Data on employment and labor income are from the central social security registry (see Section for details).
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Figure 1.5: Dynamic Impact of Networks on Refugee Outcomes
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Notes: This figure plots dynamic impacts of the number of co-national network members in the assigned canton
on individual refugees’ labor market earnings. We include all asylum seekers resident in Switzerland, arriving at age
19 to 54 without any cantonal placement requests, and drop any sending nations with less than 20 refugees over
our observation period, or where less than 10% of individuals resident in Switzerland arrived trough the asylum
system. Employment and labor income come from the central social security registry. Coefficients are estimated
using Equation [[-I} where the instrument is interacted with year-since-arrival dummies. See Figure [A-1.3|for reduced

form estimates. Standard errors are clustered at the nationality-by-assignment-year level.
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Figure 1.6: Heterogeneity in Network Effects
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Notes: This figure plots heterogeneity of the reduced form network impacts of the number of co-national network
members in the assigned canton in the year prior to arrival on total annual labor income in CHF (roughly 1:1 to
USD) 5-6 years after arrival in Switzerland. We include all asylum seekers resident in Switzerland, arriving at age
19 to 54 without any cantonal placement requests, and drop any sending nations with less than 20 refugees over our
observation period, or where less than 10% of individuals resident in Switzerland arrived trough the asylum system.
Coefficients are estimated using Equation [[-I] separately for each subgroup considered. The instrument is scaled
relative to the lagged population, so that coefficients can be interpreted as effects of a quasi-exogenous doubling of
the network size (see Section . Gender and arrival age come from the refugee registry. Ethnic fractionalization is
defined as terciles of an index of within-origin-country ethnic fractionalization, obtained from and described in [Fearon
2003l Language match is an indicator for when a refugee’s origin nationality shares an official language with the
assigned canton (e.g. French-speaking West-African nations assigned to the French part of Switzerland). Standard

errors are clustered at the nationality-by-assignment-year level.
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Table 1.1: Long-run impacts of Networks on Refugee Labor Market Outcomes

33

1 () (©) (4) (5) (6) M (8) (9)
Employment probability Annual income (in CHF) Monthly income (in CHF)
(OLS)  (Reduced Form)  (IV) (OLS)  (Reduced Form)  (IV) (OLS)  (Reduced Form)  (IV)
ArcSinh(Number of co-nationals)oq,—1 0.0234 0.153** 939.8 5010.4* 24.14 40.18
(0.0201) (0.0761)  (761.7) (2702.9)  (74.75) (264.7)
% Inflow of co-nationals,—; 0.121* 3946.0* 30.95
(0.0539) (1967.3) (203.9)
0.05] [0.08] [0.88]
Observations 8413 8413 8413 8413 8413 8413 4462 4462 4462
Nationality-by-Arrival-Year FE Yes Yes Yes Yes Yes Yes Yes Yes Yes
Nationality-by-Years-in-CH FE Yes Yes Yes Yes Yes Yes Yes Yes Yes
Assignment-Canton FE Yes Yes Yes Yes Yes Yes Yes Yes Yes
Number of origin nations 49 49 49 49 49 49 43 43 43
Number of allocation cantons 26 26 26 26 26 26 26 26 26
Mean of dependent variable 0.537 0.537 0.537 13727.3 13727.3 13727.3 2552.7 2552.7 2552.7
Mean of independent variable 6.557 0.00350 6.557 6.557 0.00350 6.557 6.473 0.00683 6.473
90-10 percentile range of independent variable — 0.721 0.122 0.721 0.122 0.727 0.141
First-Stage coefficient 0.788 0.788 0.770
(0.132) (0.132) (0.143)
First-Stage F-Statistic 35.86 35.86 28.85

Notes: This table presents estimates of the long-run impacts of the number of co-nationals resident at each refugee’s assignment canton in the year prior to assignment
(Equati0n4 We include all randomly assigned asylum seekers resident in Switzerland 5-6 years after arrival, arriving at age 19 to 54 without any cantonal placement

requests, and drop any origin nations with less than 20 refugees over our observation period, or where less than 10% of individuals resident in Switzerland arrived trough

the asylum system. Employment and labor income come from the central social security registry (see SectionA Standard errors (in parentheses) are clustered at
the nationality-by-assignment-year level. * denotes significance at 10 pet., ** at 5 pe

nd *** at 1 pct level. Square brackets contain Fisher randomization inference
p-values based on 999 replications of the allocation process (i.e. the share of t-statistics across all simulations exceeding the realized t-statistic in absolute value),
taking nationality-by-year-by-reception center cohorts, exceptions from random allocations, center-by-canton-by-year assignment probabilities and family structures
as given (see Section |1 Figure|A.1.2|plots the distribution of simulated t-statistics.
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Table 1.2: Impacts of Network Composition on Long-run Labor Market Outcomes

(1) (2) (3) (4) (5) (6) (7)
Annual Annual Annual Annual Annual  Annual  Annual
income income income income income income income

inCHF inCHF inCHF in CHF in CHF in CHF in CHF

ArcSinh(Number of refugee co-nationals)yg;—1  1381.3**  1806.4*** 1800.8™** 1690.5** 1542.4** 1413.1** 1597.1***
(507.0) (541.4) (551.3) (535.3) (552.3) (565.1) (532.0)

Share same sex 7060.8"** 6407.3***
(2024.8) (1958.6)
Share same age group 2414.7* 235.0
(1366.1) (1283.7)
Share with secondary education -918.6 -367.0
(1390.8) (1356.5)
Share employed 3203.8
(1942.9)
Average income of network (in CHF) 0.143**  0.106*
(0.0539)  (0.0542)
Observations 24840 24691 24652 24648 24691 24691 24648
Controlling for interacted variable(s) Yes Yes Yes
Mean of dependent variable 16673.1  16654.9  16677.6  16680.3  16654.9 16654.9  16680.3
Mean of RHS 5.643 0.563 0.355 0.269 0.248 0.248
90-10 percentile range of RHS 3.586 0.404 0.373 0.428 0.327 0.327

Notes: This table presents OLS estimates of the long-run impacts of the size as well as the composition of the network of
refugee co-nationals resident in a refugee’s assignment canton in the year prior to assignment (Equation on total labor
income in CHF (roughly 1:1 to USD). We include all randomly assigned asylum seekers arriving between 2008 and 2012,
resident in Switzerland 5-6 years after arrival, arriving at age 19 to 54 without any cantonal placement requests, and drop
any origin nations with less than 20 refugees over our observation period, or where less than 10% of individuals resident
in Switzerland arrived trough the asylum system. For endogenous variables depending on a refugee’s own characteristics
(e.g. age), we include fixed effects for the categories of that characteristic. Employment and labor income come from the
central social security registry (see Section . Standard errors are clustered at the nationality-by-assignment-year level.
* denotes significance at 10 pct., ** at 5 pct., and *** at 1 pct. level.
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Table 1.3: Impacts of Migrant Networks on Firm Employment and Productivity

(1) (2) (3) (4)

AgArcSinh(No. of Conationals) Z;’Zl networkyq;—;  AgArcSinh(No. of Conationals)

N (OLS) (Reduced Form) (IV)
Ag ArcSinh(Employment)

Refugee nations 131,224 0.006 0.018* 0.529***
(0.021) (0.008) (0.148)

Other migrants 131,224 -0.003 0.005 0.131
(0.021) (0.009) (0.226)

Swiss nationals 131,224 -0.006 0.004 0.129
(0.014) (0.004) (0.126)
Ag ArcSinh(Employment) 131,224 -0.008 0.008"** 0.225™*
(0.016) (0.002) (0.070)
Ag ArcSinh(Total wage bill) 127,713 0.019 0.015** 0.442**
(0.018) (0.003) (0.097)
Ag ArcSinh(Monthly wage) 127,713 0.028*** 0.006*** 0.168***
(0.009) (0.001) (0.058)

Notes: This table presents shift-share estimates of the long-run impacts on employment and wages of employment-weighted refugee
inflows into a firm’s canton (Equation . Ag indicates a 6-year long difference. Z;Ll networkog¢—; is the proportional deviation (in
ArcSinh) from the expected number of randomly assigned refugees from origin o assigned to canton d over the 5 years prior. Each
row represents a regression that includes controls for the baseline level of the outcome, a dummy for whether the enterprise had any
refugee nation employees in 2011 and includes 2-digit NOGA sector fixed effects as well as canton fixed effects. We include all registered
single-location firms in Switzerland active in each year between 2011 - 2017 and with at least 3 employees in 2011. Refugee origin
nations are all sending nations with more than 20 refugees over our observation period, and where more than 10% of individuals resident
in Switzerland arrived trough the asylum system. Employment is measured from the employer-employee matched enterprise registry,
the total wage bill comes from the central social security registry (see Section < Standard errors come from an equivalent weighted
regression transformed to the shock-level (i.e. nationality-by-canton-by-year) to account for correlations across firms with similar initial
employment shares, where we cluster at the origin-nationality-level (see Borusyak, Hull, and Jaravel (2021)). The minimum first-stage
F-statistic across all rows is 21. * denotes significance at 10 pct., ** at 5 pct., and *** at 1 pct. level.
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Table 1.4: Impacts of Migrant Networks on Wages

1 )] (3) (4)
AgArcSinh(No. of Conationals) Z?:1 network,q,—; AgArcSinh(No. of Conationals)
N (OLS) (Reduced Form) (V)
All employees 127,713 0.028*** 0.006™** 0.168**
(0.009) (0.001) (0.058)
Refugee nations 15,524 0.062** -0.013** -0.301
(0.024) (0.004) (0.187)
Other migrants 66,195 0.025* -0.002 -0.058
(0.015) (0.003) (0.087)
Swiss nationals 120,349 0.009 0.005* 0.149*
(0.011) (0.003) (0.082)
Stayers 121,499 0.049" 0.006** 0.164*
(0.010) (0.002) (0.058)
Refugee nations 11,999 0.145" -0.011* -0.280
(0.040) (0.007) (0.276)
Other migrants 51,975 0.046" 0.005 0.146
(0.014) (0.003) (0.117)
Swiss nationals 111,769 0.029** 0.007* 0.203***
(0.011) (0.003) (0.076)
Swiss nationals: primary education 10,080 -0.008 -0.007 -0.174
(0.026) (0.006) (0.171)
Swiss nationals: secondary education 34,506 -0.006 -0.005 -0.139
(0.016) (0.005) (0.172)
Swiss nationals: tertiary education 24,625 0.010 0.004 0.125
(0.034) (0.005) (0.132)
Stayers: Change in wage percentile within firm 121,499 0.007* 0.002* 0.067**
(0.004) (0.001) (0.027)
Refugee nations 11,999 0.023*** 0.002 0.061
(0.006) (0.003) (0.069)
Other migrants 51,975 0.014** -0.000 -0.013
(0.004) (0.001) (0.034)
Swiss nationals 111,769 -0.007* 0.001 0.043*
(0.004) (0.001) (0.023)

Notes: This table presents shift-share estimates of the long-run impacts on wages of employment-weighted refugee inflows into a firm’s canton
(Equation |1 Ag indicates a 6-year long difference. 215:1 network,q—; is the proportional deviation (in ArcSinh) from the expected number
of randomly assigned refugees from origin o assigned to canton d over the 5 years prior. Each row represents a regression that includes controls
for the baseline level of the outcome, a dummy for whether the enterprise had any refugee nation employees in 2011 and includes 2-digit NOGA
sector fixed effects as well as canton fixed effects. We include all registered single-location firms in Switzerland active in each year between 2011 -
2017 and with at least 3 employees in 2011. Refugee origin nations are all sending nations with more than 20 refugees over our observation period,
and where more than 10% of individuals resident in Switzerland arrived trough the asylum system. Monthly wages come from the central social
security registry, and the within-firm percentile rank of stayer ¢ within firm j is defined as rank(i)n](v’fi;l) where n; is the number of employees
in firm j (see Section . Standard errors come from an equivalent weighted regression transformed to the shock-level (i.e. nationality-by-
canton-by-year) to account for correlations across firms with similar initial employment shares, where we cluster at the origin-nationality-level
(see Borusyak, Hull, and Jaravel . First-stage F-statistics range between 5.1 and 24, with an average of 15. * denotes significance at 10
pet., ¥* at 5 pet., and ¥** at 1 pet. level.
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Table 1.5: Impacts of Living Together on Co-Working

(1) (2) (3) (4) ©)

P(co-worker) P(co-worker) P(co-worker) P(co-worker) P(co-worker)

1(co-national) 0.00709™*
(0.000690)
1(overlapped in cantonal center) 0.00192~ 0.0197* 0.0136™~ 0.0141*~ 0.00682**
(0.00101) (0.00344) (0.00316) (0.00337) 0.00250
1(co-national) x 1(overlapped in cantonal center) 0.0178**
(0.00308)
Constant 0.00329*** 0.0104*** 0.00777*** 0.00924*** 0.00817***
(0.000586) (0.00106) (0.00129) (0.00238) (0.000535)
Observations 103078232 7068486 4116116 3517053 3463459
Individual FE Yes Yes Yes Yes
Demographic interactions Yes Yes Yes
5-year-arrival-age-group interactions Yes Yes Yes
Request category interactions Yes Yes
Municipality interactions Yes

Notes: This table presents OLS estimates of the impact on the probability of working for the same employer of co-residence in
a cantonal residential center in the first few months of arrival (Equation. Each observation is an ij pair of refugees initially
assigned to the same canton, and observed as employed in 2017. We exclude all pairs in the same household / applying for
asylum as a family, and all individuals who still live in a refugee center. Column 1 focuses on all pairs of refugees assigned to
the same canton, while Columns 2-5 include only pairs sharing the same origin nationality. Demographic interactions include
a full set of interactions between all categories of sex, marital status and ethnicity for individuals ¢ and j. Request categories
include dummies for the free-text comment in the asylum dossier mentioning any core family members, other family members,
any peers, any medical exemptions or conditions, any Swiss national language, any prison sentences, anything related to
childbirth, or any disappearances, as well as whether the refugee is a Dublin case and whether the asylum request was rejected
(see Section . Municipality interactions contain 1406-by-1406 interactions for the residence municipalities of ¢ and j in
2017. Standard errors are clustered at the nationality-by-nationality level. * denotes significance at 10 pct., ** at 5 pct., and
*** at 1 pet. level.
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Chapter 2

(reneral equilibrium effects of cash transfers:
experimental evidence from Kenya

2.1 Introduction

Tracing out the pattern of transactions in an integrated economy, and their contribution
to aggregates of interest like overall output or well-being, has long been a central
task of economic analysis. For instance, there has been interest in understanding the
aggregate impacts of fiscal stimulus and cash infusions for decades (Keynes |1936]), and
a growing body of empirical evidence from rich countries shows that fiscal multipliers
can sometimes be positive and large, based on non-experimental variation generated
by policy changes (Chodorow-Reich 2019; Nakamura and Steinsson 2014; [Suarez Ser-
rato and Wingender 2016; [Auerbach, Gorodnichenko, and Murphy 2020). Until now,
however, these issues have not been subjected to experimental examination.

There is also renewed interest in related topics in development economics with
the rise of large-scale cash transfer programs, which have now been implemented in
scores of low and middle income countries[| A large literature on the impacts of these
transfers has developed, employing well-identified experimental and quasi-experimental
designs. These studies have documented effects on a broad range of behavioral responses
among treated households, including consumption, earnings, assets, food security, child
growth and schooling, self-reported health, female empowerment, and psychological
well-being (Haushofer and Shapiro (2016), [Baird, McIntosh, and Ozler (2011), and
Bastagli et al. (2016])). Yet there is limited evidence on the aggregate economic impacts
or welfare consequences of such policies (for exceptions, see |Angelucci and De Giorgi
(2009)|, |(Cunha, De Giorgi, and Jayachandran (2018), and Filmer et al. (2018)).

The present study was prospectively designed to unite these two disparate literatures
by experimentally studying the aggregate impacts of large cash stimulus programs. We
designed and carried out a large-scale experiment in rural Kenya that provided one-time

197% of developing countries in Europe, Latin America and Sub-Saharan Africa have some type of cash
transfer program (World Bank [2017)).
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cash transfers worth roughly USD 1000 (distributed by the NGO GiveDirectly) to
over 10,500 poor households in a sample of 653 villages with a population of roughly
300,000. The implied fiscal shock was large, as the cash transfers amounted to over
15% of GDP in treatment villages during the peak 12 months of the program.

Beyond its fiscal scale, at least three aspects of the project represent advances on most
existing work. First, we generated substantial spatial variation in the intensity of transfers
by deliberately randomizing the allocation of cash transfers not just across households or
villages (as is typical), but also across geographic sublocations (groups of 10-15 villages),
thereby increasing our ability to detect aggregate impacts. Second, we carried out unusually
extensive original data collection, giving us greater visibility into the chain of causal effects
linking cash transfers to aggregate outcomes in a complex and interconnected economy. Our
household and enterprise censuses of the study area count 65,383 households and 12,095 non-
farm enterprises. Within this unusually large sampling frame, we gathered detailed panel
(longitudinal) data on household receipt of the transfer; household consumption expenditure
patterns (representative for both recipient and non-recipient households); local enterprise
production, employment and revenue; labor market conditions; as well as especially high-
frequency (monthly) and spatially disaggregated market data on prices. Third, we interpret
the results through the lens of a theoretical framework that highlights the links between the
individual empirical results, the aggregate transfer multiplier, and welfare in this setting.

Following earlier studies, we first document large direct impacts on households
that received transfers, including increases in consumption expenditures and hold-
ings of durable assets eighteen months after the start of transfers. We do not
observe meaningful changes in total labor supply among recipient households.

Enterprises in areas that receive more cash transfers also experience meaningful revenue
gains, in line with the increases in household expenditure. Interestingly, sales increased with-
out noticeable changes in firm investment behavior (beyond a modest increase in inventories),
and did not increase differentially for firms owned by cash recipient households relative to
non-recipients. Both patterns suggest a demand- rather than investment-led expansion in
economic activity. Increased enterprise revenue in turn translates into moderate increases
in wage bills and profits. Methodologically, one important feature of the enterprise (and to
a lesser extent household) results is that they are largely driven by the overall intensity of
treatment in nearby communities, not solely by the treatment status of the village in which
the enterprise is located. This suggests that common study designs which aim to identify
spillover effects by clustering treatment at the village level and assuming no spillovers across
villages may be mis-specified, at least in densely populated areas such as the one we studyE]

Despite not receiving transfers, non-recipient households also exhibit large consumption
expenditure gains: their annualized consumption expenditure is 13% higher eighteen months
after transfers began, an increase roughly comparable to the gains contemporaneously expe-
rienced by the recipient householdsf| Increased spending is not financed by dissaving, but

2For example, households are located within 2 km of seven other villages on average.
3We note below that consumption gains among recipient households are likely to have been larger in the
period immediately following transfer receipt.
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more likely results in part from the income gains experienced by local firms’ owners and
workers. Indeed, non-recipients’ income gain is driven largely by increases in wage labor
earnings, consistent with the fact that enterprise wage bills increase. In a reassuring check,
the magnitude of per capita consumption gains among local households lines up roughly
with the per capita revenue gains among local firms. On some level this is unsurprising, as
increases in local consumption expenditures were spent somewhere; our contribution is to
carefully document how such spending spreads locally through a low-income economy.

A further issue is the extent to which transfers affect local prices (as for example Cunha,
De Giorgi, and Jayachandran (2018)| show in Mexico), and thus the extent to which the
effects described above are nominal or real. We study this question through careful monthly
measurement of prices for scores of local commodities, consumer goods, and durable goods,
as well as prices for inputs like labor and capital. For inputs, we find positive point estimates,
but they are economically moderate in magnitude and not always statistically significant.
For outputs, we document statistically significant, but economically minimal, local price
inflation. Average price inflation is 0.1%, and even during periods with the largest transfers,
estimated price effects are less than 1% and precisely estimated across all categories of goods.

We next ask what these effects imply for the aggregate level of economic activity, com-
puting a local transfer multiplier. A standard macroeconomic framework would predict that
large multipliers are possible in our rural Kenyan setting: it is a largely closed local economy
within a currency union receiving external transfers, with incomplete markets and a large
share of hand-to-mouth consumers (Farhi and Werning 2016). Using an expenditure-based
approach that takes advantage of our data on the consumption expenditures of representa-
tive samples of both recipient and non-recipient households as well as investment by local
firms, we estimate a local transfer multiplier of 2.6. A dual income-based approach, rely-
ing on distinct and complementary measures of labor and capital income, enterprise prof-
its, and taxes, yields a similar estimate of 2.5. These estimates are broadly in line with
what a simple model would imply from households’ marginal propensity to consume local
value added, which we estimate to be approximately 0.76 over the study period. These
results contribute to an active recent empirical literature that estimates multipliers[]

A core contribution of this study is thus to exploit a randomized experiment to
estimate an important macroeconomic quantity (see |Muralidharan and Niehaus (2017))| for
a related discussion). A notable aspect of our approach is the fact that transfers came
from donors outside the study area, rather than being internally tax- or debt-financed;
the latter is typically the case in the US programs studied, and may complicate the

40ur estimates are somewhat larger than those from a structural simulation, which predicted that the
local multiplier from cash transfers in rural Kenya could range from 1.6 to 1.9 (Thome et al. 2013]), and
are similar in magnitude to non-experimental estimates from a cash transfer program in Mexico (1.5 to
2.6) (Sadoulet, Janvry, and Davis |2001)). They are also somewhat larger than recent estimates of the fiscal
spending multiplier (which is distinct from the transfer multiplier, since households can save part of the
transfer) derived from cross-sectional US policy variation, which often range from 1.5-2.0 (Chodorow-Reich
2019), and from Brazil, which are close to 2 (Corbi, Papaioannou, and Surico2019). [Pennings (2021))| focuses
on the US transfer multiplier. |[Kraay (2014])| estimates fiscal multiplier estimates less than one when donor
lending is used as an instrument for national government spending in developing countries.
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interpretation of consumption responses due to contemporaneous tax incidence or
Ricardian equivalence issues. The targeting of the transfers to just one region within
the larger Kenyan economy also allows us to abstract away from monetary policy and
exchange rate responses, simplifying analysis relative to the study of national stimulus
policies. A limitation of our approach is that we observe partial data in the months
immediately following the transfers, which reduces the precision of some estimates.

Few existing treatments of multipliers also explicitly examine their welfare implications |
We interpret the welfare implications of our results using a simple theoretical framework.
Transfers directly increase the welfare of those who receive them by $1 per $1 received. Gen-
eral equilibrium effects impact welfare through two additional channels: changes in household
budget sets (due for example to changes in wages, prices, or firm profits), and changes in
peer behaviors that enter directly into own utility (due to externalities or public good pro-
vision). The value of budget set expansions depends on what drives them: expansions due
to increases in productivity are worth $1 per $1, while expansions due to increased factor
supply (e.g., labor) come at a partially offsetting opportunity cost. Interpreted through
this lens, the results generally suggest that non-recipients were made better off by an ex-
pansion in their budget sets driven largely by increased factor productivity, as opposed to
factor supply. Externality effects are positive or null, with one possible exception: positive
spillovers were large enough that village-level asset inequality increased slightly, which may
affect well-being if households have preferences over their relative socioeconomic standing.

The constellation of findings raises an intriguing question about how the economy ab-
sorbed such a large shock to aggregate demand, and in particular how it did so without
correspondingly large increases in the employment of land (which is in fixed supply), la-
bor, or capital. One plausible, albeit speculative, possibility is that the utilization of these
factors was “slack” in at least some enterprises (Lewis [1954). This seems plausible be-
cause in the retail and manufacturing sectors, where output responses were concentrated,
the typical firm has a single employee (i.e., the proprietor), suggesting that integer con-
straints may often bind. In addition, many enterprises operate “on demand” in the sense
that they produce only when they have customers, and the average non-agricultural en-
terprise sees just 1.9 customers per hour. In addition to retail, much manufacturing in
this setting is on demand; for example, a mill owner waits for customers to bring their
grain. The existence of slack may help account for the large multiplier we estimate, as has
also recently been argued in US data (Michaillat and Saez [2015; Murphy 2017).

2.2 Study design

Setting: rural western Kenya

The study took place in three contiguous subcounties of Siaya County, a rural area in west-
ern Kenya bordering Lake Victoria. The population in Siaya is predominantly Luo, the
second largest ethnic group in Kenya, and while rural it is also relatively densely pop-

®Recent and notable exceptions include Mankiw and Weinzier] (2011) and |Sims and Wolff (2018).
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ulated, with 393 people per km? compared to a Kenyan average of 88. The main na-
tional road running from the port of Mombasa to Nairobi and on to Kampala passes
through the study area, likely helping to integrate it into the regional economy.

The NGO GiveDirectly (GD) selected the study area based on its high poverty lev-
els. Within this area GD selected rural (i.e., not peri-urban) villages in which it had not
previously worked[f| This yielded a final sample of 653 villages spread across 84 subloca-
tions (the administrative unit above a village). The mean village consists of 100 house-
holds, and at baseline, the average household had 4.3 members, of which 2.2 were chil-
dren. The average survey respondent was 50 years old and had about 5 years of school-
ing. 98% of households were engaged in agriculture; at endline, 46% of households in
control villages were also engaged in wage work and 49% in self-employment.

Transfers and data collection took place from mid-2014 to early 2017, a period of
steady economic growth, relative prosperity, and political stability in Kenya. The World
Bank reports annual per capita GDP growth rates ranged between 1.1 to 2.4 percent.
All data collection concluded months prior to the August 2017 national election.

Intervention: The GiveDirectly (GD) Cash Transfer Program

GD provides unconditional cash transfers to poor households in low-income countries. For
the purpose of this study, to be eligible for transfers, households had to live in homes with
thatched roofs, a simple means-test for poverty. In treatment villages, GD enrolled all
households that met this criterion (“eligible” households) as classified by their field staff
through a village census, and confirmed via two additional visits (see Appendix .
Approximately one-third of all households were eligible. These households received a
series of three transfers totaling KES 87,000, or USD 1,871 PPP (USD 1,000 nominal),
via the mobile money system M-Pesa, which is widely used in Kenya. (Registering for M-
Pesa was a prerequisite for receiving transfers; households without a mobile phone were
given the option to purchase one from GD staff with the cost deducted from their transfer.)
Households selected the member they wished to receive the transfers. The total transfer
is large, corresponding to 75 percent of mean annual household expenditure in recipient
households. In aggregate, the transfers were equivalent to approximately 16 percent of
annual GDP (based on our data described below) in the treated areas during the peak 12
months of disbursements, and to 24 percent of annual GDP during the full 24 month rollout
period. Although small in relation to overall Kenyan GDP in 2015 (<0.1%), locally this
is thus a larger relative shock than most government transfer programs, e.g., the ARRA
programs studied in the recent US fiscal multiplier literature, see Chodorow-Reich (2019)).
Transfers were made in a series of three payments as follows: a token transfer of KES
7,000 (USD 151 PPP) was sent once a majority of eligible households within the village
had completed the enrollment process, followed two months later by the first large install-
ment of KES 40,000 (USD 860 PPP). Six months later (and eight months after the to-

5The listing of villages was based on the 2009 National Population Census; enumeration areas (which
typically correspond to a single village) were treated as villages by GD and this study.
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ken transfer), the second and final large installment of KES 40,000 was sent. The median
treated household received its token transfer 47 days after being registered for the program;
transfers should be interpreted as anticipated during that period to the extent recipients
believed GD’s promises[] The transfers were non-recurring, i.e., no additional financial as-
sistance was provided to recipient households after their final installment, and they were
informed of this up front. Households in control villages did not receive transfers.

Experimental design

To identify spillovers both within and across villages, we employed a two-level randomization
design (Figure m, Panel A). First, we randomly assigned sublocations (or in some cases,
groups of sublocations) to high or low saturation status, resulting in 33 high- and 35 low-
saturation groups. Within high (low) saturation groups we then randomly assigned two-
thirds (one-third) of villages to treatment status. We also randomized the order in which
treatment was rolled out to treated villages. Within treatment villages, all eligible households
received a transferf| This design induces variation in treatment intensity across space due
both to the variation in sublocation treatment intensity, and random variation in the location
of treated villages within sublocations. Figure illustrates that there is considerable
variation both across and within sublocations in the share of neighboring villages treatedﬂ

2.3 Data and empirical specifications

We conducted four types of surveys, of households, enterprises, market prices, and local
public goods. Results from the public goods surveys are presented primarily in a separate
paper (Walker 2018)), and discussed briefly here. We filed several pre-analysis plans for this
project; for details on the PAPs and where we go beyond these plans, see Appendix [B.10}

Household data

We first conducted a baseline household census in all villages, which serves as a sampling
frame and classifies household eligibility status. The census was designed to mimic
GD’s censusing procedure but was conducted by independent (non-GD) enumerators

"The precise timing of the first transfer was uncertain, and we believe that recipients may also have
perceived the first transfer as less certain than the subsequent ones. However, we do not know of any
borrowing against future GD payments, and credit markets are imperfect in our context. In the earlier
GiveDirectly study, Haushofer and Shapiro (2016)) find evidence for both savings and credit constraints:
households that received lump-sum transfers were more likely to own large durable assets at endline than
households receiving monthly transfers, even though the total transfer amounts were the same. This suggests
that households had trouble borrowing against the promise of the future transfer and saving the early
installments. This is also consistent with US evidence finding no anticipation in advance of the receipt of
economic stimulus payments (Broda and Parker [2014). We therefore consider all transfers symmetrically in
our dynamic regressions and leave analysis of potentially differing effects across installments for future work.

8Full details of the randomization are in Appendix

9Figure provides a higher-resolution example for two villages.
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across both treatment and control villages for consistency. Throughout this paper,
we base our analysis on village membership, household definitions and eligibility as
classified by our project data collection field staff. In all, the census identified 65,383
households with a total baseline population of 280,000 people in study villages.

We conducted baseline household surveys within one to two months after the census
and before the distribution of any transfers to a village (Figure Panel B)H We
used census information to sample at random eight eligible and four ineligible households
per village to survey. When households contain a married or cohabiting couple, we
randomly selected one of the partners as the target survey respondent. Due to time
and budget constraints, we sought to complete all baseline household surveys in a single
day. If a household on our sampling list was not available on that day, we instead
surveyed a randomly-selected replacement household with the same eligibility status.
We conducted a total of 7,845 baseline household surveys between September 2014 and
August 2015.@ The survey contained detailed modules on economic activities, asset
ownership, psychological well-being, health and nutrition. A large array of baseline
characteristics are balanced across treatment and control villages (Table [B.6.2] column 2).

Endline household survey data was collected between 9 and 31 months after each house-
hold’s “experimental start date,” meaning the month in which transfers were expected to
start in a village assigned to treatment, regardless of their actual treatment timingE The
5th/95th percentiles of timing ranged from 12 to 27 months, and the median survey was
conducted 19 months after the experimental start month, or about 11 months after the dis-
tribution of the last lump sum transfer (Figure [B.1.1), Panel B). This timing implies that
some but relatively few households were surveyed in the months immediately following cash
transfer receipt, an issue we return to below when estimating the transfer multiplier.

Endline household surveys targeted all households on the initial sampling lists (including
those missed at baseline), along with replacement households that were surveyed at baseline.
For households that had been surveyed at baseline, we attempted to survey the individual
who was the baseline respondent. We conducted a total of 8,239 endline household surveys
between May 2016 and June 2017@ We achieved high tracking rates at endline, reaching
over 90% of eligible and ineligible households in both treatment and control villages, and
these rates do not systematically vary by treatment status (Table . The only subgroup
difference of note is that we are slightly less likely to find ineligible households that were

10Tn a few cases, baseline surveys were conducted before the distribution of transfers but after GD had
held meetings in the village informing households that it would be a treatment village.

1 Of this total, 6,507 households were on the initial sampling list, and 1,338 were randomly-selected
replacement households.

12The order in which villages were visited by GD and the research team was randomized within subcoun-
ties. We calculate the start and end months of when GD started transfers to villages within a subcounty,
and then, across these months, evenly assign both treatment and control villages experimental start months
based on the random ordering.

13This includes 7,016 initially sampled and 1,223 replacement households. Of the initially sampled house-
holds, 1,014 had been missed at baseline. The main analysis focuses on the “initially sampled” (which
includes those missed at baseline) and “replacement” households; results are similar using only originally
sampled households (available upon request).
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initially surveyed at baseline in high saturation sublocations (see Appendix for more
information). In addition to the baseline modules, endline surveys collected more detailed
data on household expenditures and crop production, additional psychological scales (in par-
ticular, related to stress and hope), and female respondents surveyed by a female enumerator
were also administered a module on female empowerment and gender-based violence.

Empirics: recipient households

If the general equilibrium effects of transfers were fully contained within administrative
units (here, villages and sublocations), then an appropriate specification would be

Yivs = OélTTQCLtv + OéQHighsats + (51yivs,t=O + 52Mivs + Eivsy (21)

where y;,s is an outcome of interest for household 7 in village v in sublocation S.E Treat,
is an indicator for residing in a treatment village at baseline, and HighSats; an indicator
for being in a high-saturation sublocation. Here «a; captures the total average treatment
effect for households in treatment versus control villages, including both the direct effect
of treatment (for eligible households) and any within-village spillovers; note that our de-
sign does not allow us to identify these separately. s is a relatively coarse way to assess
cross-village spillovers, as it does not utilize all experimental variation. We include the
baseline value of the outcome variable (y;,s:—0), when available, to improve statistical pre-
cision[l] We cluster standard errors at the village level, and weight observations by inverse
sampling probabilities to be representative of the population of eligible households.
Overall, we view Equation as a useful benchmark but unlikely to capture well the
spatial variation in treatment intensity evident in Figure [B.1.2] This is because in our study
area villages are relatively close to each other; sublocation boundaries are not “hard” in any
sense nor reflective of salient ethnic or social divides; and because our data indicate that
there is extensive economic interaction in nearby markets regardless of sublocation. To better
capture spillovers, we therefore estimate models in which a household’s outcomes depend on
the amount of money distributed in its own and other geographically proximate villages:

R
Yiv = ¢ + BAML, + Z &Amt;f,i + 01Yiv=0 + 02 My + €ip. (2.2)
r=2

The novel terms here are the amount Amt, of cash per capita transferred to one’s own
village v over the entire study, and the amount Amt,%. of cash per capita transferred to
villages other than v in a series of bands with inner radius » — 2 km and outer radius r km
around the village centroid. We normalize both to be measured as a share of per capita

4When we examine individual-level outcomes using Equation , we define treatment status and
eligibility on the basis of the household in which the individual lives.

I5For observations where the baseline value is missing, we include an indicator variable equal to one
denoting a missing value (Mj,s), and set the baseline value of the outcome variable equal to its mean.
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GDP.E The Amt variables depend on both the random assignment of villages to treatment
and also on the endogenous share of households in those villages eligible for transfers, so we
instrument for them using the own-village treatment indicator Treat, and the share s/
of eligible households in each band assigned to treatment. For brevity, we do not report
IV first-stage results; however, the minimum first-stage Sanderson-Windmeijer F-statistic is
107.9 across all the cross-sectional specifications (Tables and 88.4 in the multiplier
specifications below, minimizing concerns about weak instruments. To account for spatial
correlation, we calculate standard errors using a uniform kernel up to 10 km (Conley QOOS)E
Because we had no a priori knowledge of the relevant distances over which general equi-
librium effects might operate, we pre-specified an approach in which we first estimate a series
of nested models varying the outer limit R of the spatial bands from 2 km to 20 km in steps of
2 km, and then select the one which minimized the Schwarz Bayesian Information Criterion
(BIC). We report estimates of Equation using the selected outer limit R. As it turns
out, this algorithm selects only the innermost 0-2 km band for almost all outcomesE
Equation correctly identifies the overall effects of the intervention if transfers deliv-
ered outside the radius R have no effect on i. If not — if, for example, all households were
affected to some extent by all transfers in the study area — then the estimated effects are
relative to these “ambient” effects. The BIC selection procedure determines how reasonable
this identifying assumption is by omitting ring R + 2 from the model if it has little explana-
tory power for the outcome. In principle, this could be either because variation in treatment
intensity at that distance has a precisely estimated but small effect on the outcome (in which
case it is a good “control”), or because there simply is not much variation in treatment in-
tensity at that distance (in which case we cannot be sure). Given this, it is important to
note that our design generates substantial variation in treatment intensity even at larger
distances. Transfers in the 2 km buffer, which the BIC always includes, range from 0 to 25%
of GDP, with a 10-90 percentile range of [4%, 14%)]. Even in the 4 to 6 km buffer, which the
BIC never selects for any primary outcome, the 10-90 percentile range remains wide, at [3%,
10%)]. This suggests that a subset of our villages can reasonably serve as “pure controls.”

16We use an expenditure-based measure of GDP that is described in Section which we convert to a
per-capita measure based on household census data from our study area, and augmented with data from the
GiveDirectly census and the 2009 Kenya National Population Census when necessary. Per capita GDP in
low saturation control villages is 637 USD PPP (2727 USD PPP per household); see Appendix

1"We also conduct Fisher randomization tests for all specifications, where we re-randomize cash transfers
across sublocations and villages as well as their roll-out over time as in our experiment and test against the
sharp null that effects are zero. Conclusions are robust to this alternative method of inference.

8Note that this model selection step introduces some circularity, as we first determine the distances at
which effects occur, and then estimate effects at those distances. We check that inference is robust to this
model selection, and to alternative approaches more generally. First, we calculate exact p-values using a
Fisher permutation test (i.e. randomization inference, see Appendix . Second, we conduct repeated 50-
50 splits of the data into training and test sets, using the training data from each split to perform the BIC
step and the test set to estimate parameters, and record the proportion of times that the resulting estimates
lie within the 95% confidence intervals we report here (Appendix . Third, we estimate effects holding
the spatial radius fixed at 2 km, 4 km, and 6 km, respectively, thus eliminating the model selection step
(Appendix . Taken together, these results provide reassurance that our methods yield valid inferences.
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We also examine in Appendix how sensitive our main conclusions are to fixing
larger maximal radii R than the BIC selects, which implies a more conservative defini-
tion of the “control group.” While there is some variation from outcome to outcome, overall
the effects are quite stable as we add the 2-4 km band and fairly stable as we add the
4-6 km band, though as expected standard errors often become much larger. We gener-
ally cannot reject that these estimates are different statistically from those estimated us-
ing the BIC-optimal bandwidth, giving us greater confidence in the latter. Finally, note
that we typically estimate spillovers of the same ‘sign’ as the direct effects, which sug-
gests that any remaining bias in our estimates likely leads us to understate, rather than
overstate, overall effects. All told, we view the problem of estimating spatial effects as
unlikely to admit a perfect solution, but believe that our study design and econometric
specification allow us to advance meaningfully relative to most existing work.

We estimate Equation for all eligible households and then use it to obtain estimates
of the total effect on recipient households, which we report as “Recipient Households” in
tables. By “total effect” we mean how the households’ outcomes differ from what they
would have been in the absence of the intervention. We calculate these by multiplying
the estimated coefficients from Equation by the average values of the regressors,
i.e., B - (Amt,liis an eligible recipient) + Zf:z B, - (Amt;fﬂi is an eligible recipient) for
all radii bands up to the selected R. This effect allows for across-village spillovers
in addition to direct effects and within-village spillovers.m As a benchmark, we also
report estimates of a; from Equation (2.1), which is the total treatment effect if all
spillovers are contained within villages (a common identifying assumption).

Empirics: non-recipient households

We use an analogous approach to estimate total effects on non-recipient households, which
include both eligible households in control villages and ineligible households in all villages.
Specifically, we estimate

R R
Yin = & + Z BgAmtv,r + Z B?(Amtv,r : Ellgw) + ’YElZgzv + yi'u,t:O : 6 + Eiv- (23)

r=2 r=2

This specification modifies Equation (2.2)) as follows. First, because non-recipient house-
holds do not experience direct effects, we no longer separate own-village effects and across-
village spillovers: we drop Amt, and replace Amt,7. with Amt, ., so that spillovers work

entirely through 3! and $2. Second, we include an indicator for eligibility status and its
interaction term with amounts to allow for spillovers to differ by eligibility status (recall

19 Appendix provides an example of this for outcomes in Table We also consider the possibility
that effects are non-linear in the per-capita amounts transferred. Figure presents non-linear estimates
of equation for two key outcomes, total consumption and firm revenue. The relationships appear roughly
linear, and we cannot formally reject linearity. We conduct the same test for our 10 pre-specified primary
outcomes and eligible / ineligible households separately, and cannot reject linearity at the 10% significance
level for any of them.
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that eligible households in control villages are non-recipients). As above, we instrument
for Amt,, using the share of eligible households assigned to treatment within the corre-
sponding band, i.e., sf}; and sf}jﬁ - Blig;, for each radii band v. When available, we in-
clude the baseline value of the outcome variable. We report the average total effect on
non-recipients as a population-weighted average of effects for the two groups]

Enterprise data

We employ several complementary sources of data on enterprises. First, we use detailed agri-
cultural and self-employment modules from the household surveys. The agriculture module
covers crop-by-crop agricultural production, sales, employment, and input costs; the self-
employment module covers revenues, profits, hours worked, and some costs and investments
for enterprises run by household members. These data are representative of enterprises
owned locally (i.e., by residents of the study area) and allow us to clearly attribute profits
to their residual claimants. They do not capture enterprises owned by people living outside
the study area, which we capture separately through the enterprise census and surveys.

Specifically, we conducted censuses and surveyed a representative subset of all non-farm
enterprises at baseline and endline (see Appendix for details). The endline census was
conducted between November 2016 and April 2017, covering both enterprises identified at
baseline and newly established enterprises. This served as the endline survey sampling
frame; we randomly sampled up to 5 enterprises per village, stratified by those operating
from within and outside of homesteads. Surveys covered revenue, profits, employees, wages,
some other costs, and taxes paid. The main endline sample includes 1,673 enterprises oper-
ated from within and 1,440 from outside the homestead (both from enterprise surveys), as
well as 7,899 agricultural enterprises from the household survey. Enterprise characteristics
appear balanced across treatment and control villages at baseline (Table .

This integrated approach to household and enterprise surveying allows us to match firms
to their owners. We match all agricultural enterprises (as found via household surveys), and
61% of non-agricultural enterprises, for a total of 94% of all enterprises. Based on this match,
we estimate that enterprise activity is highly localized, with 92% of total profits and 87% of
revenues accruing to owners who live within the village in which the enterprise operates.

Empirics: enterprises

We estimate enterprise-level effects using versions of Equations and , with radii
bands selected as above, interacting right hand side variables with enterprise type (Appendix
lists the full specifications). We include village-level means rather than enterprise-
level values of the lagged dependent variable given that the enterprise surveys were re-

20This  is  calculated as  s%°¢ (2522 (3,1 + Bf) * (Amt, ,|i is an eligible non—recipient)) +
st (25:2 BTl « (Amt, | is ineligible)), where s¢ = 1 — s' is the population share of eligible non-

recipient village households among all non-recipient households, and the Bi and Bf terms come from

Equation (2.3)).
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peated cross-sections. We carry out estimation using inverse probability weighting, ac-
counting for enterprise type, except in some cases where we also revenue-weight outcomes.
As above, we calculate and report average total effects, weighting effects for the three
enterprise types, namely, agricultural enterprises, non-farm enterprises operating within
homesteads, and non-farm enterprises operating outside the home; we typically pool data
across all enterprise types, except when we do not observe some outcomes for agricul-
tural enterprises. To facilitate comparisons between the household and enterprise results,
we also normalize effects as per-household rather than per-enterprise!| To examine ex-
tensive margin effects, we estimate village-level analogues to this approach with the to-
tal number of enterprises censused (per household) as the dependent variable.

Price data

We measure consumer goods prices using monthly surveys of commodity prices in local
markets. These surveys were conducted over the course of 2 to 2.5 years in all 61 markets in
the study area (and neighboring towns) with at least a weekly market day, for a total of 1,586
market-by-month observations and 321,628 non-missing price observations. We have market
price data prior to the disbursement of any local cash transfers for all markets, providing an
appropriate baseline for the panel data econometric analysis detailed below, and allowing
for the inclusion of market fixed effects. These include market centers located in towns, and
so will appropriately reflect the impacts of households (potentially) traveling to towns to
spend their transfers. Figure shows the substantial variation in treatment intensity
around markets, as well as the heterogeneity in village proximity to markets. The average
village had 0.7 markets located within 2 km and 2.3 markets within 4 km, again indicating
the rather high density of settlement. Household respondents report an average commuting
time to their preferred market of 31 minutes, where over 80% walk to the market.[z_z]
Market surveys collected prices for 70 relatively homogeneous products, including food
(grains, vegetables, fruit, meat), livestock (goats, sheep), hardware (nails, paint), “duka”
kiosk store products (non-food and packaged food), and others (e.g., fuel, health items,
household items, and farming implements). We collected quotes from three vendors of each
product in each market in each month, and use the median for each product-market-month.
We then calculate linear log-price indices by weighting prices by household expenditure
shares.ﬁ We also examine effects on subcategories of goods, which include: food items; non-

g

ont, Where npp is the total number of households across all

21Specifically, we calculate ﬁ > p E\yz * 1

control villages (column 2) or treated villages (column 3), A\yz is the estimated average effect (B * X) for
enterprise type g, and n?,, is the number of enterprises of type g in the control or treated villages.

22Enterprises in markets account for 65% of non-agricultural enterprise revenue, based on a 2019 census
of enterprises. We did not collect price data as comprehensively from the minority of enterprises located
outside of markets and dispersed within villages, both for logistical reasons and because their products tend
to be less standardized. That said, estimated impacts on the prices of two common services these enterprises
offer, tailoring and maize grinding, are if anything smaller than estimated effects on our main market price
index (Table .

23We use expenditure data from the the Kenya Life Panel Survey (Baird et al. [2016) conducted in 2013-
2014 in rural areas of Siaya and neighboring Busia county. We use the KLPS data because we did not collect
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food non-durables (such as soap, cooking fat, and firewood); durables (such as iron sheets
and jerry cans used for transporting water or fuel); livestock; and temptation goods@

We measure prices of the major factors of production using household survey data on
wages, land prices, and interest rates on formal and informal borrowing and lending. Because
compositional changes in these inputs may be important, we examine quantity and price ef-
fects side by side.

Empirics: prices

We estimate effects on consumer goods prices using both spatial and temporal variation
in the amount of cash distributed around each market. In contrast to the household and
enterprise data, our repeated measurement of prices, both before and after the start of
cash distributions, allows us to estimate equations that include market fixed effects. These
absorb any systematic price differences across markets as well as differences in the share
of eligible households located around those markets, conditional on which treatment is
randomly allocated so that we do not need to instrument for treatment amounts in each
buffer. In Appendix we demonstrate robustness to using an IV approach analogous
to that used with household and enterprise data. Specifically, we estimate

R M
Pmt = Z Z BrlAmtm(t—l),r + oy + >\t + Eme (24)

r=2 [=0

where p,,; is a price outcome for market m in month ¢. Amt,,;_), is the per-household
amount transferred within band r — 2 to r km around market m in month ¢ — [, ex-
pressed as a fraction of GDP. We exploit our panel setup by conditioning on fixed effects
for both markets («,,) and months ();). The latter account for seasonal differences and
other time trends common to all markets. We again account for spatial correlation in cal-
culating standard errors (Conley 2008). We determine both the relevant spatial distance
R and the relevant temporal lag M over which price effects persist by minimizing an in-
formation criterion conceptually similar to that above, but adapted to account for the fact
that the BIC cannot select between non-nested models (such as one with a high R and
another with a high M). Specifically, and as pre-specified (Appendix [B.10), we first se-
lect R while holding M fixed at 3 months by estimating models of the form

R
Pt = Z BT (Amtmt,r + Amtm(tfl),r + Amtm(t,g),r) 4+ + A + Emt (25)
r=2

where R varies between 2 km and 20 km. We select the value R = R that minimizes the
Schwarz BIC while imposing weak monotonicity. We then select the number of monthly lags

a full expenditure module at baseline (due to project time and budget constraints) and prefer not to use
endline expenditure data which are potentially endogenous. That said, results are nearly unchanged if we
use consumption expenditure shares from non-recipient households in our endline survey.

24The consumption expenditure measure of temptation goods includes alcohol, tobacco, and gambling.
The price index includes the cost of cigarettes.
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M by estimating Equation with R = R and choosing the model that minimizes the
Schwarz BIC. This procedure selects only the 0-2 km band (and sometimes the 2-4 km band)
around each market and a single temporal effect, implying that we only include contempora-
neous transfers in estimating price effects. Appendix [B.§| presents results for a specification
where we impose R = 4 km and M = 18 months for robustness, and yields similar results.

Identification in Equation comes from the roll-out of treatment across space and
time, and the project’s research design leads to substantial variation in both dimensions. As
noted above, there is considerable variation in the total amounts of cash going to the 0-2 km
ring around each market. Moreover, the multi-year nature of the market data covers periods
both of intensive transfer distribution as well as times when no transfers were going out. As
above, we are unable to capture price increases that radiate throughout the whole study area
(compared to neighboring counties) over the entire period, but the highly localized nature
of the price effects that we do detect suggests that any such effects are unlikely to be large.

We use estimates of Equation to calculate two price effects. The implied
average treatment effect (ATE) is the average price effect across all markets and all
months in which any transfers went out to any market in the study area, i.e., during
the study period of September 2014 to March 2017. This is simply equal to the esti-
mated coefficients multiplied by the mean of the corresponding regressors of interest.
The average maximum transfer effect is the average across markets of the estimated
effect in the month in which the maximum amount of cash (as a share of GDP) was
distributed into the selected radii bands (in other words, out to R) from the market.

We focus on two sources of heterogeneous price effects. First, we classify goods into
those that are more and less tradable, where the former include relatively easily transported,
non-perishable items, and the latter include more difficult to transport or perishable itemslfl
Second, we classify markets into those with better or worse market access. Standard theory in
international trade predicts that more integrated markets should be less likely to experience
meaningful price changes following a local aggregate demand shock. We examine output
price heterogeneity with respect to a commonly used metric of market accessF_El (MA,,)

10
MAy => 7.9Ni=> r’N, (2.6)
d r=1

Geographic distance r is used to proxy for trade costs between origin market m and
destination d, i.e., 7,,q = r. Destinations are 1 km radii bands around each market,
with total population N, in each buffer, and we follow |[Donaldson and Hornbeck|

2°For instance, more tradable goods include building materials (e.g., timber, cement, nails, iron sheets)
and some household goods (soap, firewood, charcoal, batteries, washing powder), while less tradable goods
include some food items (e.g., avocado, banana, cabbage, egg, pork, fish) and livestock. These classifications
were undertaken based on feedback from Kenyan project staff, but there may, of course, be some ambiguity
about specific items. The full pre-specified classification is in Appendix [B.8

“® Absent data on trade costs, we have to make an assumption about the elasticity of trade costs with
respect to distance. We set the elasticity equal to 1 and conclusions are robust to alternative assumptions. |
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(2016))| in setting § = 8. Within quantiles of this metric, we calculate average and
average maximum transfer treatment effects in the manner described above[”]

We estimate effects on input prices using Equations , , and , as our input
price data come from household surveys, and report the corresponding average treatment ef-
fects.

Empirics: dynamics

To estimate the multiplier, we extend the cross-sectional analysis by estimating and
then integrating effects on components of GDP over timeP®] For a flow variable
x (e.g., consumption, investment, etc.), we first estimate the following specifica-
tion, which is a dynamic extension of previous estimating equations:

9 9

Tity = 04 + Z BsAmity(i—s) + Z fySAmt;é_s)70_2km + Cito- (2.7)
s=0 s=0

where Amt,;_s) is the amount transferred to village v in quarter ¢ — s, instrumented by a
treatment indicator Treat, multiplied by the share of total transfers going to village v in

quarter t — s, and analogously Amt by the share sfjggim of eligible households in

—-v

v(t—s),0-2km
the 0 to 2 km buffer around v (but(noi): in village v) assigned to treatment multiplied by
the share of transfers going to that group in quarter ¢ — s. The coefficients in this model
are identified by the fact that village treatment status was randomized, and the timing of
both cash transfers and survey data collection was rolled out to villages in a randomized
order. The main challenge is that the first household surveys started around 9 months after
the experimental start date in each village, while enterprise surveys began after about 18
months (see Figure . With a few exceptions, recall periods are less than or equal to
one month, so we often do not directly observe the initial response in flow variables in the
months immediately after the first transfers went out, which is when we might expect to
see some of the largest impacts on expenditure. Given that the specification treats each
dollar transferred symmetrically, we can still estimate the local response during these early
quarters because transfers to recipients rolled out over 8 months. Similarly, we estimate
neighborhood effects using the substantial variation in the timing with which nearby villages
were treated. However, we tend to obtain less precise estimates of responses in early quarters
as they are estimated using less variation in treatment intensity compared to later quarters.

We then integrate dynamic effects on flow variables over time up to 29 months (10 quar-
ters) after treatment. We compute the dynamic profile of treatment effects (or the impulse
response function, IRF) using the coefficients estimated above and assuming that the treat-
ment rolled out to recipient households as planned: the timing is a token transfer at time 0,

2TWe also consider an alternative market access metric, namely, road access, defined as the inverse distance
from the closest main road (as captured by Open Street Map), see Appendix

28We stated our intention to estimate a multiplier in our pre-analysis plans but did not fully specify the
econometric approach for doing so.
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a first lump-sum 2 months later, and a second 8 months after the token transfer. We com-
pute this IRF separately for recipient and non-recipient households, and separately for the
three categories of enterprise in both treatment and control villages. We then aggregate the
quarterly estimates across all villages (using inverse population weights from our household
and enterprise census) to compute the study area-wide IRF for each flow component.

We conduct inference on the multiplier estimates this procedure yields using the wild
bootstrap clustered by sublocation, the highest unit of randomization (Cameron, Gelbach,
and Miller 2008)@ We focus on two one-sided hypotheses, namely, that the multiplier is
less than zero and that it is less than one. We test these hypotheses using our income- and
consumption-based multiplier estimates separately, as well as using the average of the two.

2.4 Tracing out the path of spending

We now turn to tracing out the path of spending induced by the cash transfer experimental
intervention. We start by documenting effects for recipient households, then for enterprises
and untreated households. Monetary units are USD PPP unless otherwise defined (where the
transfer was worth USD 1,871 PPP), flow outcomes are annualized, and monetary outcomes
are top-coded at the 99th percentile (as pre-specified), unless otherwise notedm

Recipient household effects

The main household expenditure measure is the (annualized) sum of total food consumption
in last 7 days, frequent purchases in the last month, and infrequent purchases over the last 12
monthsE-] Durables expenditures are the sum of home maintenance, home improvement, and
other household durables spending, and the remainder classified as non-durable spending.

As expected, recipient households report significantly higher total expenditure: USD
PPP 294 more expenditure than eligible households in control villages (Table column
1), an 11.6% increase over the control village in low saturation area mean of USD PPP 2,536.
The estimated total treatment effect, including spatial effects, is larger at USD PPP 339, a
13.4% increase (column 2). This pattern between columns 1 and 2 is a first piece of evidence
for localized, positive cross-village spillovers, which is repeated across other outcomes.

29While this procedure may perform poorly in cases where most units in treated clusters are treated and
there are few clusters, here at most two thirds of households in the most intensely treated clusters were
treated, and there are 84 clusters, far above the 15-20 that |MacKinnon and Webb (2018) deem adequate.

30The main measures were pre-specified, though some groupings vary from the PAP to ease exposition.

31The survey was quite comprehensive. In addition to food consumption, frequent purchases include
airtime and other phone expenses; internet; transport expenses (including petrol); lottery tickets and gam-
bling; clothing and shoes; recreation and entertainment; personal toiletry and grooming; household items,
such as cleaning products and candles; firewood, charcoal and kerosene; electricity; and water. Infrequent
purchases include house rent/mortgage; home maintenance; home improvements; religious expenses; educa-
tion expenses; charitable donations; weddings and funerals; medical expenses; household durables, including
furniture, lamps, cutlery, pots and pans and other kitchen equipment; and dowry or bride price.
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The pattern of expenditure effects by category is broadly consistent with earlier work
(Haushofer and Shapiro 2016). Both non-durable and durable spending increase substan-
tially. Food expenditure accounts for a sizable portion of the increase in non-durable expen-
diture in both columns (42% and 59%, respectively). We can reject meaningful increases
in reported spending on temptation goods, consistent with Evans and Popova (2017 )ﬁ

Consistent with increased expenditure on durables, asset stocks also increase (Table ,
Panel B). Anecdotally, many recipients withdrew money from M-Pesa immediately and saved
via durable assets. The main pre-specified measure of assets includes livestock; transporta-
tion (bicycles, motorcycles, and cars); electronics; farm tools; furniture; and other home
goods; we add in net household lending to, and borrowing from, both formal and informal
sources. This measure of assets increases by USD PPP 183, or 26% of the mean for eligible
households in control villages in low saturation sublocations] This measure excludes the
values of housing and land, which are harder to measure given thin local markets, but also
likely important given existing work shows that households often use GD transfers to spend
on housing materials (Haushofer and Shapiro [2016)). We separately measure housing value
as the respondent’s self-reported cost to build a home like theirs, and land value as land-
holdings multiplied by the household’s report of the per-acre cost of land of similar quality
(in their village). Estimated housing value increases by USD PPP 477, or 79% of the control
mean, and estimated land value increases, though this effect is not statistically significant.

Theoretically, the effect of a large-scale wealth transfer on earnings is ambiguous: it may
reduce labor supply through an income effect, but may also enable productive investment or
increase labor demand. In the data, recipient households’ income from all sources (excluding
the GD transfers) does not appear to have decreased: point estimates are positive (USD
PPP 79 and 135 in the two main specifications) and the reduced form effect is marginally
signiﬁcant.ﬁ For labor supply specifically, we do not find that recipient households worked
less; if anything, total hours worked by recipient households in agriculture, self-employment
and employment increased slightly though not significantly (Table Panel A, columns 1
and 2). This is consistent with the studies reviewed by Banerjee et al. (2017), which generally
find that cash transfers in low and middle income countries do not reduce labor supply.

Interestingly, we observe little heterogeneity in estimated treatment effects (on assets,
expenditure, income, and hours worked) among eligible households across eight pre-specified
characteristics (Figure , namely, respondent gender, age over 25, marital status, pri-

32While there is likely some under-reporting of temptation goods, the fact that the control group mean
is non-trivial demonstrates that at least some households feel comfortable reporting such spending. Given
our limited expenditure data immediately after transfer receipt, we cannot rule out that temptation good
spending increased temporarily at that time.

33The mean for eligible households in control villages and low saturation sublocations is USD PPP 716
(with SD 849), less than the overall mean, unsurprisingly since ineligible households are wealthier.

34As is common in low-income settings, measured values of consumption are larger than measured house-
hold income. Similarly, total measured local area income and firm revenue is lower than expenditures, in
part, because measured expenditure includes important categories — including medical and schooling ex-
penses, utilities, rent and mortgage, religious and charitable donations, and dowry, wedding and funeral
costs — for which we do not typically measure corresponding revenues in the enterprise data. Expenditure
measures may also better capture consumption of own-farm production than the agricultural revenue data.
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mary school completion, having a child in the household, an indicator for above median mea-
sured psychological well-being, and work status (in self-employment or wage employment).

The effect on net transfers received from other households is also notable:
the point estimate is negative but not statistically significant, and we can re-
ject large changes in either direction.  This suggests that relatively little of the
cash transfer was literally shared with neighbors or social contacts.

Overall, these results highlight that cash transfer recipients substantially increased
their expenditure on a broad range of goods. This spending was likely financed
primarily by the initial transfers themselves, with possibly some contribution from
higher earnings. A large share of this spending likely takes place locally: enterprises
report that 88 percent of their customers come from within the same village or
sublocation. Below we therefore turn to examining impacts on local enterprises.

Estimating the Marginal Propensity to Consume

The marginal propensity to consume (MPC) sheds light on the inter-temporal
decision-making of households, and is an important determinant of the magnitude
of a transfer multiplier, as it captures the share of income that is spent—and thus
enters the hands of other agents in the economy—rather than being allocated to finan-
cial savings or retained in cash (which in our setting might include simply retaining
some value on the mobile money platform). The dataset allows us to generate an
intuitive estimate of the M PC' out of the transfer, obtained conceptually by dividing
the total increase in expenditure by the size of the GiveDirectly transfer[]

Here we summarize the construction of the MPC in our data; refer to Appendix
for details. An immediate cross-sectional estimate can be obtained by dividing the effect
on total household non-durable consumption in Table by the size of the transfer among
recipient households. However, this underestimates the M PC, as it is based on consumption
as captured in the period preceding household survey administration, with a retrospective
timeframe of at most 12 months, compared to the full transfer value, which for many house-
holds was distributed at least in part more than 12 months ago. It misses any changes
to consumption occurring outside this window, particularly in early months when spend-
ing may be the highest. We can improve on this by employing the dynamic regression
specification (in equation ([2.7))), which exploits the fact that the timing of survey data
collection, relative to transfer disbursement, varied exogenously across households.

Yet this estimate is also a lower bound. As noted above, a limitation of the data
collection is the relative lack of household survey data collection in the months after
transfers went out, the period when, anecdotally, a large share of the transfer was spent.
We thus augment the analysis by making use of data collected as part of the closely

35This measure is comparable to MPC estimates from tax rebates (e.g., [Parker et al.2013)). Alternatively,
it may be attractive to divide by the transfer size plus any additional non-transfer income generated over
the period. Table shows that this increase is small and not significant, with a point estimate of ~ 7% of
the transfer value. Thus results do not change substantively if this additional recipient income is included,
although its inclusion does reduce the estimated MPC somewhat, see Appendix Table
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related |Haushofer and Shapiro (2016) study of GiveDirectly transfers provided between
2011-2013 in a nearby part of Siaya County (Rarieda subcounty, lying just outside our
study area), which gathered information on household consumption immediately after
transfers. The M PC' of non-durable goods among recipients in the first three quarters
following the transfer there was 0.35 (Appendix Table [B.3.1)), consistent with much
spending occurring shortly after transfer receipt. Combined with estimates from our data
thereafter, recipients’” MPC on non-durables over the 27 months post-transfer is 0.64.
This implies that most study households receiving cash transfers were hand-to-mouth
consumers, allowing us to soundly reject the permanent income hypothesis in our context.

This estimate still leaves out durable goods expenditure. First note that households re-
port purchasing the vast majority of durables (over 95%) in local shops. These durables
may serve as consumption, savings or investment goods. A large share of such purchases
in the study sample are consumer durables not primarily intended for productive uses
(e.g., radios, furniture). At the same time, formal sector financial savings are limited
in rural African settings like ours and much household saving comes in the form of pur-
chases of household durable assets, which necessitates spending on local goods. Thus from
the perspective of inter-temporal decision-making, durables are more of a gray area. Yet
whether durables are purchased as “savings goods” or “consumption goods”, both types
of expenditure show up as revenue of local firms and may therefore have similar stim-
ulus effects. Here we rely on the cross-sectional difference in the value of durable as-
sets (including housing) between treatment and control areas among eligible households
in our endline data (Table . Combining this non-durable expenditure yields our best
estimate of the overall M PC' in the 27 months following transfers, at 0.93.

Because we are interested in estimating the multiplier effect on local economic activity
(within the study area), we next refine the M PC' estimate by focusing on spending on lo-
cal value added, excluding spending on intermediates and final goods produced elsewhere.
Spending on goods produced in other parts of Kenya (or the world) does not directly con-
tribute to local GDP (although it could generate multiplier effects at larger geographic scales
that we cannot readily assess with our data). We thus derive a bound on the share of spend-
ing on local value added. This is closely related to the local degree of openness that features
prominently in discussions such as Farhi and Werning (2016)). We find that most consump-
tion is in fact of locally produced goods, in line with the well-known fact that a large share
of household consumption in rural areas consists of locally produced food and other basic
necessities (Deaton 2018)). In particular, the enterprise data allows us to bound the share
of imported intermediate goods sold in the study area, where, recall, over 95% of household
shopping occurs.@ This conservative methodology yields an upper bound of 18% for the
expenditure-weighted share of local non-durable expenditure (and 20% for durables) that

Tevenue;

firm ¢ is spent on intermediate goods; for each firm type, we then generate a revenue-weighted average upper
bound for the share of intermediates in its production function. Next, we make assumptions about what
share of intermediate goods is likely imported, conservatively erring on the side of assuming a high share;
for instance, we assume that all intermediate goods at clothing stores (which spend up to 38% of revenue on
intermediate goods) are imported, which is likely to be an upper bound.

36 As discussed in Appendix we determine that at most a fraction 1 — <estitprofiti of the revenue of
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may reflect expenditure on imported intermediates, indicating that four fifths of spending
is on local value added, and thus that the study area’s economy is largely closed ]
Combining estimated import shares with our preferred M PC' estimate yields a marginal
propensity to consume on local value added, which we denote M PCTcq;, of approximately
0.76 in this context. Of course, this figure is subject to the data and measurement caveats
noted above, as well as assumptions on the share of imports, and so should be seen as
speculative. Nonetheless, taking this value of 0.76 to a basic static Keynesian model, the
transfer multiplier effect on local output would be —4P%%ecal - x5 3 2. We dynamically estimate

1_]\4IDC’L0cal
the multiplier using all household, enterprise and price data in section below.

Enterprise effects

There are large increases in revenue for enterprises in both treatment and control villages
(Table Panel A). Revenues in treated villages increased by USD PPP 322 per house-
hold, a 65% increase, while those in control villages increased by USD PPP 237 (48%).
Revenue gains are concentrated in the retail and manufacturing sectors: both treatment
and control villages experience statistically significant increases in manufacturing revenue
of similar magnitudes — USD PPP 93 and 109, respectively — while treatment villages see
larger gains in retail revenue (USD PPP 160 versus USD PPP 82, Appendix Table [B.2.2)).

Estimated effects on profits are positive, but moderate in magnitude and not significantly
different from zero. In fact, profit margins (measured as the ratio of profit to revenues) fell
(Table , Panel A, Row 5). We also see no evidence of firm entry, as one might have ex-
pected if enterprises were becoming more profitable (Panel C). Overall, the data indicate that
higher revenues were largely absorbed by increased payments to various factors of production.
While we do not observe all of these payments, we do see significant increases in the factors
that we directly measure, and particularly the wage bill: enterprises in treated (control) vil-
lages increase spending on labor by USD PPP 76 (67), a sizable change relative to the mean.

Strikingly, we do not see strong evidence of a firm investment response. Estimated
increases in fixed capital investment are small, and we can reject large changes (Panel
B, Row 2). We do see a modest increase of USD PPP 35 in inventories for enterprises
located in treated villages, yet even this appears to be less than proportional to the
increase in firm sales; in other words, these enterprises are, if anything, operating
leaner business models (Panel B, Row 1). This pattern of results suggests that the
expansion in enterprise activity is driven more by the shock to local aggregate demand
than by a relaxation of credit constraints that had previously limited investment.

One caveat to this point is that some household assets are difficult to categorize into
“productive” assets as opposed to consumer durables. For example, bicycles may be used
for personal transportation (i.e., to visit friends), but could also be used as a bicycle taxi

37In principle this exercise also depends on migration: money spent elsewhere by migrants appears in our
data (as we tracked and surveyed them) but does not contribute towards the share spent on local value added.
In practice household migration was uncommon, with 5% of control low-saturation household migrating, and
unaffected by treatment (Table m Row 1). Estimated treatment effects among non-migrants are also
essentially identical to overall average effects (Table Panel 2).
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to generate income. We therefore inclusively categorize as “potentially productive” both
livestock as well as a number of non-agricultural assets that could potentially be used for
income-generating activities (beyond simply renting out the asset).@ When we do so, overall
roughly half of the increase in household asset ownership documented above is in what we
believe to be purely non-productive assets, with small gains in productive agricultural assets
(e.g., farm tools) and a modest gain for potentially productive assets (Table[B.2.1). We also
fail to detect any investment response for non-agricultural enterprises owned by recipient
households: neither investment nor inventories increase relative to eligible owners in control
villages (Table [B.2.3] Panel B). Taken together, these patterns are also consistent with
the cash transfer program generating only a limited local investment response.

Non-recipient household effects

There are positive and significant expenditure effects for non-recipient households. Column
3 of Table[2.1] Panel A presents results based on Equation (2.3)). Notably, the magnitude of
these gains (USD PPP 335, p-value < 0.01) are quite similar to those of recipient households
(USD PPP 339). The pattern of expenditure increases is also broadly similar to that for
recipient households, except that spending on durables does not increase among non-recipient
households. One possible reason for the similarity in overall spending impacts is that the
timing of effects on recipient and non-recipient households may be different, with recipient
households showing impacts earlier than non-recipient households, but effects converging by
roughly one year after the final transfer was received. A further potential mechanism is that
labor earnings increase differentially: among non-recipients, annual labor income increases by
USD 225, while the figure is USD 136 for recipients. For wage earnings, the figures are USD
183 and USD 74, respectively. Thus, the similar impacts on expenditure among recipient and
non-recipient households may partly be explained by a lower labor income response among
the former. Finally, note that non-recipient households include both eligibles and ineligibles,
and, as shown in Table [B.2.8) most of the gains accrue to ineligibles. These comparatively
wealthier households might be gaining more from business and additional labor income,
and may be imperfectly substitutable with eligibles in the labor market. As a result, they
may experience a larger increase in wages than recipient and non-recipient eligibles.
How did non-recipients fund these consumption gains? One possibility is that they
are dis-saving, perhaps due to social pressure to “keep up with the Joneses”, their neigh-
bors who received the transfer. However, this does not appear to be the case: estimated
treatment estimates for total assets, housing and land values are all positive, although not
all are significant (Table 2.1 Panel B). Nor do we observe a borrowing response for non-
recipient households from either formal and informal sources (Table , Panel C, column 3).
A second potential explanation is that expenditure gains reflect inter-household transfers
to non-recipient households, as documented in |Angelucci and De Giorgi (2009) for Mex-

38Potentially productive non-agricultural assets include bicycles, motorcycles, cars, boats, kerosene stoves,
sewing machines, electric irons, computers, mobile phones, car batteries, solar panels or systems, and gen-
erators. Examples of residual non-productive assets include radio/CD players, kerosene lanterns, beds,
mattresses, bednets, tables, sofas, chairs, cupboards, clocks, televisions, and iron sheets.
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ico. This also does not seem to be the case, as we find no significant increase in net
transfers received by non-recipient households, and the point estimate of USD PPP 8.85
is less than 3 percent of the expenditure gain for non-recipient households; this mirrors
the lack of an effect on net transfers among recipient households noted earlier.

Rather, the data suggest that consumption gains are driven by higher earned income:
total annualized income increases by USD PPP 225. It is often argued in development eco-
nomics that survey estimates of consumption are better measured and often substantially
larger than estimates of income, particularly for poor households (Deaton 2018). While this
is true in our case, we cannot reject that the total effect on income is the same as the effect
on consumption expenditure for non-recipient households (p = 0.23). Income gains come
largely from wage earnings, which increase by USD PPP 183, with a smaller and not signifi-
cant contribution from profits from owned enterprises. These results are broadly in line with
the enterprise results, in which profit increases were modest and marginally significant while
the wage bill expanded significantly, by 76 and 67% in treatment and control villages, respec-
tively (Table row 4). Higher wage earnings appear more likely to reflect higher wages
than increased labor supply, as the point estimate for overall household labor supply is actu-
ally somewhat negative (although there does appear to be an increase in respondent hours
worked for wages, Table [B.2.4). Hourly wages earned by non-recipient household increase
meaningfully, although the estimate is only marginally significant (Table , Panel A).

To sum up the results so far, cash transfer recipient households receive and spend most
of the transfer, leading to higher local enterprise revenues. This positive aggregate demand
shock, in turn, appears to increase the income of local non-recipient households, leading
to higher spending on their part. This pattern provides initial evidence for a positive
multiplier effect of the cash transfer program, an issue we return to below.

Effects on output prices

We turn next to effects on consumer goods prices in order to understand the extent to which
other monetary impacts are real as opposed to nominal. Overall, we find small, positive and
precisely estimated effects on consumer goods prices. For our overall expenditure-weighed
log-index of market prices both the ATE and average maximum transfer effect are small
and precisely estimated near zero (Table . The tight standard errors allow us to rule
out even relatively small price effects: with 95 percent confidence, the ATE across the study
period is below 0.0022 log points, or 0.22 percent. For the average maximum transfer effect
across markets, the upper bound of the 95 percent confidence interval is 0.01 log points, or 1
percent. Price effects are also small across almost all product categories. In particular, food
prices are in line with the overall price index, and durable prices do not increase meaningfully.
To help mitigate concerns that results may be sensitive to the price index weights or product
classification, we find that average price inflation is below 1.2% for every product (Figure
; for alternative specifications and product classifications, see Appendix .
Variation in price responses is generally in line with theoretical predictions. We observe
somewhat larger price increases in markets less integrated into the local economy. Columns 3
and 4 split markets into those above and below median market access, with estimated effects
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typically more positive in more remote markets. Figure further breaks this pattern
down by quartile of market access, with lower values reflecting more isolated markets. Panels
A-C show a small amount of inflation for less tradable goods only in the most isolated
markets, and smaller and less precisely estimated effects for more tradable goods, with
less of a clear pattern across market access quartiles. Inflation for less tradable goods in
isolated markets nonetheless remains limited, at 0.2-0.3% on average. We also carried out
enterprise phone surveys of a subset of enterprise types during the period in which transfers
were going out, which collected price data on a limited number of products; inflation for
these local manufacturing and services prices is also limited (see Appendix .

These patterns are qualitatively similar to findings in |(Cunha, De Giorgi, and Jayachan-
dran (2018), who study the price effects of an in-kind food and cash transfer program in
Mexico (where the household income shock was similar in magnitude to the Kenya program
we study): in-kind transfers there lead to price decreases, while cash transfers lead to price
increases, but their estimated effects are small except in remote villages. [Filmer et al. (2018)
estimate inflation of 5 to 7% for protein-rich foods in the Philippines, with smaller effect
for other product categories. [Burke, Bergquist, and Miguel (2019) show that a credit inter-
vention impacting the supply of staples also affects local grain market prices in a different
Kenyan region. Reconciling these results with ours is a task for future research.

Effects on input prices

We next examine effects on the prices of major factors of production: labor, land and capital.
Table presents estimated effects on these prices measured in the household survey data.
We find some evidence of higher wages. In row 1 of Table[2.2] we examine wages for employees
using household survey dataF_g] In the reduced form specification, eligible households in
treatment villages earn USD PPP 0.1 more per hour, on a base of USD PPP 0.70. This
effect is no longer significant, however, when we also estimate across-village spillovers. For
non-recipient households, the increase is even more marked at 0.19 USD PPP per hour, and
significant at the 10% level. These potentially large wage effects do not seem to be driven
by large labor supply responses. In row 2, we calculate the total hours worked by adult
household members in agriculture, self-employment and employment, and estimate effects
at the household level. Effects are relatively small and not significant. Together with the
fact that enterprise wage bills increased, these patterns are strongly suggestive of positive
local wage effects (Table . This in turn suggests that labor markets in this area are fairly
localized, at least over the time horizon we study, which is consistent with the fact that we
see little evidence of impacts on measures of migration (Table . In the longer run,
labor may become more mobile, helping to equilibrate any induced wage differentials.
Effects on estimated land prices are positive and economically meaningful (at 9-14%),
but not significant (Table , Panel B). Since our measure of land prices is a somewhat noisy
one—formal sales are rare so we use respondents’ self-reports of the amount per acre land like

39We include all household members that report working for wages, and calculate their hourly wage based
on hours worked in the last 7 days and their monthly salary (adjusted to weekly scale).
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theirs in the same village would sell for—we also examine land rental prices as a robustness
check, which yields data on actual land transactions for a subset of respondents. We do not
find significant effects on land rental prices (Table . Unsurprisingly, given land should
be in relatively fixed supply in the short-run, we find little change in total landholdings
among recipient households or those in more heavily treated areas. We also find no effects
on total land rentals, nor on the total amount of land u