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Abstract

Study of Porous Adsorbents for Carbon Capture via Molecular Simulation

by

Joseph Andrew Swisher

Doctor of Philosophy in Chemical Engineering

University of California, Berkeley

Prof. Berend Smit, Chair

Increasing atmospheric CO2 levels are of concern due to potential links to negative envi-
ronmental impacts such as increasing global temperatures and ocean acidification. Strategies
for reducing CO2 emissions involve both reducing the use of fossil fuels a primary energy
sources and employing processes to capture CO2 from gas streams incidental to energy gen-
eration and store in deep geologic features. The one of the main targets for CO2 separation
are post-combustion gas streams at electricity generating plants, which represent a large
fraction of the CO2 emitted. While current process technology (amine scrubbing) could be
scaled to the accomplish the task, it is a relatively inefficient process and would substantially
reduce the efficiency of electricity generation. Adsorption-based processes have the potential
to reduce the parasitic load on generating plants by reducing the amount and quality of heat
diverted from generating cycle.

Adsorption processes involve the use of solid porous materials with large internal surface
areas to separate components of a gas mixture. One or more components will preferentially
adsorb and be enriched in the adsorbed mixture, which can then be desorbed in a separate
part of the process. While a variety of adsorbents have wide application in industry, there
is a need to identify the most efficient materials for this process to ensure its economic vi-
ability. Some materials of interest are zeolites and metal-organic frameworks, and recent
experimental and theoretical work have identified thousands of possible new materials. To
evaluate this large range of materials, molecular simulation techniques useful for quickly gen-
erating thermodynamic data and understanding the molecular-level mechanisms responsible
for selectivity.

This work details efforts addressing several aspects using Monte Carlo simulations to
evaluate different materials for CO2 separations. One aspect is the proper description of
how mixtures adsorb in materials with heterogeneous surfaces where components can com-
petitively adsorb at spatially distinct sites. By applying ideal adsorbed solution theory
(IAST) to separate Langmuir sites, it is possible to improve predictions of mixture adsorp-
tion isotherms compared to applying IAST to the whole isotherm. One critical element of
applying IAST accurately is ensuring the saturation loadings of different components in a
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mixture are estimated as accurately as possible. Another part addresses how to apply sim-
ulation techniques to millions of related structures simultaneously and evaluate them with
a simple model of generating plant performance. Using GPU-accelerated Monte Carlo sim-
ulations, a database containing thousands of hypothetical zeolite structures was screened
for CO2/N2 separations, and many structures were identified that potentially would have a
lower energy penalty to operate than the standard amine scrubbing process.

Next, a method for fitting parameters for a classical force field from ab initio calculations
was developed and used to predict the adsorption of CO2 in Mg-MOF-74, a promising MOF
material for CO2 separations. Using a modified Buckingham potential with an additional
r−5 attractive term was able to describe the enhanced interaction between CO2 molecules
and the coordinative-unsaturated Mg atoms. Finally, the adsorption of water in zeolite 13X
was studied, showing the strong effect it has on the co-adsorption of CO2. Rearrangement of
sodium cations in the zeolite pores was important for predicting the correct isotherms, and
at the highest water loadings, some sodium cations are removed from the pore walls become
coordinated by water closer to the center of the pore. This rearrangement may explain the
the steep elbow of the isotherm.
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Eliminate all other factors, and the one which remains must be the truth.

Sherlock Holmes, The Sign of Four
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Chapter 1

Introduction

This dissertation is motivated by the study of porous adsorbents for the removal of CO2

from post-combustion gases. It covers the use of molecular simulation to predict relevant
thermodynamic data for the evaluation of materials and the design of adsorption processes.
Grand canonical Monte Carlo simulations were used to predict adsorption isotherms for
CO2 and other gases in zeolites and other nanoporous adsorbents, as well as other simulation
techniques to predict relevant thermodynamic properties. Molecular simulation also provides
a molecular-scale picture of the adsorbate molecules and their siting and structure within
the pores of the material.

1.1 CO2 in the atmopshere

The concentration of carbon dioxide in the atmosphere has increased Y fold over the past
century. Figure 1.1 shows the atmospheric concentration of CO2 measured since 1959 at
Mauna Loa in Hawaii.1 The annual periodicity in the concentration of CO2 is superimposed
on the monotonic increasing trend in the average concentration. This increase is primarily
due to the combustion of fossil fuels (i.e. coal, petroleum, and natural gas), as evidenced by
studies of the decreasing O2 concentration and isotopic composition of atmospheric CO2.

2,3

The increase in CO2 concentration has been implicated in the increase in average global
temperatures over the past 3 decades.4 Because CO2 absorbs (weakly) some of the infrared
radiation that would otherwise be radiated back into space an re-emits is back towards the
surface, the surface temperature of the Earth is greater than would otherwise be expected
from a radiation balance with the Sun.5 Recent analysis by researchers at Berkeley have
shown that this increase in temperature can be attributed to CO2.

6

Given the potential negative impacts of CO2 emission, fossil fuel consumption is projected
to continue to increase. Fossil fuels represent a cheap and abundant fuel source for many
applications, particularly the combustion of coal for electricity generation. In the US, the
EIA has projected that while coal will reduce in its share of total electricity production
over the next half-century as renewables (i.e. biomass, wind, solar) increase in utilization,
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Figure 1.1: Atmospheric concentration of CO2 measured at the Mauna Loa Observatory,
Hawaii.1

the absolute tonnage of coal consumed will continue to increase.7 In light of the accidental
release of radioactive material resulting from the tsunami in Japan in 2011, some countries
have committed to reducing or eliminating their use of nuclear power,8,9 and fossil fuel-based
generation will likely be required to replace the lost generation capacity. Studies performed
by the Electric Power Research Institute have shown that any realistic strategy to reducing
carbon dioxide emissions will require some form of carbon capture and sequestration.10 In
this process, CO2 is separated from some point in the combustion processes, either pre- or
post-combustion. Pre-combustion technologies usually involve the gasification of coal via the
water-gas shift reaction.11 This creates H2, which is combusted to generate steam for the,
and a high-purity CO2 stream that can be cleaned-up and compressed. Post-combustion
removal of CO2 can occur from gas streams that are either rich or lean. Rich streams would
result from oxy-combustion of fuels, where air is separated and nearly pure oxygen is fed
to the combustor.11 The resulting stream is mostly CO2 and relatively easy to dehydrate
and compress. Lean streams results from the standard method of combusting fossil fuels
with air. The stream will end up at about 1 bar pressure, and 7-14% CO2 (volume basis),
depending on the fuel. The stream will likely be saturated with water an the balance of
the gas will be nitrogen and trace impurities. While advanced technologies like gasification
and oxyfuel combustion represent potentially useful technologies for newly built generation
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plants, the installed base of fossil fuel-combusting generation plants are of the later type
and identification of a low-cost technology to separate CO2 from their effluent is of key
importance should regulations require reductions in CO2 emissions.

1.2 Processes for CO2 separation

Removal of CO2 from gas streams is a standard process in some industries. In particular,
CO2 separation of natural gas is an important separation in natural gas production because
raw gas from the well often contains a significant amount of CO2. The most common and
robust process used for this separation is absorption via a concentrated aqueous solution of
amines.10–13 The gas stream containing CO2 is passed through a column opposite the solvent
stream. CO2 dissolves in the solvent and rapidly reacts with the dissolved amine to form a
carbamate species. The loaded solvent is then passed to a stripper column where it is heated
to reverse the reaction and desorb the CO2 from the solvent. The amine stream is then
condensed and passed back to the absorber column. Heat integration is used extensively to
improve the efficiency of the process, however, since a large volume of aqueous solvent is
vaporized, it is by its very nature an energy intensive process.13,14 The heat required for this
process would necessarily have to be taken from the output of the plant The most common
amine used is monoethanolamine. An additional disadvantage of amine scrubbing processes
is that the amine will tend to react with trace impurities in the flue gas and form toxic side
products which warrant additional capital investment for proper handling.

Other gas separation processes have been proposed to replace and potentially provide
a more efficient method of separating CO2 including membranes, novel solvents, and ad-
sorption.10,11 Membranes have the advantage of not requiring any thermal swing affect
the separation. However, the low partial pressure of CO2 and low permeance of existing
membranes could require too much compression and/or vacuum to be feasible.15 Advanced
solvents attempt to dissolve a large amount of CO2 without resorting to chemical reactions,
as with amines, but are limited by the slow dissolution rate of CO2.

16 Adsorption processes
rely on differences in the adsorption for different components of a mixture on the surface or in
the pores of a solid material. By swinging between different temperatures and/or pressures,
very pure gas streams can be achieved. One potential advantage of adsorption processes is
that the latent heat of the solvent need not be supplied and the process can be thermally
more efficient. However, the required heat transfer and pressurization rates can be slow in
packed beds.17

Evaluating a material for use as an adsorbent in a sorption process requires some ther-
modynamic data. The key measurements are the adsorption isotherm and the heat of ad-
sorption. The adsorption isotherm is the amount of particular compound that adsorbs on
the material at a fixed temperature and different partial pressures or fugacities of the com-
pound. This can be measured at different temperatures and pressures to determine how
the material performs at different conditions that could be visited in a process. The other
primary thermodynamic measurement of interest is the heat of adsorption, the amount of
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heat that is adsorbed when a given quantity of compounds adsorbs. In terms of the perfor-
mance of material in real process, the heat of adsorption represents the amount of heat that
may need to be supplied to cause a compound to desorb. Other measurements that can be
derived from the pure component isotherms and heat of adsorption are the working capac-
ity and mixture isotherms. The working capacity represents the difference in equilibrium
loadings between the two state conditions a sorption process swings between and is the max-
imum practical amount of a compound that can be separated in a single cycle of a process.
Because the accurate measurement of mixture adsorption isotherms are difficult, usually a
thermodynamic-based model is used to interpolate pure component isotherms to arbitrary
mixtures of components, the most common of these approaches being the ideal adsorbed
solution theory. Chapter 2 goes into detail about the limits of the applicability of IAST for
the mixtures of interest in CO2 gas separations and some of the subtleties encountered when
limited isotherm data is available.

1.3 Outline of dissertation

This dissertation addresses several aspects of using molecular simulations to evaluate porous
materials for gas separations relevant to carbon capture. In brief, the chapters body of the
dissertation deal with the following topics:

Chapter 2 deals with how isolated adsorption sites and the relative preference of differ-
ent components in a mixture influence the proper way to model mixture adsorption.
The use of a segregated mixture adsorption model provides a better description of
adsorption than IAST in materials with spatially separate sites.

Chapter 3 details the use of rapid molecular simulations to evaluate thousands of materials
simultaneously for CO2-N2 separation and a model for predicting the energy required
to separate a single unit of CO2. Several materials with lower energy penalties than
amine scrubbing are identified.

Chapter 4 explains how ab initio calculations were used to parameterize a force field to
study CO2 adsorption in Mg-MOF-74, a promising new material with a high CO2

selectivity at low partial pressure. Additional terms are required in the potential
model to properly describe the interaction between Mg atoms and CO2.

Chapter 5 shows how the presence of H2O can dramatically reduce the capacity for CO2

of zeolite 13X, an industrially relevant adsorbent with a high capacity for CO2. The
shape of the H2O isotherms could be due to rearrangement of extra-framework sodium
cations.

Before getting into the body of the dissertation, the introduction will conclude with some
high-level background information on molecular simulation and porous adsorbents.
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1.4 Molecular simulation

Molecular simulations have advanced in the last 20 years to become a powerful and widely
applied tool to evaluate and study porous adsorbents for a variety of applications.18 Monte
Carlo techniques in particular have been useful for studying both pure components and mix-
tures of compounds adsorbing in a variety of porous materials, including zeolites,18 MOFs,19

ZIFs,20 and COFs.21 The natural ensemble for these simulations is the grand canonical
(µ − V − T ) ensemble.22 Typically, the partial pressures of components in a gas mixture
can be selected and translated to a fugacity or chemical potential via an equation of state.
The system is kept at a specified temperature and the atoms of the adsorbent are kept fixed,
yielding a constant volume system. The crystal structure of the adsorbent is used directly
and a simulation box is constructed out of a tiling of a few unit cells. Then, a Monte Carlo
simulation is preformed where random moves of individual molecules are proposed and either
accepted or rejected to generate configurations with the proper statistical weights so that
averages of observed quantities can be taken as the equilibrium values. In grand canonical
simulations, the moves used are typically include:

translation the translation of one molecule in the simulation box by a random vector

rotation the rotation in place of a single molecule in the simulation box

regrowth a single molecule already in the simulation box is removed and reinserted at a
random location in the simulation box with a new random orientation or configuration,
if it has internal degrees of freedom

swap a single molecule already in the simulation box is removed or a new molecule is inserted

The first three moves above correspond to the canonical ensemble (constant N −V −T ),
so they may be accepted or rejected based upon the following acceptance rule:

acc(o→ n) = min [1, exp(−β(Un − Uo))] (1.1)

where o is the old configuration, n is the new configuration, β is the inverse temperature
((kbT )−1), and Ui is the energy of configuration i. When the particle number may change,
the acceptance probability for inserting a new molecule is:

acc(N → N + 1) = min

[
1,

V βf

N + 1
exp(−β(U(N+1) − UN))

]
(1.2)

and for removing a molecule:

acc(N → N − 1) = min

[
1,

N

V βf
exp(−β(U(N−1) − UN))

]
(1.3)

where N is the number of molecules of a given type, V is the volume, and f is the partial
fugacity of the component.
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In the equations above, the difference in energy between configurations is required. In
principle, this energy difference may be specified or evaluated in any manner. Since millions
of configurations must be visited to get proper thermodynamic averages, computationally
simpler energy expressions are preferred. When studying porous materials, the energy is
usually represented using a classical potential that is the typically the sum of a dispersive
term and an electrostatic term, and the total energy is taken as a sum over all unique pairs of
atoms in the system. The 12-6 Lennard-Jones potential is often used for the dispersive term,
while the electrostatics are treated as interacting point charges via Coulomb’s law. Due to the
long-range nature of the Coulomb potential, the Ewald summation technique is used to allow
the electrostatic potential summation to converge using a smaller system.23 The collection
of parameters and charges that parameterize these interactions is known as a force field and
can be determined by fitting the results of molecular simulations to experimental data24,25 or
by fitting to a potential energy surface developed from quantum chemical calculations.26,27

1.5 Porous adsorbents

A variety of porous materials have been proposed as adsorbents for CO2 separations via
sorption processes. Some of the most promising materials are zeolites and metal-organic
frameworks (MOFs). Zeolites are aluminosilicates with pore sizes on the order of one to
a few molecular diameters. Aluminum and silicon a tetrahedrally coordinated by oxygen
atoms and the tetrahedra are connected in distinct topologies. Formally, aluminum carries
a +3 charge, compared to +4 for silicon. This difference gives the framework a net -1 charge
for each aluminum, which is compensated by cations that reside in the pores of the material.
These cations, typically from the alkali and alkaline earth metals, can be exchanged to
provide specific functionality for a particular application, such as the exchange of calcium
for sodium in zeolite 4A to reduce the average pore diameter.28 MOFs are novel materials
made of rigid organic molecules that connect metal atoms of clusters in networks with a rich
variety of topologies.29,30 The prototypical porous MOF, MOF-5,30 and the MTV-MOFs
based on its structure,31 illustrates the chemical customizability that is a key aspect the
interest in these materials. Because the materials are primarily made of organic molecules,
the chemistry of the pore surfaces can be customized via the addition of functional groups
to enhance adsorption properties. One class of MOFs of particular interest to adsorption
are the zeolitic imidazolate frameworks (ZIFs), which are composed of tetrahedral networks
of imidazole-based molecules and metal atoms, and have some of the same topologies of
the aluminosilicate zeolites.32 Some of these materials have stability with respect to harsh
chemical environments, a property that may make them good materials for post-combustion
CO2 separations.32
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Chapter 2

Evaluating mixture adsorption models
using molecular simulation

Predicting mixture adsorption isotherms is of primary importance in the evaluation of
solid sorbents for separating gas mixtures. A variety of thermodynamic models have been
proposed to interpolate pure component isotherms for arbitrary mixture compositions. How-
ever, when the pore structure of the material tends to segregate the adsorbed molecules into
separate volumes, a segregated model gives a better description of mixture adsorption. This
chapter also demonstrates that correctly estimating the saturation loading of weakly adsorb-
ing components (e.g. N2) allows ideal models to correctly describe the mixture behavior.

2.1 Background

Separating fluid mixtures via adsorption onto porous materials is a common process technol-
ogy used in a wide variety of industrial contexts, including the separation of air, scrubbing
solvent vapors from exhaust, and separation of xylene isomers.33 The design of adsorption-
based processes requires reliable thermodynamic data for the fluid-adsorbent system over a
range of potential process conditions. Collecting this data for the adsorption of mixtures of
gases is particularly challenging due to the complexity of the experiments and interpretation
of the resulting data. This difficulty is mitigated in practice by the use of a model, such
as ideal adsorbed solution theory (IAST), to interpolate mixture data from pure component
data, which is simpler to collect.34 While IAST has been shown to provide good predictions
for a wide variety of fluid-adsorbent systems, there are numerous cases where it has been
shown that the predictions are inaccurate.35–42 The IAST model assumes ideal behavior of
the adsorbed phase and that all components have access to the same uniform surface. This
second assumption is frequently violated in practical adsorbents, and variety of approaches
have been proposed to correct for the inaccuracies it introduces, which will be discussed

Material in this chapter was submitted to AIChE J., Oct. 8, 2012.
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in more detail below.35,38–40,42–50 Recent efforts in synthesizing and predicting new materi-
als have led to a plethora of potential new adsorbents, including metal-organic frameworks
(MOFs), zeolitic imidazolate frameworks (ZIFs), and novel zeolites. These materials are very
promising for several important gas separation applications.51 It is possible to introduce spe-
cific sites in these materials that selectively adsorb one of the components in preference to
the others giving them a heterogeneous pore space by definition. From a practical point
of view, it is important to reliably predict the mixture adsorption isotherms. This requires
a better understanding how the structure of these materials influences the selection of the
correct model for the adsorption of mixtures.

The large number of new porous materials that have been demonstrated in recent years
introduces the practical problem of evaluating such a large number of materials for a given
separation. For example, Deem and co-workers have developed a database of millions of
hypothetical zeolite structures.52 Efforts by many researchers have discovered a wide array
of MOFs with diverse structures and compositions.19 The nature of MOF chemistry suggests
there are potentially millions of materials when taking into account all possible combinations
of metal nodes and organic linker molecules.51,53–55 When organized into databases, there
is the possibility of screening very large sets of materials simultaneously to find those best
suited for a particular application.19,50,56

An active area of research is the development of high-throughput screening techniques
to identify the most promising materials for desired gas separations. In the absence of
sufficient experimental data, direct computer simulations in the grand canonical ensemble22

can provide the data over a wide range of conditions for microporous materials like zeolites,57

MOFs,58 and ZIFs.27 Both the experimental and the computational approaches focus on
obtaining the pure component isotherms and rely on IAST to accurately predict the mixture
isotherms.

In this work, we develop a systematic approach to incorporate these chemical inhomo-
geneities in the IAST. This approach is based on the simple notion that one should divide
the pore space into different regions and apply IAST on each region separately. Interesting,
variations of this idea have appeared several times in the literature but, as we will demon-
strate in this work, it can only be used successfully with a molecular understanding of the
adsorption behavior of the pure components isotherms. We illustrate with several practical
examples, that such a lack of understanding of the pure component isotherms can lead to
incorrect predictions.

At this point we would like to emphasize that we rely on molecular simulations to provide
us with accurate data on both the pure components and mixture isotherms. From a purely
conceptional point of view, there is no fundamental difference for IAST, in predicting mixture
isotherms, whether these pure component data are obtained from molecular simulations or
experiments. Of course, only if our simulation are representative for the experimental system
our conclusions also hold for the experimental conditions. Therefore we also demonstrate
that our molecular simulations give a very reasonable prediction of the known experimental
isotherms for these systems.

One of the main conclusions of this work is that a reliable prediction of the mixture
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isotherm requires knowledge on the number of adsorption site and which component pref-
erentially adsorbs on which site. For many systems this can be reliably obtained from the
pure component isotherms. However, in some, and usually to most interesting, cases this
molecular information is lacking. We also demonstrate how molecular simulation can be
used to address these questions. Given that the assumption of a uniform surface is often
violated in practice, simulations provide a molecule-scale picture can be used to suggest the
siting of molecules in the adsorbent’s pores. These strong sites have important implications
for the best model to interpolate the data. Simulations can also predict adsorption at very
high pressures that may be infeasible in practice. Accurate information about the saturation
loading of weakly adsorbed components may only be available at these high pressures and
can help correctly parameterize the pure-component isotherms.

2.2 Adsorbed solution theories

Ideal adsorbed solution theory

Due to the importance of making reliable predictions of adsorption isotherms for fluid mix-
tures, many models have been proposed that attempt to predict the adsorbed phase compo-
sition and loading based on pure component data and, in some models, properties of the fluid
mixture. Most practical models rely on some variant of the ideal adsorbed solution theory
(IAST) of Myers and Prausnitz.34 This approach is popular due to the fact that it relies
solely upon the isotherms of the pure components in the fluid mixture and is amenable to
rapid solution using numerical techniques. IAST has been used extensively to describe ad-
sorption from multicomponent mixtures in zeolites and other adsorbents, including mixtures
of alkanes, CO2, CH4, and N2.

59–62 Extensions to IAST include the real adsorbed solution
theory (RAST)35 and the non-ideal adsorbed solution theory (NIAST),43 which attempts to
account for non-ideal behavior of the adsorbed phase by correlating activity coefficients from
binary adsorption data or assumptions about the distribution of sites, respectively. Other
approaches have attempted to deal with problems surrounding the assumption of a perfectly
uniform surface. One key modification these approaches make to IAST is that the surface is
assumed to be composed of independent adsorption sites, and any mixture model should be
applied separately for each site. For the sake of clarity, this concept will be called segregated
ideal adsorbed solution theory (SIAST) when applied in the context of this work, and the
terminology of other authors will be adopted when addressing their work.

The concept of modeling adsorption as independent processes at distinct sites or volumes
has been applied many times before to improve mixture adsorption predictions relative to
IAST. Valenzuela et al. proposed what they termed heterogeneous ideal adsorbed solution
theory (HIAST) where each component is assumed to have a distribution of adsorption sites
characterized by an adsorption energy.44 IAST is applied to each site separately based on a
fitted energy difference between sites. Moon and Tien took the analysis a step further and
proposed that matching the sites of different adsorbates based on a site-matching criteria
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that accounts for correlation of the adsorption of different components on the same site.38

Eiden and Schlünder applied a similar approach to the analysis of dichloromethane and ben-
zene adsorption on activated carbons.39,40 Calling the approach multiphase ideal adsorbed
solution theory (MIAST), they assumed a pore filling mechanism and applied IAST to sep-
arate sites based on a difference in saturation volumes between components. Cerofolini and
Rudznski categorized these approaches as patchwise theories, since they treat the surface of
the adsorbent material as composed of a set of discrete areas or volumes where a model was
applied to each individual patch, but there was no interaction between different patches.45

One drawback of these approaches from a practical standpoint is that they require addi-
tional assumptions about the system, usually in the form of the distribution site energies.
These distributions must also be parameterized, which can be difficult given the nature of
the inverse problem.46 Recent work by Ritter et al. attempted to avoid this issue by using
a sum of competitive Langmuir sites approach, which they term a dual-process Langmuir
(DPL) isotherm, using the parameters from fitting a dual-site Langmuir isotherm to the pure
component data.47 Their approach also permits accounting for non-ideality in the system by
applying the site matching approach of Moon and Tien by simply swapping the parameters
of a particular component between terms of the isotherm. Unfortunately, there is no clear
method for deciding when this switch is appropriate other than comparing with experimental
mixture data. A disadvantage of these approaches is that they potentially require a large
quantity of detailed adsorption data at a variety of conditions that may not be easy or cheap
to generate and often are specific to the material being studied.

In more recent work, several authors have attempted to use molecular simulations to
evaluate the usefulness of IAST and similar approaches for predicting mixture properties in
zeolites and MOFs. Cessford et al. have provided a comprehensive overview of the topic in
their recent paper,48 and we will only address a few highlights here. Krishna and co-workers
have evaluated the use of IAST to predict mixtures of alkanes in the zeolite MFI63 and
CO2:CH4 mixtures in cage-type zeolites.42 In this latter paper, the authors observed that
IAST failed to give a good description of the mixture at higher pressures, and ascribed this to
a segregation of the two components due to preferential adsorption at either the center of the
cages or the windows between cages. Jee and Sholl suggested that using a segregated model
for CO2:CH4 adsorption in zeolite DDR improves predicted isotherms relative to IAST, but is
still inaccurate at high total fugacity.49 Van Heest et al. performed an extensive screening of
MOFs for separating noble gas mixtures, and noted that accounting for regions that would
be inaccessible to one component of the mixture was important for correctly predicting
adsorption selectivity.50 A key aspect of these studies is that they were able to correlate
specific structural features of the adsorbents to the inaccuracy of IAST.

Segregated ideal adsorbed solution theory

One assumption of IAST that can be easily violated is the assumption of an equivalent
surface available to all components. Strictly speaking, for microporous adsorbents like ze-
olites, the concept of spreading pressure is not applicable because there is no well defined
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surface.43,64 However, the idea of accessible surface area or pore volume is still a useful
concept for diagnosing failures of IAST. If the components of the mixture can access differ-
ent parts of the material, one component may be able to diffuse into cavities not accessible
to other components and is thus no longer competing with the other components for the
same adsorption sites. In recent work on the screening of zeolites for the separation of CO2

and N2, we discovered a class of materials that had particularly strong adsorption sites for
CO2.

56 These were often small pockets that could accommodate a single CO2 molecule, and
the arrangement of the framework atoms around the pocket provides a site with a particu-
larly favorable interaction energy for the molecule. While N2 is not formally excluded from
these pockets, they are more likely to be occupied by CO2 when the two gases are adsorbing
competitively. Materials of this sort typically exhibit an isotherm with a plateau or step at
intermediate loading that can be accurately correlated with the dual-site Langmuir isotherm
equation. The loading at the plateau corresponds to the density of strong adsorption sites
in the unit cell.

n11, n21, . . .

adsorbed phase 1

n12, n22, . . .

adsorbed phase 2

. . .

. . .

P , y1, y2, . . .

gas phase

Figure 2.1: Schematic diagram of the phases in the segregated IAST model. A gas phase
(white) is in equilibrium with M independent adsorbed phases (shades of gray). The whole
system is at a constant temperature. The gas phase is characterized by a total pressure
P and its composition, usually expressed as the mole fraction of all components yi. Each
adsorbed j phase is characterized by the loading of each component i, nij in equilibrium
with the gas phase. Each adsorbed phase is in equilibrium separately with the gas phase.

To more accurately describe the total loading of a system that may have spatially dis-
tinct adsorption sites, we propose that applying IAST to distinct sites can provide more
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accurate predictions in many cases. Instead of considering the available pore volume to be
one continuous space, the volume may be subdivided into natural regions where separate
competition processes take place. For materials where it is possible to identify segregated
sites, it is possible to model the mixture adsorption as the sum of separate competitions,
which in turn may be modeled using IAST. Figure 2.1 shows how this might be extended to
an arbitrary number of adsorbed phases. Equation 2.1 relates the isotherm of component i
on site j to the surface potential.

ψij =
∫ f◦ij

0
nij (f) dlnf (2.1)

In Equation 2.1, the surface potential for adsorption of component i at site j is related to
an adsorption isotherm representing only site j. In this work we will assume that each site
can be described by a single-site Langmuir isotherm,

nij (f) =
mijbijf

1 + bijf
(2.2)

giving the following expression for the surface potential

ψij
(
f ◦
ij

)
= mij log

(
1 + bijf

◦
ij

)
(2.3)

where mij and bij are the saturation loading and Langmuir constant for adsorption, respec-
tively, of component i at site j. The condition for equilibrium may be expressed as 2.4 for
competitive adsorption between N components at site j.

ψ1j = ψ2j = ... = ψNj (2.4)

Since we treat the adsorbed phase as composed of independent phases, each is related to the
gas phase independently.

fyi = xijf
◦
ij (ψij) (2.5)

There is an independent mass balance on each phase.

N∑
i=1

xij = 1 (2.6)

The total loading in phase j is given by

ntj =

 N∑
i=1

xij

nij
(
P ◦
ij

)
−1

(2.7)

and loading of component i in phase j is given by

nij = xijntj (2.8)
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The total loading of component i is simply the sum of the loadings in the individual phases.

ni =
M∑
j=1

nij (2.9)

While this method is general, experimental isotherms may not cover a large enough range
of pressures to accurately determine the site saturation loadings for all components at each
site.

To compare traditional IAST with the current approach, the dual-site Langmuir isotherm
model was fitted to the pure component isotherms using non-linear least-squares regression.

ni (f) =
mi1bi1f

1 + bi1f
+
mi2bi2f

1 + bi2f
(2.10)

For materials with strongly segregated sites for adsorption, the saturation at the first site
was fixed to the same value for both CO2 and N2, reflecting the fact that only one molecule
of any component can occupy one of these sites at a given time.

2.3 Methods

To investigate different models of adsorption, GCMC simulations were used to generate pure-
component and mixture isotherms for mixtures of CO2 and N2 in different zeolites and CO2

and C3H8 in the zeolite MOR. These were treated as the reference data that allows us to
compare the predictions of different models. Simulations in the grand canonical ensemble
involve specifying the temperature and volume of an adsorbent system and the chemical
potentials of all the adsorbing components.22 The simulation box was defined by a tiling
of one or more crystallographic unit cells of a given material. All framework atoms were
held fixed. Trial configurations were generated by attempting to move, rotate, re-insert, or
remove an existing molecule or adding a new molecule to the simulation box. The energy of
all interactions was described using the 12-6 Lennard-Jones potential plus an electrostatic
term. The Ewald summation technique was used for the electrostatic interactions. All
short-range interactions were cut off and shifted to zero at 12.0 Å. Interaction parameters
and partial atomic charges were taken from different sources, depending on the system under
study. CO2 and N2 adsorption in siliceous zeolites were modeled using the parameters of
Garćıa-Pérez et al.65 C3H8 adsorption in MOR was parameterized using the force field of
Dubbeldam et al.24

For simulations in aluminosilicate zeolites NaX (NaFAU), CO2 and sodium interaction
parameters were taken from Garćıa-Sánchez et al.66 N2 interaction parameters in these
materials are reported in the Table 2.1. Lennard-Jones epsilon parameters for N2 were scaled
from the parameters of the interaction between the carbon of CO2 and zeolite sodium and
oxygen atoms taken from the force field of Garćıa-Sánchez et al.66 The scaling was performed
by taking the ratio of polarizabilities for atomic carbon and nitrogen. N2-N2interactions and
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partial atomic charges were taken from the force field of Garćıa-Pérez et al.65 Sigmas were
computed using Lorenz-Berthelot mixing rules with Na+ and zeolite oxygen parameters from
Calero et al.67 and Talu and Myers.68 The resulting predictions of this model compare well
with recent experimental data. Figure 2.2 shows that these molecular simulations give a
reasonable prediction of the pure component isotherms, which gives us some confidence that
our simulation data closely mimic the experimental systems. Hence, our conclusions with
respect to the application of IAST to the simulation data also hold for the experimental
system.

Table 2.1: Lennard-Jones parameters for sodium and zeolite oxygen interactions with the
atoms of N2 molecules.

Interaction σ ε/kB
Å K

Ozeolite-N 3.062 28.23
Na+-N 2.74 291.6

2.4 Results and discussion

We have broken down the analysis into a three separate cases based on the degree of segre-
gation between adsorption sites and the relative preference of each adsorbing component for
each of the adsorption sites. In one extreme case of segregation, the adsorption sites may be
spatially separated from one another and diffusion between sites requiring crossing a barrier.
Each of these sites can represent a different free energy for each component, and components
will occupy the sites in the order that represents the lowest free energy for the component.
In this work, we have considered materials with two distinct adsorption sites, and we distin-
guish whether a given mixture exhibits a normal site preference, that is, components occupy
sites in the same order, or reverse site preference, where one component occupies sites in
the reverse order that the other component does. This parallels the site correlation concept
used by Moon and Tien38 and Ritter et al.47 We also consider the case where sites are not
isolated from one another and evaluate the use of competitive isotherm models.

Materials with isolated sites, normal site preference

GCMC simulations were performed for pure CO2 and pure N2 in hypothetical zeolites
PCOD8286959 and PCOD8200029 from Deem’s database of hypothetical materials52 at 300
K. These pure component isotherms are shown in Figure 2.3 A and Figure 2.5 A, respectively.
The isotherms were simulated from very low fugacity (on the order of 10 Pa) up to 109 Pa
fugacity. The very high fugacities are required to ensure that the plateaus in the isotherm
are accurately represented. In the case of the more weakly adsorbing N2, fugacities above
107 Pa and 106 Pa for PCOD8286959 and PCOD8200029a, respectively, were required for



15

Figure 2.2: Comparison of GCMC-predicted and experimental isotherms for N2 adsorption
in NaX using the force field in Table 2.1. Experimental data are the single-site Langmuir
fits reported in Bae et al.69

the isotherm to approach a saturation loading. All pure component isotherms were fitted
using the dual-site Langmuir isotherm (Eqn. 2.10) with the constraint that the saturation
loading of the first adsorption site (mi1) was fixed to be identical for both CO2 and N2 (fitted
parameters can be found in Appendix A). Previous work56 has indicated that adsorption in
these materials occurs first at small localized pockets in the material that can accommodate
only a single molecule. Figures 2.4 and 2.6 show accumulated snapshots of CO2 and N2

locations in PCOD8286959 and PCOD8200029a, respectively, taken from the GCMC simu-
lations of the mixture at 109 Pa. In PCOD8286959 (Fig. 2.4), large main channels (purple
circle) run parallel to the c crystal axis, and small pockets (orange circle) connect between
channels in the b direction. The density of these sites is set by the crystal structure of the
material and hence should be identical for both components. Although N2 does not exhibit a
pronounced step in the isotherm because it does not have as strong a preference for this site
as CO2does, this constraint is required to ensure the correct description of the total loading
of each site in the mixture model. In PCOD8286959 (Fig. 2.4), the molecules can adsorb in
two separate pore systems, one running parallel the c crystal axis (orange circle and arrow)
and the other running parallel to the b axis (purple circle and arrow). The sizes of these two
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channels are slightly different, with CO2 preferring to adsorb in the channels parallel to the
b axis, as shown by the predominance of blue points in Figure 2.4 B.
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Figure 2.3: Comparison of isotherms computed via GCMC and different mixture adsorption
models in pure silica PCOD8286959 at 300 K. (A) Pure component isotherms of CO2 (blue)
and N2 (red) with lines indicating the fit of the dual-site Langmuir model (Eqn. 2.10). (B)
Mixture adsorption isotherms for a 14% CO2 (blue), 86% N2 mixture. Symbols indicate
GCMC results, solid lines represent the segregated IAST model, and dashed lines represents
the traditional IAST model.

Figures 2.3 B and 2.5 B show adsorption isotherms for a 14% CO2, 86% N2 mixture at
300 K predicted using GCMC, the segregated IAST model, and the original IAST model
in PCOD8286959 and PCOD8200029a, respectively. The original IAST data was generated
by integrating Equation 2.1 directly with Equation 2.10 for the two components. For both
materials, the models both agree with the GCMC data at very low fugacity. At these
low fugacities, adsorption is occurring in the linear or Henry’s law regime of the isotherm.
Each component is in effect adsorbing independently and is completely described by its
Henry coefficient. Both the segregated and traditional IAST model agree up to fugacities
commensurate with the first saturation loading in the pure CO2 isotherm. Above these
fugacities, the N2 loading predicted by traditional IAST is lower than the GCMC results. In
the case of PCOD8286959 (Fig. 2.3 B), the IAST-predicted N2 loading matches the GCMC
results at fugacities above 107 Pa, whereas in PCOD8200029a, the IAST-predicted N2 loading
is consistently 10 times lower than the GCMC isotherm. For both of these materials, the
segregated IAST model provides excellent agreement with the GCMC results at all fugacities.

The effect of using the traditional IAST model is that the step in the CO2 isotherm in-
duces an effective step in the N2 isotherm when using IAST because it imposes a competitive
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Figure 2.4: Snapshots of CO2 (blue) and N2 (red) center-of-mass configurations in zeolite
PCOD8286959 during simulation at 109 Pa fugacity and 300 K. Framework silicon and
oxygen atoms are drawn in dark gray, and the centers-of-mass were collected from 10a,000
samples during the GCMC simulation. The purple and orange circles indicate the main
channels and the small pockets of the material, respectively. Due to the affinity of CO2for
the small pocket, N2 is effectively excluded and only adsorbs in the main channel.

adsorption process between CO2 adsorbing at the stronger adsorption sites and N2 adsorbing
at the weaker adsorption sites. The adsorption of N2 at the weaker sites in the framework
can occur simultaneously and independently of adsorption at the stronger sites due to the
fact that there is likely a barrier between adsorption at these distinct sites. The fact that
CO2 is more likely to adsorb at the stronger sites first frees up the rest of the volume of the
material where it would otherwise adsorb to provide adsorption sites for N2. We also note
that the relative saturation loadings of the two adsorption sites does not appear to matter.
If we compare the fitted isotherm parameters the case of PCOD8286959 (Fig. 2.3), the first
saturation loading is 0.4229 mol kg−1, compared to 8.811 mol kg−1 for the second saturation
loading of CO2. The same values for the two sites in PCOD8200029 (Fig. 2.5) are 1.510
mol kg−1 and 0.7354 mol kg−1, respectively. The first site accounts for 4.6% of the total
saturation in PCOD8286959 but over 67% of the total saturation loading in PCOD8200029.
Even though one site in the material may provide the majority of all adsorption sites, it
is important to partition them correctly, especially to predict mixture adsorption at high
fugacity where both sites will likely be occupied to some extent.
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Figure 2.5: Comparison of isotherms computed via GCMC and different mixture adsorption
models in pure silica PCOD8200029 at 300 K. (A) Pure component isotherms of CO2 (blue)
and N2 (red) with lines indicating the fit of the dual-site Langmuir model (Eqn. 2.10). (B)
Mixture adsorption isotherms for a 14% CO2 (blue), 86% N2 mixture. Symbols indicate
GCMC results, solid lines represent the segregated IAST model, and dashed lines represents
the traditional IAST model.

Materials with isolated sites, reverse site preference

One set of data that has been used to evaluate different mixture adsorption models was the
adsorption of CO2:C3H8 on H-MOR. Valenzuela et al., Moon and Tien, and Ritter et al. all
applied their approaches and showed that different segregated models improved predictions
for the system relative to IAST.38,44,47 We computed isotherms for pure CO2, pure C3H8

(Fig. 2.7 A) and a 50:50 CO2:C3H8 mixture (Fig. 2.7 B) adsorbing in the pure-silica form of
MOR at 300 K. The MOR topology has well-known side pockets along the main pores of the
material, and this is reflected by the step in the isotherms for both components. Figure 2.8
shows center-of-mass configurations of CO2 and C3H8 recorded during GCMC simulations at
low (103 Pa) and high (109 Pa) fugacity of both pure components and the mixture described
above. The purple circle indicates the main channels of the material, running parallel to the
c crystal axis and the orange circles indicate the side pockets along these channels. As can
be seen in the pure CO2 snapshots, CO2 is most likely to be found in the side pockets at
low fugacity, then as those are saturated, stars to fill the main channels. The reverse is true
for C3H8. We note that the second saturation for C3H8 does not appear until the fugacity
goes above 108 Pa, whereas CO2 begins to saturate its second site below 106 Pa fugacity.
Since these components have opposite preferences, at low fugacity, C3H8 occupies the main
channels while CO2 resides in the side pockets. At high fugacity, however, CO2 has saturated
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Figure 2.6: Snapshots of CO2 (blue) and N2 (red) center-of-mass configurations in zeolite
PCOD8200029 during simulation at 109 fugacity and 300 K. Framework silicon and oxygen
atoms are drawn in dark gray, and the centers-of-mass were collected from 10a,000 samples
during the GCMC simulation. The pores of the material consist of two orthogonal pore
systems, indicated by the purple and orange arrows and circles. (A) and (B) show the views
down the c and b crystallographic axes, respectively. The pores are small enough in the
channel indicated by orange that CO2 prefers to site there and tends to exclude N2. Both
components are accommodated in the slightly larger channels indicated by purple.

the side pockets and competes for the main channels with C3H8, which can be seen by the
relatively few red points in the mixture snapshots for this condition.

Figure 2.7 B compares the predictions of IAST, segregated IAST, and the DPL model
with the results of the GCMC simulations. The dual-site Langmuir parameters for both
pure components were fit without restriction. Although we did not constrain them as in
the previous case, we observed that the first saturation loading for CO2 (4.165 mol kg−1)
was comparable to the second saturation loading for C3H8 (4.993 mol kg−1). As shown by
Ritter et al., reversing the sense of the two sites in the isotherms of CO2 and C3H8 provided
the best predictions of experimental mixture compositions on H-HOR.47 In our application
of the segregated IAST and DPL models, we also made this switch so that the first site
in the CO2 isotherm competes with the second site in the C3H8 isotherm and vice versa.
Traditional IAST does not provide for this reversal since the entire isotherm is integrated
simultaneously and provides the poorest description of the data. SIAST and the DPL model
provide good agreement with the GCMC results at low fugacity. At high fugacity, the DPL
model predicts a constant composition after the fugacity increases beyond 106 Pa. This
is expected for competitive isotherm models since the limit for this form of isotherm as
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Figure 2.7: Comparison of isotherms computed via GCMC and different mixture adsorption
models in pure silica MOR at 300 K. (A) Pure component isotherms of CO2 (blue) and
C3H8 (red) with lines indicating the fit of the dual-site Langmuir model (Eqn. 2.10). (B)
Mixture adsorption isotherms for a 50% CO2 (blue), 50% C3H8 mixture. Symbols indicate
GCMC results, solid lines represent the segregated IAST model, dashed lines represents
the traditional IAST model, and densely dotted lines are predictions of the dual-process
Langmuir model of Ritter et al.47

fugacity or pressure approaches infinity is simply the saturation loading of the component.
The GCMC simulations predict that the loading of C3H8 will eventually decrease. The
replacement of C3H8 by CO2 in the pores should be expected at very high fugacity due to
the entropic effect of smaller molecule CO2 filling the available volume more effectively than
C3H8. The segregated IAST model provides a good fit to the GCMC results for CO2 over the
entire fugacity range, and C3H8 is well-described up to about 107 Pa total fugacity. Above
this fugacity, the predicted C3H8 loading decreases more rapidly than observed via GCMC.
This may be due to other features in the isotherm that would be observed by simulating the
pure components at higher fugacity then we did and would require an additional site in the
isotherm to describe.

The segregated IAST and DPL model required that the second site in the C3H8 isotherm
was matched with the first site of the CO2 isotherm to provide accurate predictions. This is
due to the fact that CO2 readily enters the side pockets along the channels of MOR, while
C3H8 first adsorbs in the main channels and enters the side pockets at high pressure. This
behavior can readily be seen in snapshots of the molecular configurations recorded during
the GCMC simulations. Since only one molecule can occupy these side pockets at a time, it
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Figure 2.8: Snapshots of CO2 (blue) and C3H8 (red) center-of-mass configurations in zeolite
MOR during simulation at low (103 Pa) and high (109 Pa) fugacity and 300 K. Framework
silicon and oxygen atoms are indicated in gray and all views look parallel to the c crystal axis.
The centers-of-mass were collected from 10a,000 samples during the GCMC simulations. The
purple and orange circles in the top left figure show the main channels and side pockets of
the material, respectively. While both components can occupy either site, CO2 tends to
adsorb in the pockets first, while C3H8 only enters the pockets at high fugacity.

is appropriate that the loading of the first site in the CO2 isotherm and second site in the
C3H8 isotherm are comparable. The non-ideal nature of this system arose solely from this
difference in siting behavior and is not a necessarily the result of non-ideality in the CO2:C3H8

fluid mixture. Unfortunately, the matching of the correct spatial placement of the sites is
not easy to ascertain from simply fitting the pure component isotherms. The complementary
site-matching or perfect negative correlation described by Moon and Tien and Ritter et al. ,
respectively, accounts for this ordering, but requires either additional parameterization or
evaluation against experimental data to work. Information about the siting of molecules is
a direct result of GCMC simulations and can provide a direct method for determining the
correct pairing of sites when applying SIAST with no additional assumptions.
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Materials where sites are not isolated

Another important class of materials for gas separations are aluminosilicate zeolites. The
presence of aluminum atoms in the framework creates a charge imbalance that is compensated
by the presence of cations in the pores of the material. These cations can be exchanged by
washing the materials with solutions of metal salts, and a mixture of different cations can
be used to modify the adsorption properties of the materials for a specific purpose. Recent
studies on the common type X and type A zeolites suggest that they may be selective
adsorbents for separating mixtures of CO2 and N2.

69–71 They typically exhibit a very large
selectivity for CO2 over N2 due to the stronger interactions with the larger quadrupole
moment of CO2. We simulated adsorption of CO2, N2, and a 15%:85% CO2:N2 mixture in
zeolite 13X (NaFAU). This material has a Si:Al ratio of approximately 1.24:1. Adsorption of
these gases occurs in the supercages of the material, which are connected by 7.4 Å windows.
The relatively large distances in these materials suggests that there are not volumes where an
adsorbed molecule is segregated from the other pores space and can exclude other molecules.
Figure 2.9 A shows the adsorption isotherms for the pure gases at 313 K.

101 103 105 107 109
10−7

10−5

10−3

10−1

101

total fugacity / Pa

ab
so
lu
te

lo
ad

in
g
/
m
ol

k
g
−
1

GCMC
DSL fit

A

103 105 107

total fugacity / Pa

GCMC
IAST (DSL)
IAST (SSL)

DPL

B

Figure 2.9: Comparison of isotherms computed via GCMC and different mixture adsorption
models in aluminosilicate NaFAU (13X) at 300 K. (A) Pure component isotherms of CO2

(blue) and N2 (red) with lines indicating the fit of the dual-site Langmuir model (Eqn.
2.10). (B) Mixture adsorption isotherms for a 14% CO2 (blue), 86% N2 mixture. Symbols
indicate GCMC results, solid lines represent the segregated IAST model, and the dashed
line represents the traditional IAST model.

The CO2 isotherm exhibits two-site behavior that can be well correlated using the DSL
isotherm. Due to the weak adsorption of N2 at ambient conditions, it is difficult to estimate
the saturation loading from typically experimental isotherms. As seen in Figure 2.9 A, it
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would take on the order of 108 Pa fugacity to observe saturation loading of N2. In the
absence of the required saturation loading, it is often assumed that the saturation loading
for one component eventually takes the same value as the other component and a single-site
isotherm. This assumption, in and of itself, is not a bad approximation for this system. At
the highest fugacity simulated (109 Pa), the loading of CO2 and N2 agree well (Fig. 2.9 A).
However, it is possible to fit a dual-site model to the N2 data with a high level of confidence.
Figure 2.9 B compares the application of traditional IAST using a dual-site model for CO2

and either a single-site or dual-site model for N2. We have also included the dual process
model of Ritter et al. to demonstrate the utility of using competitive models for describing
this system.

Figure 2.9 B shows that the application of IAST with a dual-site model for both com-
ponents improves the prediction of mixture isotherms for N2 in NaX compared to using a
single-site isotherm for N2. The CO2 isotherm is not strongly influenced by the choice of
isotherm model for N2, reflecting the fact that the stronger adsorption of CO2, reflected by
its larger adsorption constants, means that it will always be the preferred molecule to adsorb
at a given site. Even though it is the more likely component to adsorb at either site, CO2

will tend occupy the strongest site first, since this site represents the lowest free energy for
the molecule. It is important that the isotherm for N2 also reflects this choice of adsorption
site, even if the preference between the sites is not as strong as the other component. When
CO2 adsorbs at its lowest free energy site, it will tend to compete with N2 to a lesser extent
at the higher free energy site, and consequently the N2 adsorbs to a greater extent than
would otherwise be expected. If a single-site isotherm is used to describe N2 adsorption,
the predicted mixture contain less nitrogen because CO2 will always be preferred at a given
adsorption site and N2 does not have the option at adsorbing at another site that represents
a relatively high free energy for CO2. In contrast to the materials considered in the sections
above, there is not a spatial segregation of adsorption sites, and both the traditional IAST
and the DPL model provide a similar description of adsorption in these materials. Correct
modeling of the mixture adsorption requires that each pure component is represented by a
model that represents all possible sites where it may adsorb.

2.5 Summary

We have evaluated the prediction of adsorption isotherms for mixtures of gases in nanoporous
materials using IAST on segregated adsorbed phases. This approach can provide a better
description of adsorption in these materials, especially when there are distinct adsorption
sites with different saturation behaviors. We think simplicity of this model makes it suffi-
ciently cheap to calculate for use in the screening of databases of materials for separations or
for use in other computational modeling that would benefit from a computationally cheap
description of mixture adsorption. High pressure isotherm data is important to accurately
fit saturation loadings. Any model of a pure component used to predict mixture adsorp-
tion should describe any multiple-site behavior, even if the preference for different sites is
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weak. This is especially important when interpreting isotherms where good estimates of the
saturation loadings of all components are not available.
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Chapter 3

In silico screening of carbon capture
materials

Molecular simulations are a powerful tool for evaluating materials based on their ad-
sorption properties. That being said, an adsorption isotherm is an insufficient criteria for
selecting the best material for a given separation. The work detailed in this chapter dis-
cusses the use of an equilibrium process model to estimate the minimum energy that would
be diverted from a power plant’s output to separate CO2 with an adsorption process. Since
each material can have its own optimal operating conditions, the model optimizes over a
range of possible process conditions. Rapid molecular simulations provide the data to run
the model, and we were able to identify many materials with a lower energy penalty than
the standard amine process.

3.1 Background

One can use simple thermodynamics to estimate the minimum energy required to separate
CO2 from flue gases (typically, 70-75% N2 13% CO2 5-7% H2O, 3% O2 at 40C and 1 atm).
If we capture 90% of the CO2 from a coal-fired power plant with the separation performed at
40C, the minimum energy required is of the order of 4-5% of the energy produced by the power
plant.16 Near-term capture technologies are projected to use five times the thermodynamic
limit.16 This suggests that capture processes that use less energy may be feasible. The
technology for CO2 capture considered near-term for power plants was developed as far
back as the 1930s.12,13 This technology uses aqueous solutions of amines that react with
CO2 to form carbamates and are therefore highly selective in capturing CO2Ȯne drawback
of these amine solutions is that they contain 70% water by weight, and the regeneration
cycle involves heating and evaporating large volumes of water, making the process energy
intensive. Alternative separation processes that use other solvents, solid adsorbents, or

Material in this chapter is based on Lin et al., Nat. Mater., 11, 2012, 633-641 (doi:10.1038/NMAT3336).
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membranes have the potential to require less energy.16 One of the main challenges here is
that many properties of CO2 and N2 are similar, and hence success of these approaches relies
on the development of novel materials sensitive to these small differences.

For adsorbent-based gas separations, it is important to have adsorbents with a large inter-
nal surface;72 examples of such material include zeolites, metal-organic frameworks (MOFs),
and zeolitic imidazolate frameworks (ZIFs).30,32,53,73 The number of possible structures of
these materials is very large: hundreds of thousands of possible zeolites with different pore
topologies exist in the zeolite database,52 and a nearly infinite number of different types of
MOFs can be created by changing the type of the metal and the organic linker. In practical
terms, synthesizing and testing all these structures for CO2 separation would be an impossi-
ble task. Therefore, we have developed a viable computational strategy to characterize large
databases of carbon capture materials and identify optimal materials for CO2 separation.

Several articles on screening for optimal separation materials have been published.74–76

These articles consider a limited set of 10-20 different materials, which is insufficient to
characterize the hundreds of thousands of different possible topologies.52 In addition, these
studies often focus on a single material property, such as selectivity or residence time, at a
specific condition. However, optimizing the residence time75 or uptake76 in the adsorption
step, for example, ignores that a material effective at adsorbing CO2 might be difficult to
regenerate. More importantly, these studies do not consider that different materials perform
optimally at different conditions. In this work, we take another approach. For each material
we determine the optimal process conditions by minimizing the electric load imposed on a
power plant by a temperature-pressure swing capture process using that material followed by
compression. This minimum load, which we call parasitic energy, is introduced as a metric
to compare different materials.

Separation of gases using nanoporous materials exploits the fact that at flue gas condi-
tions CO2 selectively adsorbs in the pores of these materials. By increasing the temperature,
decreasing the pressure, or a combination of both, nearly pure CO2 can be recovered. Figure
3.1 illustrates such a temperature-pressure swing separation process. Regardless of the regen-
eration method, the parasitic energy of a CCS process can be readily modeled if equilibrium
adsorption and desorption are assumed. While there are many possible process configura-
tions, they all rely on the difference between adsorption and desorption conditions to capture
CO2Ṫhe processes vary primarily in their method of gas-solid contacting and heat transfer,
though neither of those factors affects performance under equilibrium assumptions. The
energy required for this process has three main components: (1) energy to heat the material,
(2) energy to supply the heat of desorption (equal to the heat of adsorption), and (3) energy
required to pressurize CO2 to 150 bar, which is a standard requirement for transport and
storage.77 For a specific material and a fixed adsorption condition, we vary the desorption
conditions and calculate the CO2 and N2 loading differential between the adsorption and
desorption conditions to compute the quantity and purity of CO2 captured. The thermal
energy requirement (Q) of the process per unit mass of CO2 captured (∆qCO2) is the sum
of the sensible energy needed to heat the bed to the desorption temperature and the energy
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Figure 3.1: Hybrid pressure and temperature swing adsorption. In the adsorption step
(1) the flue gas is brought into contact with the solid adsorbent. The material selectively
adsorbs CO2 and (nearly) pure N2 leaves the adsorber. When the adsorber is saturated, it is
regenerated (2) by heating the system and/or applying a vacuum. The purge (3) and cooling
or repressurization step (4) brings the system in its original state (1). The amount of CO2

that is removed from the flue gas in a single cycle defines the working capacity of a material.
The regenerated CO2 is subsequently pressurized to 150 bar for geological storage.

needed to supply the heat of adsorption.

Q =
Cpmsorbent (Tfinal − Tflue) + (∆qCO2∆hCO2 + ∆qN2∆hN2)

∆qCO2

(3.1)

where Cp is the specific heat capacity of the adsorbent, msorbent is the mass of the adsorbent,
Tfinal−Tflue is the temperature differential between the adsorption and desorption conditions,
∆qi is the difference in loading and ∆hi is the heat of adsorption for each species. The
loading at specific conditions is calculated using competitive adsorption isotherms, and the
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heats of adsorption are obtained directly from the molecular simulations. In a power plant,
this thermal energy is supplied by diverting steam from the power cycle. Diverting steam
effectively imposes a parasitic load on the power plant, which we compute as the product of
the thermal energy requirement (Q), the Carnot efficiency (η) of the extracted steam, and the
typical efficiency of a turbine (75%).14 The compressor work, Wcomp, is obtained from a multi-
stage intercooled compressor model with real gas properties using NIST REFPROP78 for
fluid property data. We assume a staged compression, intercooled to 40C, with a maximum
pressure ratio of 2.5 and an isentropic efficiency of 85% below the supercritical point and
90% above it. Finally, the parasitic energy, Eeq, imposed on the power plant of the CCS
process, is given by:

Eeq = 0.75ηTfinal
Q+Wcomp (3.2)

For each material we find the optimal process conditions by minimizing this parasitic energy.
Using a similar analysis, a state-of-the-art amine capture process would have a parasitic
energy of 1060 kJ/kg CO2Ȧ more rigorous engineering analysis of an amine process retrofitted
to a coal-fired power plant which includes pressure drop through equipment, losses in heat
exchangers, and other energy losses, shows a parasitic load of 1327 kJ/kg CO2 about 25%
higher.77 Therefore, we seek materials that exhibit a parasitic energy significantly lower than
1060 kJ/kg CO2 with the expectation that, similar to the amine process, a more detailed
analysis of a process attached to a power plant will increase this number. We also emphasize
that for the present analysis we treat the flue gas as a binary gas mixture of 14% CO2 and
86% N2Ṫhis assumption allows us to focus first on the energy consumption of these materials.
If the energy consumption looks sufficiently attractive relative to other processes, additional
criteria such as sensitivity to other flue gas components (e.g., H2O, SOx, NOx), as well as
cost, attrition, stability, and availability can be examined.

3.2 Methods

Since for most of the materials experimental data do not exist, we use molecular simulations
to predict the adsorption isotherms. As input, these simulations require the crystal structure
of the materials and a force field describing the interactions. In addition, by accelerating
computationally expensive steps in molecular simulation using GPUs, we enable screening
of materials in a high-throughput manner.

Crystal Structures

For the all-silica zeolite structures, we used the experimental zeolite crystal structures28 and
the database with predicted, fully optimized zeolite crystal structures.52,79 This database was
constructed by searching the chemical space of possible SiO2 structures that are zeolite-like.
This was done by examining all 230 space groups and a wide range of unit cell dimensions and
silicon densities. Symmetry operations acting upon crystalographically unique atoms were
used to generate the full unit cell structure. A Monte Carlo procedure was used to sample
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this vast space of possibilities giving 2.6 million topologically distinct zeolite-like structures.
These structures were optimized by detailed interatomic potentials.80,81 Depending on the
force field 330,000-590,000 of these structures are thermodynamically accessible, with ener-
gies 0-30kJ/mol-Si above αquartz. Of these structures we only considered those with pores
with a diameter sufficiently large (above 3.25Å) for CO2 to enter.82 The structures in this
database have topological, geometrical, and diffraction characteristics that are similar to
those of known zeolites.52,79

In most zeolites the Si can be exchanged with Al, which creates a charge deficit that is
compensated by cations (e.g., Na+, H+, Ca2+). The location of these Al sites is known
only for a limited number of structures.18,83 A reasonable starting point18 is to assume a
random distribution of Al over the T-sites such that Loewensteins rule84 is obeyed, which
implies a maximum Al/Si ratio of one. For this ratio and for Al/Si equal to zero we have one
unique structure. For the other Al/Si ratios there are many different possible distributions
of the Al atoms over the T sites. For these ratios we generated at least ten different Al atom
distributions and the cations were subsequently added at the minimum energy positions.67

Each distribution can have a slightly different adsorption isotherm and we averaged the
parasitic energy.83 In addition, we compared the results for systems in which the cations
were fixed at the minimum energy configurations, with simulations in which the cations
were free to move. For structures with a low Henry coefficient, we found a lower parasitic
energy compared to a system with moving cations. For those structures with optimal Henry
coefficients, these differences were negligible.

Zeolitic imidazolate frameworks (ZIFs) are a class of metal-organic frameworks that have
a pore topology that is isomorphic with the zeolite structures.29,32 In ZIFs the transition
metal atoms (M) replace the Si atoms and imidazolates (IM) replace bridging oxides in zeo-
lites. Given that the MIMM angle is similar to the SiOSi angle, ZIFs form 3D networks with
topologies that are similar to zeolites. We applied this analogy to the zeolite database to
generate ZIFs using the ZEO++ code.82 In the reported zinc and IM-based ZIFs with IZA
zeolite topologies29 the distance between zinc atoms and the center of IM rings is about 1.95
times larger than the Si-O distance in zeolites. A ZIF structure was generated by scaling
the unit cell of the corresponding zeolite structure by the same factor and exchanging each
oxygen atom with an IM group and each Si atom with a Zn atom. We have validated the
resulting ZIF geometries by comparing geometries of two structures for which the experi-
mental geometries are known: ZIF-3 (DFT) and ZIF-10 (MER). The observed differences in
the geometries do not translate into significant differences in the parasitic energy.

Model and Simulation details

Calero and co-workers65,66 have developed a force field that accurately reproduces the experi-
mental isotherms in zeolites. For ZIFs, parameters for the framework atoms were taken from
the DREIDING force field85 and parameters for CO2 and N2 were taken from the TraPPE
force field.86 Framework-molecule interaction parameters were calculated using the Lorentz-
Berthelot mixing rules. Partial charges for ZIF framework atoms were computed using the
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connectivity based approach of Zhong and Xu.87 Adsorption isotherms were calculated using
grand canonical Monte Carlo simulations (GCMC).22 The experimental equations of state
are used to convert the chemical potentials into (partial) pressures.

GPU Calculations

To screen a large number of zeolite and ZIF structures we developed a graphics processing
unit (GPU) code to accelerate the molecular simulations. We focus on computing the Henry
coefficients and the heats of adsorption. The algorithm is divided into three different routines:
(1) energy grid construction, (2) pocket blocking, and (3) Widom test particle insertion.

1. Energy grid construction: To save computational time we construct a grid, giving the
energies of the atoms at the grid positions in the unit cell of a framework.18 The
energy grid has a mesh size of 0.1 and the interaction between the gas molecule
and all of the framework atoms is modeled by the Lennard-Jones potential and the
Coulomb potential, with Ewald summations used to calculate the latter. Each of the
grid points maps to a single CUDA (Compute Unified Device Architecture) thread and
the pairwise potentials are computed in parallel across different CUDA blocks.88 The
positions of the framework atoms are put inside the fast constant memory in the GPU
to expedite calculations. At the end of the routine, the array that contains the energy
values is transferred from the GPU to the CPU as an input to the pocket blocking
routine.

2. Pocket blocking: In a GCMC simulation, one can insert molecules in pockets that are
inaccessible from the outside.89 The void space analysis algorithm90 is used to detect
and block these inaccessible pockets.91 We use the values from the energy grid to
determine the accessibility of a particular configuration/point in the unit cell using
the (multicore) CPU, as this routine does not map well to the GPU architecture.
The discrete energy grid is mapped to a binary grid of accessible/ inaccessible points
based on a certain threshold value that is chosen to be large enough such that on
an experimental time scale, the pocket is considered inaccessible. Finally, we utilize
a parallel flood fill algorithm to segment the grid into connected, accessible regions.
These regions are then classified as either channels or inaccessible pockets, and we set
all grid points inside pockets to a very high-energy value.

3. Widom test particle insertion: utilizing this revised energy grid, we can calculate both
the Henry coefficients and the heats of adsorption using Widom insertion moves.22

We randomly insert a guest molecule inside the simulation box and calculate both the
Boltzmann factor and the energy values for the particular guest molecule configuration.
We can use interpolating functions to estimate the energy values at points that are
not directly on the grid. In the GPU architecture, each CUDA thread can conduct
independent Widom insertion.
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Overall, most of the computational wall time is spent in the GPU energy grid construction
routine. In this routine, there is roughly a factor of 50 in performance improvement going
to the GPU (Tesla C2050 Fermi) from the CPU (single core of a 2.4 GHz Intel 5530 Xeon).

3.3 Results and discussion

To determine the minimum parasitic energy of a material, the most important data are the
(mixture) adsorption isotherms. As the experimental adsorption isotherms are known for
only very few materials, we rely on molecular simulation to predict these isotherms for the
different materials. Conventional grand canonical Monte Carlo (GCMC) simulations allow
us to predict a complete isotherm on the basis of the crystal structure of the material.18,22

These simulations, however, require on the order of days of CPU time, which is prohibitively
slow to screen hundreds of thousands of materials. To obtain adsorption isotherms in a
high-throughput manner, we have developed an efficient algorithm that allows us to obtain
a complete isotherm in a few seconds on a graphical processing unit (GPU). Our method
relies on the observation that pure component adsorption isotherms in these materials can
be accurately described using dual- or single-site Langmuir isotherms:63

q =
N∑
j=1

Ki,jPi

1 + Ki,j

qsati,j
Pi

(3.3)

where qi is the loading at the partial pressure Pi of the component i, Ki,j is the Henry
coefficient, and qsati,j is the saturation loading of the component i corresponding to adsorption
site j. In our model, only the single-site (N equal to 1) isotherm was adopted for N2 while
either single- or dual-site (N equal to 2) isotherms were applied for CO2Ṫhe temperature
dependence of the Henry coefficients follows directly from the heats of adsorption, both
of which were obtained from molecular simulations. The total saturation loading of the
pure component gas was calculated using a correlation of guest molecule density in the
framework to pore diameter. For CO2 adsorption, the use of dual-site isotherms is required
for structures that contain particularly strong adsorption sites; this behavior arises because
CO2 first adsorbs at these sites, and only once all these positions are saturated in the rest of
the material. Figures 3.2a and 3.2d illustrate the difference between materials best described
by single-site and dual-site isotherms, respectively. The long tail at low energies in the energy
distribution is a signature of the presence of these strong adsorption sites. If such a signature
exists, we use a dual-site description; otherwise, the isotherms are described using a single
site. Figure 3.2e shows a typical case of such a dual site isotherm for pure CO2Ȯne observes
a plateau in the isotherm at low pressure, which results from the saturation of the strong
adsorption sites. Each strong adsorption site can generally accommodate only one CO2

molecule, so the saturation loading for these sites is just the sum of the number of unique sites.
We have developed an automated algorithm to identify the presence of these sites during
molecular simulation and accordingly divide the structure into two regions, computing their
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Figure 3.2: (Mixture) adsorption isotherms. Probability distribution of the energies of a
particle inserted in the pores (top), pure component isotherms for CO2 and N2 and pure
CO2 isotherms at different temperatures (middle) and mixture isotherms (bottom) for two
materials: the zeolite SIV ((a), (b), (c)) and the predicted zeolite PCOD8286959 ((d), (e),
(f)). The symbols are the results from the GCMC simulations and the lines are the results
of our methodology utilizing the GPU calculations.
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own associated Henry coefficients, heats of adsorption, and saturation loadings. Figures 3.2b
and 3.2e demonstrate that our model is able to predict the correct temperature dependence
of the pure component isotherms.
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(b)Figure 3.3: Parasitic energy as a function of the Henry coefficient of CO2 for all silica zeolite
structures. We compare the International Zeolite Association (IZA) zeolite structures (red
squares) with the predicted structures (blue circles). The open blue circles are computa-
tionally predicted structures near the low-density feasibility line, which are most likely to
be synthesizable. The green lines give the parasitic energy of the current MEA technology,
and the black line is the minimal parasitic energy observed for a given value of the Henry
coefficient in the all-silica structures.

The most commonly used method to predict mixture adsorption isotherms is ideal ad-
sorbed solution theory (IAST).34 However, as carbon capture of flue gases occurs at relatively
low pressure, competitive Langmuir isotherms give an equally good description. In case a
dual-site model for CO2 is used, we assume that N2 is not able to compete with CO2 at
the stronger adsorption site, and take the saturation value for N2 to be the same as CO2
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Figure 3.4: Some examples of the optimal all-silica structures; out of the 50 top performing
materials we selected the six most diverse. The figures show the atoms of materials as ball
and stick (O, red; Si, tan). The surface gives the local free energies in the pores of the
material, where warmer colors indicate the dominant CO2 adsorption sites.

outside of the strong adsorption region, which is required for consistency with the assump-
tion of the competitive adsorption isotherm.92 To test the reliability of the competitive
Langmuir model in predicting the mixture isotherms on the basis of the pure components,
we used the GCMC simulated mixture adsorption isotherms as experimental data to test
whether the Langmuir model correctly predicts these mixture isotherms given the predicted
pure component isotherms. We have tested over 50 different structures and for all systems,
the competitive model accurately reproduces the mixture isotherms over a large range of
pressures, including the partial pressures relevant for flue gas separations. Figures 3.2c and
3.2f demonstrate the performance of the competitive isotherm model with the corresponding
GCMC simulations.

To analyze the effect of these uncertainties on the overall parasitic energies, we selected a
set of materials that spanned the range of parasitic energies. To simulate the propagation of
possible errors on the thermodynamic input parameters in the parasitic energy, we changed
each of these values by multiplying the actual value of a parameters by a factor, which
was randomly selected from the interval [0.8, 1.2], i.e., a maximum possible error is plus or
minus 20% on each of the thermodynamic variables. In this way, we generated, for each of
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the selected parasitic energies, 25 different sets of parameters. Figure 3.5 shows how these
uncertainties propagate for a given value of the parasitic energy. We see that for high values
of the parasitic energy, the results are much more sensitive. The reason is that small changes
in the Henry coefficient have a large effect on the parasitic energy. In contrast, for low values
of the parasitic energy the results are robust. This is consistent with the observation that we
have for these materials a very broad optimum. Hence, some variations in the parameters
have little influence, as at slightly different conditions a very similar optimal parasitic energy
can be found. As we are mainly interested in materials with a low parasitic energy, this
analysis shows that a 20% uncertainty in the main thermodynamic parameters should not
have a significant influence on our estimates of the parasitic energy.

Figure 3.5: Uncertainties in the estimates of the parasitic energies. The blue dots are the 25
parameters sets for which we recalculated the parasitic energy after a change of +/- 20% of
all parameters. The red line gives the upper and lower bounds of the errors in these sets.

Figure 3.3 shows the optimized parasitic energy as a function of the CO2 Henry coefficient
for all known zeolite structures. For these materials we observe a monotonically decreasing
parasitic energy as a function of the Henry coefficient. To investigate the lowest parasitic
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energy that can be obtained using these materials, we perform calculations on a database
containing over three hundred thousand predicted zeolite structures.52 These calculations
identify predicted structures with parasitic energy that is lower than can be obtained for the
known structures. Figure 3.4 shows some of the structures that have near-optimal parasitic
energy.
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Figure 3.6: Adsorption isotherms. The loading in the zeolite is plotted as a function of the
partial pressure of CO2 (green or purple) or N2 (orange). Adsorption is set by the flue gas
conditions (40C, 1 atm and 14% CO2 and 86% N2). The working capacity follows from
the difference in the amount of adsorbed CO2 at adsorption and desorption conditions. A
material for which the Henry coefficient is sufficiently low that both the adsorption and
desorption are in the Henry regime. A low Henry coefficient (green) gives a relatively small
working capacity and purity of the product stream. Increasing the Henry coefficient (purple)
gives a significant increase of the working capacity.

The parasitic energy as a function of the Henry coefficient shows three regimes. The mix-
ture isotherms in these regimes are shown schematically in Figures 3.6, 3.7, 3.8. Adsorption
of CO2 takes place at flue gas conditions (1 atm and 40 ◦C). The subsequent desorption is
achieved by decreasing the (partial) pressure and/or increasing the temperature. The differ-
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Figure 3.7: Adsorption isotherms and working capacity for a material with a moderate
Henry coefficient for CO2 that saturate in the pressure range relevant for post-combustion
separations. If the Henry coefficient becomes much larger, the number of adsorbed CO2

molecules is so large that CO2-CO2 interactions in the materials are important at the partial
pressure of CO2 corresponding with flue gas conditions. Hence, the adsorption cannot be
characterized with a Henry coefficient only.

ence in CO2 concentration between adsorption and desorption defines the working capacity
of a material and gives the amount of CO2 that is removed in an adsorption cycle. For
materials with a small Henry coefficient (see Figure 3.6), the performance is poor because
the working capacity is small, yet the entire system needs to be heated to the desorption
conditions, giving a high parasitic energy. In addition, the adsorption of CO2 is of the same
order of magnitude as N2 in these materials and hence the selectivity of such a material is
unusably low. Materials with a larger Henry coefficient have a significantly larger working
capacity and correspondingly lower parasitic energy. This trend continues until the Henry
coefficient of the material is so large that at flue gas conditions the pressure is too high for
the CO2 adsorption to be in the linear regime. Figure 3.7 shows that at these conditions
the CO2 loading at the adsorbed state is not fully determined by the Henry coefficient any-
more, and that materials with the same Henry coefficient have different working capacities
depending on the pore volume. Figure 3.8 illustrates that at even larger Henry coefficients
the adsorption of CO2 becomes so strong that it becomes increasingly difficult to regenerate
the material. Another important observation is that we have a broad optimum. The reason
for this broad minimum is that the Henry coefficient shows a strong correlation with the heat
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Figure 3.8: Adsorption isotherms and working capacity for a material with a high Henry
coefficient for CO2. For those materials with a very high Henry coefficient, a further increase
of the Henry coefficient will have little effect on the uptake value at adsorption as this is now
dominated by the pore volume. For desorption, however, increasing the Henry coefficient
will further decrease the working capacity.

of adsorption, and the heat of adsorption has two opposing contributions to the parasitic
energy. As the temperature dependence of the Henry coefficient is proportional to the heat
of adsorption, a higher heat of adsorption increases the working capacity. While this reduces
the parasitic energy, it is offset by the requirement to supply more energy to desorb CO2

which again increases the parasitic energy.
Our screening shows a large set of zeolite structures that have a parasitic energy well

below the current technology (1060 kJ/kg CO2). Inspection of these optimal structures
highlights their diversity: we find one-, two-, or three-dimensional channel structures, cage-
like topologies, and more complex geometries. To illustrate this point we show in Figure
3.4 a diverse sample of structures93 contained in the optimal zeolites. It is interesting to
compare these with the optimal known zeolite structures in Figure 3.3. Several of the known
zeolite structures have a sufficiently low parasitic energy, however, most of these known
structures are one-dimensional channels, which may suffer from severe diffusion limitations.74

By contrast, many of the predicted zeolite structures have adsorption sites, where CO2

strongly adsorbs, along channels with larger diameters. Transport of CO2 to and from the
sites of adsorption occurs via the larger channels, so diffusion is not expected to be a limiting
factor here. Interestingly, none of the known zeolites has this characteristic feature, and we
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consider this observation to be a significant discovery. This discovery was facilitated through
the screening of an exhaustive number of possible topologies.

A common feature of most optimal materials is a set of local regions of the structure
that bind CO2 preferentially, leading to dual-site adsorption behavior. Figure 3.9 shows the
parasitic energy as a function of the binding energy of a CO2 molecule. To this figure we
added those materials that have (near) optimal Henry coefficients, but without such dual-site
behavior, which includes some of the known zeolite structures. We observe a similar corre-
lation as for the Henry coefficient, since the binding energy dominates the Henry coefficient
for structures with these preferential sites. The binding energy needs to be optimal: too low
and the material adsorbs too little CO2 too high and the material becomes too difficult to
regenerate. Figure 3.9 further shows that the parasitic energy is influenced by the density
of strong adsorption sites in the material; the optimal materials exhibit the largest number
of strong adsorption sites per unit volume. This observation is important as it explains
why these materials exhibit a lower limit for the parasitic energy. The existence of a strong
adsorption site requires a minimum amount of zeolite material, which, combined with the
size of a CO2 molecule, gives an upper limit to the total number of such local regions that
can exist per unit volume.

An important practical question is whether we can synthesize these optimal materials. As
the synthesis conditions of the known zeolites favor the formation of low-density structures,79

one expects that among the predicted structures these low-density structures are the most
likely ones to be synthesized. As highlighted in Figure 3.3, this subset has many structures
with optimal performance indeed. Recent developments94 in novel structure directing agents
may make it possible to synthesize some of these structures.

An alternative strategy to create optimal Henry coefficients is to synthesize zeolites with
different Al:Si ratios. In aluminosilicate zeolites, cations are present in the pores to com-
pensate for the charge imbalance introduced by the Al3+ that replaces a Si4+. Figure 3.10
shows the effect of cations on the parasitic energy for the known zeolites for different Al:Si
ratios. Cations create adsorption sites for CO2 but also reduce the pore volume. The net
result on the parasitic energy of these two effects depends on the particular structure. The
addition of cations to low Henry coefficient structures causes a decrease in the parasitic en-
ergy due to the increased number of adsorption sites; however, additional cations eventually
increases the parasitic energy as the pore volume decreases. By contrast, addition of cations
to near-optimal Henry coefficient structures increases the parasitic energy since the decrease
in pore volume dominates. It is important to stress that every structure has its own optimal
Al:Si ratio. Comparison with the parasitic energy for the all-silica structures shows that the
addition of cations does not yield a material that has a lower parasitic energy for the same
Henry coefficient. This observation is consistent with the notion that one has to create an
adsorption site with exactly the right adsorption strength and that there is a limit to the
maximum number of adsorption sites per unit volume.

Figure 3.11 shows the parasitic energy for ZIFs. For these materials, the overall parasitic
energy is higher than for zeolites. As we have focused on the simplest linker (imidazole),
the selectivity towards CO2 is rather low: linkers with higher selectivity will increase the
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Figure 3.9: Optimal materials. The parasitic energy as a function of the binding energy for a
CO2 molecule. The binding energy is defined as the lowest energy that can be observed in a
given structure. If this binding is sufficiently strong, dual-site adsorption behavior will arise.
The fraction of each materials volume which is occupied by low-energy strong adsorption
sites is displayed as colored solid circles. Structures without these specific features (i.e.,
single site adsorption behavior) are displayed as open blue circles.

Henry coefficient to a more optimal value and reduce the parasitic energy. Figure 3.12 gives
a set of optimal ZIF structures. These structures look very different from the optimal zeolite
structures; optimal ZIFs are those in which there are channels where CO2 can access the
non-hydrogen atoms of the structure.

3.4 Summary

There are important experimental consequences to our results. Our metric provides a direct
insight into the overall performance of a material in an actual carbon capture process. In this
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Figure 3.10: Parasitic energy for zeolites with cations. The parasitic energy as a function of
the CO2 Henry coefficient for known zeolite structures with different Al/Si ratios is shown.
The all-silica IZA structures are shown as red squares and the corresponding structures with
different cation concentrations are labelled as follows: Si:Al=9 (blue circles), Si:Al =3 (green
triangles up), and Si:Al =2.3 (orange triangles down)).

context, it is instructive to compare our metric with the recently proposed alternative metric
based on the adsorption breakthrough time.75 Materials with a higher Henry coefficient, for a
given saturation loading, will give a longer breakthrough time. However, as this study shows,
materials with extremely high Henry coefficients perform poorly because the regeneration
step cannot be ignored in a carbon capture process. This illustrates the limitation of focussing
on a single material property rather than the entire process.

Our screening establishes a theoretical limit for the minimal parasitic energy that can
be achieved for a class of materials. Such a target will be useful to focus experimental
efforts to synthesize such materials. Our screening gives for each class of material a unique
structure that gives the best performance. However, from a practical point of view, 1-3%
higher parasitic energies will not make the difference. To have many near optimal structures
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Figure 3.11: The parasitic energy as a function of the CO2 Henry coefficient for ZIFs is
shown. The green lines give the parasitic energy of the current MEA technology, and the
black line is the minimal parasitic energy calculated for a given value of the Henry coefficient
in the all-silica structures. In this graph, we plotted a representative fraction of all structures.
More data can be found at www.carboncapturematerials.org.

is very important as it increases the changes one of these structures can be synthesized. To
facilitate this synthesis effort, all of these structures, together with all physical properties
that lead to the increase in performance, are available online (see Appendix B for details).95

A specific outcome of our study is that an optimal carbon capture material has a sufficient
number of adsorption sites with a binding energy that is sufficiently large to be selective, but
not so large that it becomes difficult to desorb. This is a very general conclusion and explains
why our parasitic energy curve holds for all materials we have studied. This parasitic energy
curve can be used as a reference to benchmark other materials.
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Figure 3.12: Out of the 50 top performing ZIFs, we selected the six most diverse. The figures
show the atoms of materials as ball and stick (Zn blue-grey, N blue, H white, and C grey).
The surface gives the local free energies in the pores of the material.
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Chapter 4

Ab initio carbon capture in open-site
metal organic frameworks

Molecular simulations rely on accurate parameterization to correctly predict adsorption
and diffusion data required to evaluate materials for use as solid adsorbents. Force fields
used in grand canonical Monte Carlo simulations can be parameterized by fitting to experi-
mental data, however, when considering new materials or materials that have not yet been
synthesized, a different approach is required. Quantum chemical calculations can be used
to map out the potential energy surface for an adsorbate molecule inside the pores of a
material and can be fit to a classical potential form. In this work, we studied the use of
quantum calculations to parameterize a force field for CO2 and N2 in MOF-74, a new MOF
material that has been shown to selectively adsorb CO2 at the partial pressures relevant to
carbon capture. This selectivity is a result of metal atoms that are not saturated at all its
coordination sites and can interact strongly with CO2.

4.1 Background

A promising class of adsorbent materials for CO2 separations is metal organic frameworks
(MOFs).53,54 MOFs are crystalline materials consisting of metal centers connected by organic
linkers. These materials have an extremely large internal surface area and, compared to other
common adsorbents, promise very specific customization of their chemistry. By changing
the metal and the linker one can generate many millions of possible materials. In practice
one can only synthesize a very small fraction of these materials, and it is important to
develop a theoretical method that supports experimental efforts to identify an ideal MOF
for carbon capture. A key aspect is the ability to predict the properties of a MOF before
the material is synthesized. At present it is possible to carry our accurate quantum chemical

Material in this chapter is based on Dzubak et al., Nat. Chem., 4, 2012, 810-816
(doi:10.1038/nchem.1432).
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calculations on these types of systems.96 State-of-the-art density functional theory (DFT)
calculations provide important insights in the energetics and siting of CO2 at zero Kelvin.96

The separation of flue gas, however, requires thermodynamic information (e.g. adsorption
isotherms) at flue gas conditions (40 circC and 1 atm). This type of information can be
obtained from molecular simulation using classical force fields.

For some classes of MOFs these predictions still pose significant difficulties, namely for
MOFs with open metal sites.97–104 These materials crystalize in such a way that both linkers
and solvent molecules coordinate to the metal centers. The stability of the materials allows
the removal of the solvent, which creates an open metal site. This site has a very high affinity
to CO2 making the material very promising for carbon capture. Reasonable predictions on
the ability of a material to adsorb CO2 can be often made using existing generic force
fields.74,76,105 However, for these materials Krishna and van Baten observed that, exactly at
the conditions that are important for flue gas capture, the universal force field (UFF106) fails
to correctly describe the adsorption of CO2.

74 The reason is that an open metal site imposes
a very different chemical environment compared with those considered in the development
of these force fields.101

Ideally one would like to use state-of-the-art quantum chemical calculations to evalu-
ate the energy for each state point of a grand canonical Monte Carlo (GCMC) simulation to
compute the adsorption isotherm. However, such calculations would require millions of years
of CPU time. In this work, we have developed a methodology to obtain accurate force fields
from quantum calculations that correctly predict the adsorption isotherms of CO2 and N2 on
MOFs with open metal sites. Our approach is based on the NEMO methodology,107,108 which
decomposes the total electronic interaction energy obtained from quantum chemical calcu-
lations into the various contributions (electrostatic, repulsive, dispersion, etc.). The force
field expression closely matches the functional form of the NEMO decomposition, allowing
us to accurately fit the parameters of the force field to reproduce the quantum calculations.
We have developed a strategy to obtain the interaction for each atom type of the MOF with
CO2 (or N2).

The UFF106 or Dreiding85 force fields are frequently used to describe the interaction of gas
molecules with the atoms of the MOF.76,105,109 In these force fields, the non-bonded energy is
described by a Lennard-Jones potential plus Coulomb interactions. As these force fields are
employed for many different systems, the parameters should give a reasonable description
of the interaction of CO2 with Mg in many different chemical environments (for example, a
zeolite instead of a MOF). Our quantum calculations show that, due to the open metal site,
CO2 (and N2) can get closer to the metal site than what predicted by the UFF/Dreiding
force fields. The aim of this work is to develop a systematic methodology to obtain force
fields from quantum chemical calculations that correctly describe the interaction of the guest
gas with the open metal site. To our knowledge no existing force field is able to describe
this interaction correctly.

Our aim is to determine a complete isotherm at flue gas conditions, and this requires
taking into account ensemble averages involving billions of different configurations. When
developing a force field one has therefore to ensure that a large number of different configu-
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rations are described in a reasonable way, and not just the minimum energy configuration,
which is usually the focus of a quantum chemical calculation.

4.2 Methods

In our force field, the electrostatic interactions were described by charges estimated using
the LoProp scheme.110 Initial tests showed that the repulsive interactions could not be
accurately described with a Lennard-Jones potential. A modified Buckingham potential was
used in addition to the Coulomb interaction:

urep(r) =

{
∞ r ≤ rmin
A exp(−Br) r > rmin

(4.1)

which can be fitted very accurately. For the attractive part we used, in addition to the
conventional r−6 term, an r−5 term to obtain a better representation of the decomposed
energies:

uatt(r) =
C

r5
+
D

r6
(4.2)

To determine the parameters of this force field, we used the following procedure. First, we
generated sets of configurations organized into paths, with one path for each type of atom
in the framework, i.e., Mg, Oa, Ob, Oc, Ca, Cb, Cc, and Cd in Mg-MOF-74 (see Figure
4.1). Along each path CO2 (or N2) approaches a specific atom type in such a way that for
each configuration on this path the MP2 energy mainly represent the interaction of CO2 (or
N2) with this particular atom type. These energies should thus contribute the most to the
fitting of the parameters of the force field for this particular atom type. As it is infeasible
to carry out MP2 calculations for the full periodic MOF, we define for each atom type (and
corresponding path) a finite cluster of atoms within the MOF that should represent the
electronic environment of this atom type in the MOF. The size of the cluster is set such that
the interaction of CO2 (or N2) with this atom-type mimics the interaction in the full MOF.

The decomposition in electrostatic, repulsive, and attractive interactions for each path
allowed us to fit this relatively large number of force field parameters efficiently and accu-
rately. This procedure was used to determine the interactions of the end atom of the guest
molecules (O of CO2) with the atoms of the MOF. We then performed Monte Carlo simula-
tions, which showed that the oxygen atoms dominate the interactions with the framework.
The interactions with the interior atom of the guest molecules (i.e. carbon of CO2) were too
weak to be included in this process.

MP2 calculations

In this work, we have used second-order Møller-Plesset perturbation theory (MP2) to describe
interactions of CO2 and N2 with MOF sites. MP2 is adequate for the treatment of electron
correlation in cases where strong correlations are not present. In Mg-MOF-74, we have
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Figure 4.1: Atom types used to model the DBC linker molecule in Mg-MOF-74

defined 8 representative clusters of the MOF to compute interactions with the guest, each
cluster chosen to best represent the atom type to be parameterized (excluding H atom type).
Within each cluster, the basis functions were chosen such that a larger contraction was used
for the guest atoms, the atom type being approached in the MOF, and its nearest neighbors,
while a smaller contraction was used for all atoms father away. The choice of clusters, basis
function contractions, and discussion of convergence are given in Appendix C. The interaction
energies were determined by the supermolecular approach, counterpoise corrected for basis
set superposition error.111 All calculations have been performed using the MOLCAS112

software version 7.6. Resolution of the identity (RI) and Cholesky decomposition (CD)
techniques were employed to treat the two electron integrals.113–115 The Douglas-Kroll Hess
Hamiltonian116 was used in conjunction with atomic natural orbital relativistic correlation
consistent (ANO-RCC)117,118 type of basis functions. At every point of interaction between
a molecule and a cluster, three calculations were require to compute the interaction energy,
defined by the following equation (dummy functions provide the counterpoise correction for
BSSE111).

Eint = EMOF+Guest − EMOF+Dummy Guest − EGuest + Dummy MOF (4.3)
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Atomic charges

The LoProp method110 (based on MP2 densities119) was used to compute the localized elec-
trostatic moments to second order and the dipole-dipole polarizabilities. This was done for
each cluster, CO2 and N2. The choice of basis set contractions are identical to those used
in computing the interaction energy. Output from this procedure provides for each atom:
scalar charge, 3 components of dipole moment, 6 components of quadrupole moment, and 6
components of the polarizability. While only the interaction between point charges is used
directly in the GCMC simulation, the other values contribute to the NEMO decomposition
of the interaction energy.

It is important to note that these charges will be slightly different in each cluster due
to the choice of truncation. Since the restriction is not imposed that each atom type has
the same charge in the LoProp method (and that the symmetry of the various clusters is
different than the symmetry of the periodic structure), the following was performed to assign
the atom type charges for direct use in the GCMC simulations. For Mg-MOF-74, the charge
for Mg atom type comes from the LoProp charge of the Mg being approached in the Mg
cluster; this is not an average of the Mg charges since the local environment around the
single Mg is best represented. The same was done for the 7 other atom type clusters, and H
atom type was used to balance the overall charge such that the periodic structure remains
neutral. All the charge parameters are given in Appendix C.

DFT calculations

Density functional theory (DFT) calculations were used to optimize the crystal structure and
to compute the CO2-MOF interaction energy along some representative paths. Our DFT
calculations were performed using the SIESTA,120 VASP,121,122 and QuantumEspresso123

(QE) implementations.
We have tested the validity of the localized-basis set approach (SIESTA) by comparing

structural data and energetics with those obtained from a plane-waves approach (Quantu-
mEspresso and VASP). We used the PBE gradient-corrected exchange-correlation functional
in SIESTA and VASP while PW91 was employed in QuantumEspresso. Since these two func-
tionals do not account for dispersive forces, we also employed a recent van der Waals func-
tional (vdW-DF)124 as implemented in SIESTA,125 in order to properly describe interaction
energies.

VASP calculations use projector-augmented-wave (PAW) potentials to describe the in-
teraction between core and valence electrons. C [2s2p], O [2s2p], Mg [3s3p] and Zn [4p3d]
valence electrons are explicitly included in the valence. A plane-waves kinetic energy cutoff
of 500 eV is used and the integration over the irreducible Brillouin zone is carried out over
a 2x2x8 Monkhorst-Pack grid. Atomic positions are relaxed until forces are lower than 0.02
eV/Å.

SIESTA calculations used variationally optimized double-Z polarized basis sets126 imply-
ing the presence of d-orbitals for C, N and O. Non-local, norm-conserving fully separable
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Trouiller-Martins pseudopotentials were used. C [2s2p], O [2s2p] and Mg [2s2p3s] electrons
were explicitly included in the valence. Real space integrals were performed on a mesh with
a 300 Ry cutoff. Geometries were optimized until Hellmann-Feynman forces were smaller
than 20 meV/Å. For the interaction energy with CO2 a counterpoise correction was applied
to correct for basis set superposition error. A 2x2x8 Monkhorst-Pack grid was used for the
integration over the irreducible Brillouin zone. The integration over the irreducible Brillouin
zone is carried over 64 grid points.127

Crystal structure

Our calculations relied on an accurate representation of the crystal structure of Mg-MOF-
74. Unfortunately at present, single crystals of Mg-MOF-74 have not been obtained and the
structural information is therefore obtained from powder diffraction data128–130 Detailed in-
spection of these experimental structures shows a significant distortion of the bridging ligand
in powder diffraction data (Mg-MOF-74), which is not observed in our DFT calculations.

We used PW91 (QE) and PBE (SIESTA and VASP) to obtain the fully relaxed structure
of the MOF. The good agreement between these two approaches confirms the validity of the
localized basis set approach employed within SIESTA. The lattice parameters and the C-C
bond lengths within the ligand of the relaxed geometry obtained with PW91 (QE) and PBE
(SIESTA and VASP) are reported in Table 4.1. Similar results were obtained with D3LYP
by Valenzano et al.96 The fact that four different approaches predict nearly identical crystal
structure gives us confidence in the reliability of the theory. It is therefore surprising that
a comparison with the experimental structure show such large deviations. For example,
we found a deviation of the Ca-Cb and Cd-Cb bond distances by as much as 8% and 7%,
respectively.

For Zn-MOF-74, a closely related material, it is possible to synthesize a single crystal
and for this material crystal structure can be determined with higher accuracy.129 In Table
4.1 we have compared the structural data for this material from our DFT (PW91, QE and
PBE, VASP) calculations, previous calculations,96 and experiments.128,130 For this material
our calculated lattice parameters and atomic positions are in an excellent agreement with
the experimental data (the largest deviation for Ca-Cb bond length is 1.2%). Given the
uncertainties with the experimental structure for Mg-MOF-74 and the excellent agreement
we obtained using our DFT approach for Zn-MOF-74, we conclude that the computational
structure of DFT is most likely the most reliable representation of Mg-MOF-74. The PBE-
VASP structure is therefore used in this work for all our calculations of adsorption isotherm.

Force field parameterization

Tests have shown that the influence of the parameters for the carbon atom of CO2 on
the predicted adsorption behavior was very small, and variations by as much as 30% of
the Universal force field parameters106 had a negligible effect on the adsorption isotherms.
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Metal, source Lattice parameters Bond lengths
Method a c Ca-Cb Cb-Cc Cc-Cd Cd-Cb

Mg, this work 26.114 6.917 1.483 1.433 1.399 1.401
PW91, QE

Mg, this work 26.260 7.036 1.490 1.436 1.405 1.406
PBE, SIESTA
Mg, this work 26.136 6.942 1.484 1.434 1.401 1.402
PBE, VASP
Mg, calc.96 26.109 6.969 1.493 1.430 1.396 1.399

DFT-B3LYP
Mg, exp.130 26.026 6.759 1.540 1.314 1.430 1.509

Mg, exp.128 25.922 6.863 1.613 1.490 1.526 1.260

Zn, this work 26.095 6.888 1.482 1.430 1.397 1.400
PW91, QE

Zn, this work 26.190 6.935 1.484 1.432 1.399 1.402
PBE, VASP
Zn, exp.129 25.932 6.837 1.500 1.420 1.391 1.398

Table 4.1: Lattice parameters and bond distances for the MOF materials investigated in this
work from DFT calculations and experiments. All parameters and distances are expressed
in Å
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Therefore, we only refined interactions between the oxygens of CO2 and the atoms of the
MOF.

In order to fit the parameters for a particular pair-wise interaction separately, it is im-
portant to determine a set of configurations that is dominated by the interaction with the
specific atom type of interest. Paths composed of several configurations were generated us-
ing the Universal force field for the framework atoms and TraPPE force field86 for guest
molecules (CO2 or N2). The orientation of this approaching molecule was calculated by min-
imizing the repulsive energy between the guest molecule and atoms of the cluster, excluding
the atoms with the specified atom type for that cluster. This procedure ensured that the
repulsive interaction between the guest molecule and the atoms of the specified atom type
dominates the total repulsive energy. Based on the 12-6 Lennard-Jones potential, paths with
the minimized repulsive energies (12th order term) between the guest molecule and atoms
of the cluster, excluding the atoms with the specified atom type for that cluster, will also
have the minimized attractive energies (6th order term), and the same paths can be used to
explore both parts of the potential.

For an each configuration on a given path of a guest molecule around a cluster, a MP2
calculation and NEMO decomposition (describe below) were performed to get the individual
components of total interaction energy. The repulsion energy and attraction energy were
identified for each path with a given guest molecule and were used to build the new force field
using the fitting procedure proposed below. In the new force field, a modified Buckingham
potential model (equations 4.1 and 4.2) was used to describe the repulsion and attraction
energy between the structure and the end atoms of the guest molecules, respectively.

As mentioned above, the repulsion energy between the guest molecule and the target
atom type in its corresponding cluster was designed to be the dominant component of the
total repulsion energy. The interaction energy between the target atom and the end atoms
of the guest molecule can be regarded as the most important component of the total energy.
Consequently, during the parameterization procedure only the force field parameters for the
interaction between the target atom type and the guest molecule were adjusted to minimize
the norm of the difference between NEMO-decomposed repulsion energy and calculated
repulsion energy.

Initial guesses for all pair-wise interactions were taken from the Universal force field106

and TraPPE force fields86 with the Lorentz-Berthelot mixing rules. The fitting was carried
out in two phases. To improve the initial guess, we first took all atoms of a particular element
(all O atoms or all C atoms) and simultaneously minimized the error over all paths for that
element. This adjustment was done in the order: Mg, O, and C. These parameters were used
as the initial guesses for the second phase, where we optimized the force field parameters for
each atom type individually with an ordering based on its relative contribution to the total
repulsion energy. The ratio of the repulsion energy of the target atom type and the guest
molecule to the total repulsion energy was computed, and the paths were taken in order from
the highest to lowest ratio. This procedure was repeated iteratively until all the parameters
were converged. For the fitting to attractive part of the potential, the procedure is exactly
the same as the one described above for the repulsive part, using the same paths identified
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above. For these parameters, however, we set the attractive interaction between the interior
atom of the guest molecule and the framework atoms to be zero.

NEMO decomposition

Using the MP2 interaction energies as a reference, the NEMO108 decomposition was used to
partition the energy into repulsion, polarization, dispersion, and electrostatic components
for all clusters and paths. The electrostatic moments to second order and dipole-dipole
polarizabilities were obtained using the LoProp110 method based on the MP2 densities.119

The terms were then grouped into repulsive, attractive, and electrostatic terms, where the
charge-charge interactions and repulsion remained constant, while the polarization, disper-
sion, and effects of dipoles and quadrupoles were grouped into attraction terms, for which
the parameters were then fitted by atom pairs as described above. Detailed equations for
the decomposition are given in Appendix C.

Grand canonical Monte Carlo simulations

Adsorption isotherms for CO2 and N2 in Mg-MOF-74 were predicted using the grand canoni-
cal Monte Carlo (GCMC) technique, where a constant chemical potential (fugacity), volume,
and temperature are imposed.22 The heat of adsorption was calculated directly using the
procedure developed by Vuong and Monson.131 The energies of guest-framework interactions
were computed using the potential model described above and guest-guest interactions were
described using the TraPPE force field.86 Electrostatic energy was computed using the Ewald
summation technique. Short-range interactions were cut off and shifted to zero at a distance
of 12.8 Å, and the simulation box extended at least twice this distance in all orthogonal
directions. No tail correction was used. To accelerate the calculation of molecule-framework
interaction energies, the short-range part of the interaction was stored in a pre-computed
grid with a spacing of 0.10 and linearly interpolated between grid points. Trajectories were
equilibrated for at least 20 million configurations before taking averages over a further 4
million configurations.

4.3 Results and discussion

Figures 4.2A and 4.2B show a typical outcome of the NEMO decomposition of the total MP2
energies of the Mg atom-CO2 interaction into a repulsive and an attractive contribution, re-
spectively, together with the fitted force fields. The electrostatic (charge-charge) contribution
is identical to the leading term of the grouped-term NEMO decomposition, so no fitting is
required. This figure illustrates that indeed the interaction of CO2 with Mg dominates the
total energy along this path. The repulsive interactions on this path are accurately described
with our force field. Since the attractive interaction contains many different contributions
and the functional form of the attractive interaction in our model only approximates the
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corresponding MP2 interactions, the fit of the attractive part is less accurate than the one
of the repulsive part. Similar results have been obtained for the other paths. Figure 4.2C
and 4.2D show that our force field can reproduce the total MP2 energies for all paths within
1-2 kJ/mol.

To further validate our procedure, we compared the energies obtained from our force field
with those obtained from DFT calculations on the fully periodic framework for two different
paths. These DFT calculations include dispersive interactions as implemented in vdW-DF
and the computed CO2MOF binding energies and geometries are similar to those reported
by Valenzano et al.96 Figure 4.3 shows that our results are in good agreement with the DFT
results. It is important to note that the path shown in Figure 4.3A includes the minimum
energy configurations, a feature which is reproduced well by our force field. The detailed
force fields for the interactions of CO2 and N2 with Mg-MOF-74 are reported in Appendix
C.

It is instructive to compare our force field with the Universal force field. In Figures 4.2C
and 4.2D we compare the UFF predictions of the total energies on the eight different paths.
For the Mg path, we observed that the UFF force field does not allow the CO2 molecule
to approach the Mg atom as close as the MP2 calculations predict. As a consequence,
the electrostatic and dispersive interactions are underestimated significantly. The fact that
we can incorporate these chemical differences in our force field is essential for a correct
description of these systems; otherwise, it would not possible to reproduce the results of the
quantum calculations.

Predictions from simulations utilizing new force field

As a first test of our force field we computed the heat of adsorption and compared it with
the experimental values obtained by Simmons et al.132 Dietzel et al.99 and Mason et al.100

(Figure 4.4). Our simulations quantitatively reproduce the observed dependence of the heat
of adsorption as a function of loading. We predict an inflection at exactly one CO2 molecule
per Mg. The experiments show this inflection at slightly lower loadings ( 0.8 CO2 molecule
per Mg). In our simulation we assumed a perfect crystalline material in which every Mg
atom is activated. As all Mg atoms are equivalent, one would expect this inflection to occur
at exactly one CO2 molecule per Mg. These observations support the conclusion of Dietzel
et al.99 According to their work, not all Mg sites are accessible in the real system. Our
simulations, in agreement with the experimental data of Dietzel et al.99 and Simmons et
al.132 show an increase of the heat of adsorption as a function of the loading. Mason et
al.100 did not report such an increase. They obtained the heat of adsorption from a fitting
procedure to a dual-site Langmuir isotherm. This procedure imposes a monotonic decrease of
the heat of adsorption as a function of loading. In this study we computed the experimental
heat of adsorption directly from our simulations,131 and hence our results are independent
of the interpretation of the isotherms.

In Figure 4.5 we compare the predicted adsorption isotherms with the experimental
isotherms for CO2 and N2 in Mg-MOF-74.99,100,132–137 We obtain excellent agreement with
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Figure 4.2: Interaction energy comparison of force field with decomposed MP2 and UFF.
(a) and (b): NEMO decomposition of the MP2 energies on the Mg path into (a) repulsive
and (b) attractive interactions. The black circles are the MP2 results and the solid lines the
fitted force fields for the various atoms. The red line gives the contribution of Mg. (c) and
(d): Comparison of the MP2 repulsive plus attractive energies for the eight different paths
(given by closed symbols) with the results from the force field (solid lines). For comparison,
we have added the predictions from the UFF force field (open symbols).
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Figure 4.3: Interaction energy comparison of force field with periodic DFT. The MOF-
CO2 interaction energy is plotted along two different paths crossing the minimum energy
configuration of CO2 in Mg-MOF-74. (a) path of CO2 approaching the open-metal site
from the center of the pore, and (b) path of CO2 approaching the open-metal site in the
c-direction. Blue curves are DFT calculations including van der Waals interactions and red
curves are obtained from our force field. Both paths are computed in the periodic system.

experimental data, and the agreement is best when we take into account that not all Mg sites
are accessible in the experiments. Comparison with the simulation using the UFF force field
illustrates the significant improvement in predictions made by our force field. In the Henry
regime, the conventional force field underestimates the adsorption by as much as two orders
of magnitude. An interesting observation is that we are not able to describe the simulated
(and experimental) adsorption isotherms for CO2 with a dual-site Langmuir isotherm (see
figure 4.6). Langmuir isotherms assume that each adsorption site is independent. The heat
of adsorption data already shown that CO2-CO2 interactions cannot be ignored for the CO2

binding to the Mg sites and, because of these interactions, it becomes easier to add another
CO2 molecule in the MOF. If we have a loading of approximately 1 CO2 per 6 Mg, we
observe a significant collective effect that makes it easier to add an additional CO2 molecule
adjacent to the ones already adsorbed. Figure 4.6 shows that these relatively small energies
(1.6 kJ/mol), provided from the CO2-CO2 interactions, essentially enhance the uptake of
CO2 up to 15% at the condition of carbon capture. This suggests that in the design of a
carbon capture material one would also like to optimize these collective effects inside the
material.

At this point it is instructive to compare our approach with the multi-Langmuir approach
developed by Sauer and co-workers.138 In the multi-Langmuir method, the MP2 energies at
the binding sites are directly used to estimate the corresponding adsorption coefficient (or
Henry coefficient) of the different adsorption sites and hence the use of force fields is avoided.
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Figure 4.4: Comparison of the experimental and simulated isosteric heats of adsorptions as
a function of loading. The loading is plotted as the number of CO2 per open-metal site. For
an ideal material, for which all metal sites are active, the molecular simulations predict (blue
symbols) that one CO2 binds to one open-metal site. The black, green, and olive symbols
give the reported experimental data in the literature by Mason et al., Dietzel et al., and
Simmons et al., respectively. Red lines indicate the enhancement of CO2 heat of adsorption
due to cooperative effects that has been predicted from the molecular simulations.
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Figure 4.5: Comparison of simulated and experimental adsorption isotherms and Henry
coefficients. Experimental and predicted adsorption isotherms are shows for (a) CO2 and
(b) N2 in Mg-MOF-74. The blue circles are the experimental data of Herm et al. or Mason
et al. The open symbols are the simulation results; the green symbols are the results of
using the UFF force field and the red symbols are from the present force field. At low
pressure the adsorption is linear in the pressure; the proportionality coefficient is defined as
the Henry coefficient. This Henry coefficient is shown in the bottom figures as a function of
the temperature for (c) CO2 (d) and N2.

The multi-Langmuir approach relies on the assumption that the isotherms can be described
with a Langmuir equation and a few well-defined binding sites dominate adsorption. As for
the adsorption of CO2 in Mg-MOF-74, the use of a force field is essential to capture the
enhancement at low loading and to correctly describe the adsorption at high loading.
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Figure 4.6: Enhancement of the adsorption of CO2 as a function of loading. In this figure
we compare a Langmuir isotherm (red) with the results from GCMC simulations (blue).
The parameters of the Langmuir isotherm are obtained from the Henry coefficient from the
GCMC simulations and the maximum loading, which is set to one CO2 per Mg site. The
difference between these curves (green) indicates the enhancement induced by the presence
of other CO2 molecules.

Transferability

We should now discuss the transferability of our approach. Recently, McDonald et al.104

synthesized Mg2(dobpdc), a material similar to MOF-74, but with an extended linker. Since
this linker contains the same chemical groups as MOF-74, we can compute the isotherms
for Mg2(dobpdc) using the force field derived for Mg-MOF-74, only requiring one quantum
calculation to provide atomic charges (see Figure 4.7 for atom types and Tables C.1,C.4, and
C.6 for charges and parameters). Figure 4.8 shows that the predicted isotherm is in good
agreement with the experimental data reported by McDonald et al.104 It is interesting to
see whether similar to MOF-74, this material also has an enhancement of the adsorption
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because of the CO2-CO2 interactions. Figure 4.9 clearly illustrates that the collective effect
in this extended system is far less pronounced. Because the linkers are longer, CO2-CO2

interactions are less important in this material and we observe a normal Langmuir behavior.

Figure 4.7: Image of Mg2(dobpdc) (top left) and force field atom types. The three oxygen
atom-types and four carbon atom-types are shown, along with the same naming scheme as
for Mg-MOF-74.

We also investigated the effect of changing the metal in MOF-74. By following the same
procedure described above for Zn-MOF-74, we developed parameters for the Zn-CO2 inter-
actions, but kept all other interactions the same as in Mg-MOF-74. This result is a further
confirmation that our approach is transferable. In Figure 4.10 we compare the predicted
isotherms for Zn-MOF-74 with the corresponding isotherm for Mg-MOF-74. Unfortunately,
Zn-MOF-74 is much more difficult to activate and hence there are not definitive experi-
mental results against which we can compare our predictions. Parameters and charges for
Zn-MOF-74 are given in Tables C.2 and C.7.

Finally, we employed our approach to study CO2 in MOF-5, which does not have open-
metal sites. This required the development of new cluster geometries, shown in Figures
C.9-C.11 in Appendix C. The structure and atom types are shown in Figure 4.11 and the
charges and force field parameters are in Tables C.3 and C.8. Figure 4.12 shows that the
CO2 simulated isotherm is in excellent agreement with the experimental one reported by
Walton et al.58 This set of results confirms that our methodology is applicable to different
types of structures.
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Figure 4.8: Adsorption isotherms of CO2 in Mg2(dobpdc).Closed and open symbols to repre-
sent the experimental and simulation adsorption isotherms, respectively. Mg2(dobpdc), is a
material with an extended linker using the same atom types as in the Mg-MOF-74 material.

4.4 Summary

In summary, a novel methodology that yields accurate force fields for CO2 and N2 in an
open site MOF from high-level quantum chemical calculations has been developed. These
force fields take into account the subtle changes in the chemical environment induced by the
presence of open-metal sites in metal organic frameworks. Our new method allowed us to
reproduce the experimental adsorption isotherms for both CO2 and N2 in Mg-MOF-74. We
have also shown that our methodology is transferable to systems containing different metals,
linkers, and different topologies. The same approach will be used to predict properties of
open-site MOFs that have not yet been synthesized.
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Figure 4.10: Adsorption isotherms of CO2 in additional Zn-MOF-74. The parameters all
atoms except Zn in Zn-MOF-74 are transferred directly from our force field for Mg-MOF-74.

Figure 4.11: Image of MOF-5 structure (left) and the 6 force field atom types (excluding H)
along with the naming scheme adopted here.
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Figure 4.12: Adsorption isotherms of CO2 in MOF-5, a material that does not have open
metal sites. In these figures the we use closed and open symbols to represent the experimental
and simulation adsorption isotherms, respectively.
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Chapter 5

Molecular simulation study of the
competitive adsorption of H2O and
CO2 in zeolite 13X

The presence of H2O in post-combustion gas streams is an important technical issue for
deploying CO2-selective adsorbents. Due to its permanent dipole, H2O could potentially in-
teract strongly with materials where the selectivity for CO2 is a consequence of its quadrupole
interacting with charges in the material. This chapter investigates the issue of H2O adsorp-
tion in 13X, a popular zeolite for CO2 capture processes. Adsorbed H2O reduces the capacity
of these materials for adsorbing CO2. A rearrangement of extra-framework sodium cations
may be responsible for the shape of the H2O isotherms.

5.1 Background

A variety of processes have been considered to replace amine scrubbing as the preferred tech-
nology, including membranes, advanced solvents, and adsorption. Recent work investigating
materials for separation of CO2 from N2 via adsorption processes at relatively low pressures
has shown that there are a variety of materials which could potentially provide acceptable
performance.11,16 However, most of these studies have not focused on the performance of
these materials with gas mixtures that contain water. Post-combustion gas streams contain
relatively large quantities of water (around 5 to 15 vol.%),139 and streams that have been sub-
jected to desulfurization processes will be saturated with water at the process temperature.
Studying the influence of water on CO2 adsorption is important because it could potentially
reduce the capability of these materials to selectively adsorb CO2 efficiently enough for a
practical process. For example, the high selectivity for CO2 over N2 of cation-containing
zeolites and metal-organic frameworks (MOFs) with open-metal sites is attributed to strong
interactions with the cations or metal sites in these materials, respectively.51,53,69 The pres-
ence of these strongly interacting cation sites also makes zeolites like 13X good adsorbents
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for water as well. In fact, 13X is marketed as a desiccant in some contexts and has been
studied as a medium for storing solar thermal energy (with water as the working fluid).140,141

Because most streams where CO2 would be removed also contain some amount of water, it is
important to study the effect that the presence of water has on the capacity of the material
to adsorb CO2.

Due to it’s high selectivity and ready availability on the ton scale, zeolite 13X (NaFAU)
has been used as a reference material in a variety of process design studies for carbon dioxide
removal.142–144 Zeolites are porous aluminosilicate materials that have been used extensively
in industrial processes as adsorbents and as catalysts of catalyst supports. The small pores
of these materials are on the order a one to a few molecular diameters, and depending on the
topology, can potentially sieve molecules based on size. The presence of aluminum gives these
frameworks a net negative charge that is compensated by a cation that resides outside the
aluminum-silicon-oxygen bond networks and instead occupies some of the pore space. Due
to this relatively weak coordination by the framework, these cations can be exchanged using
salt solutions to customize the pore diameter and chemical affinity of a particular zeolite.
These cations also provide a good adsorption site for the polar water molecule. Recent work
has shown that these materials selectively adsorb CO2 in preference to N2 by a factor of
about 100 to 300, depending on the cation, at the conditions relevant for post-combustion
CO2 capture processes.69

Wang and LeVan studied both the pure component and mixture isotherms of water and
CO2 on commercial 13X and 5A samples and noted that while small amounts of water can
reduce the CO2 capacity slightly, once the material nears saturation with water, the CO2

capacity is an order of magnitude lower than the dry materials.71,145 Brandani and Ruthven
studied the effect of water on CO2 and propane adsorption at different loadings of water on
low-silica forms of X and CaX and correlated the water loading with an exponential decrease
in the Henry’s law coefficient for CO2.

146 Ferreira et al. measured breakthrough curves for
CO2 and H2O on different commercial 13X zeolites, as well as activated silica and alumina
and concluded that silica and alumina were superior adsorbents for dehydrating gas streams
because the reversible capacity on these materials was larger.147 Lee et al. studied X-type
zeolites with different cations exchanged and showed that after adsorbing dilute CO2 from
air there is a substantial reduction in the cyclic capacity of the materials in the absence of
a high temperature regeneration step.148

There have been a variety of simulations performed on water in aluminosilicate zeolites.
Castillo et al. compared different H2O models in pure-silica zeolites and showed that the
predicted isotherms were sensitive to the partial charges and crystal structure of the zeolite
framework.149 Lee et al. and Faux et al. performed molecular dynamics (MD) simulations
of water and sodium molecules in zeolite 4A using a fixed and flexible zeolite framework,
respectively.150,151 Jaramillo and Chandross and Wu et al. simulated H2O adsorption in
zeolite 4A (NaLTA) and showed that the SPC/E and TIP3P water models gave similar
adsorption isotherms. Beauvais et al. simulated water in NaX and NaY (NaFAU at 2̃.4 and
1̃.24 Si/Al, respectively) and observed that since water coordinates the cations, it can cause a
rearrangement of the cations from their preferred sites in the dehydrated structure.152 Other
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work by Bellat et al. demonstrated that there is a small amount of hysteresis at relatively low
pressures in NaY, which they attribute to rearrangement of cations between the supercage
and sodalite cages of FAU as water adsorbs.153 DiLella et al. studied water adsorption and
desorption in different NaFAUs and showed that a model that models the Si/Al ratio through
changes in T-atom and framework oxygen partial charges generally agreed with experimental
data.154 Hutson et al. performed both simulations and experiments on LiLSX (low-silica X)
and showed that even a small amount of adsorbed water caused a precipitous drop in the N2

adsorption capacity that required regeneration above 500 K to recover.155 Boddenburg et al.
performed experiments and derived a statistical mechanical isotherm model and proposed
that near saturation some Na cations would be coordinated by up to 6 water molecules.156

In this work, we aim to study the adsorption of water and water/CO2 mixtures in hy-
drophilic zeolites. Grand canonical Monte Carlo (GCMC) simulations were used to predict
adsorption isotherms and heats of adsorption for H2O CO2 and H2OCO2 mixtures. These
results indicate that CO2 has a negligible effect on the co-adsorption of H2O. Canonical
Monte Carlo (CMC) simulations were performed to study the average structure of sodium
cations, H2O and CO2 molecules at different loadings. Once saturated with water, these ma-
terials adsorb a much smaller amount CO2 and although this adsorption appears reversible,
it dramatically reduces the utility of these materials for post-combustion capture.

5.2 Methods

Grand canonical Monte Carlo simulations were preformed to estimate the loading of pure
components and mixtures at different temperatures.22 Simulations were carried out on a
model of zeolite 13X, which has the FAU topology, based on the structure reported by
D. H. Olson.157 Aluminum atoms were placed randomly at the T2 position to give the
framework 86 Al per unit cell, or a Si/Al ratio of about 1.24. Figure 5.1 shows two views of
the 13X framework, viewed through the 12-ring connecting the supercages (along < 111 >
direction). Figure 5.1A shows the atomic structure of the material. The spheres in the
pore space are the extra-framework sodium atoms, taken from one configuration of a Monte
Carlo simulation. For reference, Figure 5.1B shows a simplified view of the FAU topology.
The bonds in the Figure 5.1B connect the T-atom positions. The red circle in the center
shows the center of one supercage, which is connected to 4 other supercages by 12-rings of T-
atoms. The blue circles indicate the sodalite or β-cages of the material. In these simulations,
sodium and H2O are allowed to enter both the supercages and sodalite cages, but CO2 only
can access the supercages.

Sodium atoms were placed randomly and equilibrated using canonical Monte Carlo
moves. During GCMC simulations, sodium atoms were also allowed to move. Adsorbate
molecules were allowed to make either translation, rotation, swap, and regrowth moves. Swap
moves involve the insertion or deletion of a single molecule to or from the simulation box.
The regrowth move involves taking an existing molecule in the simulation and placing it at
another location in the box at random. Interactions between the framework, cations, and ad-
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sorbed molecules were modeled using a sum of a 12-6 Lennard-Jones (LJ) term to represent
dispersive interactions and a Coulombic term to represent electrostatic interactions. The
Ewald summation technique as used to compute the electrostatic contribution. Parameters
and partial atomic charges for the zeolite and cations interacting with CO2 were taken from
the force field developed by Garćıa-Sánchez et al.66 Water-water interactions were modeled
using the SPC/E model158 and water-framework and water-sodium interactions were parame-
terized by computing the ratio of the LJ parameters for the CO2-framework and CO2-sodium
interactions relative to the CO2-CO2 interaction parameters. The SPC/E water parameters
were then scale by the average ratio for the CO2 molecule, and the parameters are list in
Table 5.1. Although the sigma parameters for the water-framework and water-sodium inter-
actions are relatively large, this force field appears to reproduce the adsorption isotherm for
H2O in 13X (see below). However, these parameters may not be transferrable and a more
detailed analysis of the force field was out of the scope of this work.

A B

Figure 5.1: Views of the structure of 13X. (A) A view of the unit cell of 13X (NaFAU) with
sodium positions taken from one configuration of a Monte Carlo simulation. Oxygen atoms
are gray, silicon are yellow, aluminum are violet, and sodiums are cyan. (B) Schematic of the
FAU topology showing the connection between T-atom positions. The blue circles indicate
the sodalite cages and red indicates the center of the supercage.
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Atom pair ε/kb σ
K Å

Ozeolite-Owater 564.88 3.361
Na-Owater 85.15 3.723

Table 5.1: Parameters for water-zeolite interactions used in this work. They are based on
scaling the SPC/E model parameters by the average ratio between the CO2-zeolite and
CO2-CO2 interactions reported by Garćıa-Sánchez et al.66

5.3 Results and Discussion

We performed GCMC simulations of water at different fugacities and temperatures adsorbing
both by itself and simultaneously with CO2 in zeolite 13X, a prototypical aluminosilicate
zeolite. Figure 5.2 compares GCMC simulations of water adsorbing in zeolite 13X with
experimental data reported in Wang and LeVan.145 While there appears good agreement
between simulations and experiment at all temperatures, the experiments were conducted
on pelletized zeolite samples, so correcting for the mass of the particles composed of binder
material would likely shift the experimental loadings to slightly higher values. However, the
slopes of the isotherm should not change substantially and they appear to agree quite well.
The isotherms could be classified as Type V,159 with a relatively linear region at very low
pressures, a steep elbow over a narrow intermediate pressure range, and a plateau region
where the rate of loading increase with increasing pressure diminishes. Our simulations
show that the water partial pressure has to be well below 1 Pa to be in the Henry’s law
regime. From a practical point of view, it is useful to consider the predicted loadings when
a gas stream would be saturated with water. Table 5.2 shows the saturation vapor pressures
for water at the temperatures where the isotherm was simulated.160 For a post-combustion
process around 323 K, the partial pressure is about 12 kPa, which would place the equilibrium
loading within the plateau regime.

An interesting question is what causes the shape of the H2O isotherms. We observed
that the elbow region of the isotherm is defined by a sharp rise in the loading of water
over a narrow range of pressures. To study the structure of the adsorbed molecules, we
performed NVT Monte Carlo simulations and recorded the positions of atoms at regular
intervals. Histograms were calculated by computing the distance between a particular atom
and the closest atom of another type and computing the frequency of a range of distances
over many configurations. Figure 5.3 shows histograms of distances between sodiums and
the oxygen of H2O molecules at different total loadings of H2O (expressed as molecules
per unit cell). The average distance is about 3.5 Å and the peak shifts to slightly smaller
distances as the H2O loading increases. The average distance is larger than the 2.76 Å
distance reported for the coordination of sodium cations by water in aqueous solution,161

and the discrepancy between these values is almost certainly due to the relatively large value
of σ used for the Na-H2O interaction in this work (see Table 5.1). Figure 5.4 shows the
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histogram of nearest distances between the oxygen and hydrogen atoms on different water
molecules. The taller peak at shorter distances (1.7-1.9 Å) represents the interaction of
hydrogen bonded molecules, while the smaller peak at (3.1-3.3 Å) represents another water
molecule coordinated to the same sodium, but not hydrogen bonded. At the lowest water
loading, there is a long tail that extends across the unit cell, representing the fact that the
waters are likely to coordinate isolated sodium atoms. As the loading of water increases,
the density at higher distances disappears and the shorter peak becomes smaller as the
hydrogen-bond peak increases. As the pore fills up with water, it is able to form as complete
as a hydrogen bond network as possible. Due to the density of sodiums at 86 per unit cell,
water molecules can both coordinate a sodium cation and hydrogen bond with another water.
This explains the saturation of these materials with water at relatively low fugacities, there
are many sites where the water molecule can be stabilized. However, this does not appear
to explain the elbow, as water molecules can incrementally coordinate more sodium atoms
cations or hydrogen bond with other waters, even up to high loading.
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Figure 5.2: Pure component isotherms for H2O adsorbing in zeolite 13X at 273, 323, and
373 K. Open symbols are the results of GCMC simulations and the filled symbols are from
the experimental data reported by Wang and LeVan.145

A related system where Type V isotherms are observed is the adsorption of water on
porous carbons. The shape of the isotherm is attributed to a balance between adsorption at
hydrophilic functional groups, which occurs at low pressures, and adsorption of water clusters
in the hydrophobic micropores.162–164 The elbow in the isotherms for these materials reflects
the formation of sufficiently large clusters that water-water interactions are the dominate



70

T (K) Pvap (kPa)
273 3.14
323 12.25
373 100.78

Table 5.2: Saturation vapor pressure of water from the Antoine equation.160
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Figure 5.3: Histogram of nearest-neighbor distances for water and sodium cations in 13X at
323K and different loadings of water. The distance was taken as the oxygen cation distance
between each water molecule and it’s nearest sodium cation.

interactions and can stabilize water in hydrophobic regions. In 13X, however, water interacts
strongly with the sodium cations and does not require hydrogen bonding to access all parts
of the material. Hydrogen bonding takes place at relatively low water loadings (see Figure
5.4). Although the adsorption of water is stabilized by the ability to form a hydrogen bond
network, water is still interacting strongly with the cations in the zeolite pores. Figure 5.6
shows the distribution of nearest distances between sodium cations and the aluminum in
the framework at different water loadings and 323 K. At low water loading, there is a single
peak, indicating that the sodium tends to stay close to the aluminum sites, as expected, since
these represent the concentration of negative charge in the framework that the cations are
balancing. At intermediate water loading, the height of the peaks is smaller and there is a
longer tail in the distribution, which is due to the fact that water can stabilize sodium farther
away from the aluminum sites. At the highest water loading, a small second peak appears
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centered about 7.4 Å, showing how some of the sodium atoms can be “dissolved” from the
surface of the zeolite pore and can be completely coordinated by H2O in the pore. Figure
5.5 compares the adsorption and desorption branches of water adsorption in 13X. These
were simulated via GCMC by taking the final configuration of a simulation at a particular
fugacity as the starting configuration for a new simulation at 95% of the previous fugacity.
As water desorbs from the structure, the sodium could then be stabilized by the pore walls
again, which may be a reason that hysteresis during desorption from high loading was not
observed.
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Figure 5.4: Histograms of nearest-neighbor distances between water oxygen atoms and hy-
drogen atoms on different molecules. The distance was calculated for each proton to the
nearest oxygen on another molecule.

GCMC simulations of pure CO2 adsorbing in zeolite 13X at 273, 323, and 373 K are
shown in Figure 5.7. Additional simulations were performed in this work using the NVT
ensemble at several loadings of CO2. Figure 5.8 shows histograms of the distribution of Na-
OCO2 distances at different total loadings of CO2 (in molecules per unit cell) at 323 K. As the
loading of CO2 increases, the shape of the distribution stays essentially the same, and the
peak value shifts to slightly lower distances as a larger loading of CO2 forces the molecules
together. The distributions decay rapidly, likely due to the favorable interaction between
these atoms and the high density of Na atoms, hence CO2 cannot find a volume to adsorb
in that isolates it from Na. Figure 5.10 shows the distributions of different O-C distances
between different CO2 molecules. At low loadings, the CO2 molecules can occupy distant
parts of the unit cell, yielding two broad peaks. As the loading increases, the distance
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Figure 5.5: Comparison of adsorption and desorption isotherms for H2O in zeolite 13X at
323 and 373 K predicted by GCMC. The close agreement between the branches indicate
there is little or no hysteresis in the water isotherm, due to the stabilization of water by the
extra-framework sodium cations.

between CO2 molecule decreases as the CO2 fill the available volume. Figure 5.9 shows
histograms of the distances between sodium and aluminum atoms in the framework in the
presence of different loadings of CO2. The distributions are essentially the same for all
loadings of CO2. Compared to H2O (see Fig. 5.6), CO2 does not influence the positions of
sodium atoms, owing to the relatively weaker interactions between CO2 and sodium.

Figure 5.11 shows the H2O and CO2 isotherms for 1% mixture of H2O in CO2 at 323 K and
373 K. Below the elbow of the isotherm, the two components appear to adsorb independently.
Given that the abscissa plots the total fugacity, the partial fugacity of water is on the order of
100 times lower than the CO2 fugacity. However, due to the strong interaction of water with
this material, it adsorbs close to it’s pure component loadings. The inflection point in the
H2O isotherm comes around 100 Pa at 323 K and 3400 Pa at 373 K, which would correspond
to water partial fugacities of about 1 Pa and 34 Pa, respectively. Once the water isotherms
pass the inflection point and enter the plateau regime, the corresponding CO2 isotherms pass
through a maximum and begin to decrease even as the total fugacity continues to increase.
At the flue gas conditions, the partial pressure of CO2 will be about 17 kPa, while H2O will
be about 5 kPa. With these partial fugacities, water will like be near its saturation loading,
and the CO2 loading will be reduced by an order of magnitude.

To improve sampling of the CO2 isotherms, we performed simulations where CO2 was
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Figure 5.8: Histogram of Na-OCO2 distances in zeolite 13X at 323K.

treated with GCMC moves and H2O was treated with CNC moves at different constant
loadings of water. Figure 5.12 shows the adsorption isotherms for CO2 at different total
water loadings at 323 K. The dashed line indicates the pure isotherm without water present.
As expected, increasing the water loading reduces the equilibrium loading of CO2 at all
pressures. Water interactions more favorably with the sodium cations than CO2 due to its
molecular dipole. The formation of a hydrogen bond network will also tend to exclude CO2

since it can at best act as a weak donor in the network and would be easily replaced by
another water molecule.

To more effectively study the structure of the adsorbed solution of CO2 and H2O NVT
simulations were performed at different number of CO2 and H2O molecules. Figure 5.13
shows the distribution of Na-OCO2 distances at different H2O loadings. The CO2 loading
was fixed at 8 molecules per unit cell. As with the pure CO2 case, the average distance
between Na and oxygen on CO2 decreases. At the highest water loading, the most likely
distance is smaller (2.8 Å vs. 3 Å) than the pure CO2 case, even at the highest loading.
As the water hydrogen bonding network becomes more extensive, the it is more favorable
to force the CO2 molecule closer to the Na cations than to disrupt the network. Figure
5.14 shows the distribution of O-H distances between different water molecules as the water
loading increases with 8 CO2 molecules per unit cell. As with the pure H2O simulations (see
Fig. 5.4), it becomes more likely to find the molecules within hydrogen bond distance, and
this does not appear to be disrupted by the presence of CO2 molecules.
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Figure 5.9: Histograms of minimum sodium-aluminum distances at 323 K and different
loadings of CO2.

5.4 Summary

We have performed a molecular simulation study of water and CO2 adsorption in zeolite
13X, a prototypical alumniosilicate zeolite. Our model is able to reproduce the trends in
experimental isotherms for water at different temperatures. When a mixture of H2O and CO2

adsorbs, H2O dominates and adsorbs near its pure component isotherm, which dramatically
reduces the available adsorption sites for CO2. H2O tends to form as extensive a hydrogen
bond network as possible. At the highest H2O loadings, some sodium cations can become
dislodged from the zeolite framework surface and stabilized by water near closer to the center
of the pore. This rearrangement may be responsible for the steep elbow observed in the H2O
isotherms. Due the the ubiquitous presence of water in combustion-related gas streams
targeted for carbon capture and sequestration, expensive drying operations may be required
to allow materials to provide sufficient CO2 adsorption capacity.
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volume and competition for coordination sites at the sodium cations.
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Chapter 6

Conlusions

Improving carbon capture via adsorption processes is an important area of research to enable
the use of CCS to reduce CO2 emissions. Adsorption-based processes could potentially reduce
the energy required to separate a unit of CO2 and reduce the impact such processes would
have on the net production of electricity. Molecular simulations have been used to study
porous adsorbents and this dissertation has explored some of the issues related to simulating
and interpreting adsorption data needed to evaluate solid sorbents.

The proper modeling of mixture adsorption requires accounting for any spatial segrega-
tion in the material. By applying ideal adsorption theory to separate Langmuir sites provides
a better description of adsorption in these materials, especially when there are separate cav-
ities where molecules can adsorb. It is important to take account of the fact that even a
weakly adsorbing component may be able to adsorb at these sites, too. When some compo-
nents adsorb weakly, like N2 in a CO2/N2 mixture, it is important to get a good estimate of
the saturation loading to correctly apply IAST, although the pressure required to saturate
the pure component would be far larger than would be practical to measure in experiments.

To evaluate thousands of materials for CO2 separations, chapter 3 presented a streamlined
molecular simulation approach and coupled it with an equilibrium model of an adsorption
process to score zeolite structures from a database based on their efficiency in separating
CO2 from the flue gas of a coal-fired power plant. Many materials were identified with a
lower energy penalty than the standard amine scrubbing process. A GPU-based code was
developed that accelerated the molecular simulations and allowed screening of millions of
hypothetical zeolite structures.

For novel materials like metal-organic frameworks, this dissertation also addressed the
use of quantum calculations to parameterize a classical force field to perform Monte Carlo
simulations and predict adsorption isotherms. To properly model the interaction of CO2 with
the open metal sites in the MOF-74 series of materials, and additional attractive r−5 term
was added to the pairwise potential to account for the additional interaction between the
metal and CO2 due to predominately short range forces like charge transfer and polarization.
GCMC simulations using this potential were able to model experimental data for both Mg-
MOF-74 and Zn-MOF-74.
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Finally, the issue of H2O adsorption and H2O/CO2 co-adsorption was investigated in the
zeolite 13X. GCMC simulations indicated that the presence of even 1% H2O in a gas mixture
would dramatically reduce the capacity of this material to adsorb CO2 at the conditions
relevant for post-combustion CO2 capture processes. The Type V shape of the pure H2O
isotherms could be attributed to the rearrangement of sodium cations away from the Al-sites
in the framework toward the center of the pores as water molecules can solvate and stabilize
the sodiums in that location. The hydrogen bond network of H2O in the pores does not
appear to be affected by the presence of CO2.
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[101] Grajciar, L.; Bludský, O.; Nachtigall, P. J. Phys. Chem. Lett. 2010, 1, 3354–3359.

[102] Getman, R. B.; Bae, Y.-S.; Wilmer, C. E.; Snurr, R. Q. Chem. Rev. 2012, 112, 703–
723.

[103] Wu, J. Y.; Liu, Q. L.; Xiong, Y.; Zhu, A. M.; Chen, Y. J. Phys. Chem. B 2009, 113,
4267–4274.

[104] McDonald, T. M.; Lee, W. R.; Mason, J. A.; Wiers, B. M.; Hong, C. S.; Long, J. R.
J. Am. Chem. Soc. 2012, 134, 7056–7065.

[105] Liu, B.; Smit, B. Langmuir 2009, 25, 5918–5926.

[106] Rappe, A. K.; Casewit, C. J.; Colwell, K. S.; Goddard, W. A.; Skiff, W. M. J. Am.
Chem. Soc. 1992, 114, 10024–10035.

[107] Hagberg, D.; Karlström, G.; Roos, B. O.; Gagliardi, L. J. Am. Chem. Soc. 2005, 127,
14250–14256.
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Widmark, P.-O.; Cossi, M.; Schimmelpfennig, B.; Neogrady, P.; Seijo, L. Comp. Mater.
Sci. 2003, 28, 222 – 239.



87

[113] Aquilante, F.; Pedersen, T. B.; Lindh, R. J. Chem. Phys. 2007, 126, 194106.
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[147] Ferreira, D.; Magalhães, R.; Taveira, P.; Mendes, A. Ind. Eng. Chem. Res. 2011, 50,
10201–10210.

[148] Lee, K.-M.; Lim, Y.-H.; Jo, Y.-M. Environ. Technol. 2012, 33, 77–84.

[149] Castillo, J.; Dubbeldam, D.; Vlugt, T.; Smit, B.; Calero, S. Mol. Sim. 2009, 35,
1067–1076.

[150] Lee, S. H.; Moon, G. K.; Choi, S. G.; Kim, H. S. J. Phys. Chem. 1994, 98, 1561–1569.



89

[151] Faux, D. A.; Smith, W.; Forester, T. R. J. Phys. Chem. B 1997, 101, 1762–1768.

[152] Beauvais, C.; Boutin, A.; Fuchs, A. H. Comptes Rendus Chimie 2005, 8, 485–490.

[153] Bellat, J.-P.; Paulin, C.; Jeffroy, M.; Boutin, A.; Paillaud, J.-L.; Patarin, J.; Di Lella,
A.; Fuchs, A. J. Phys. Chem. C 2009, 113, 8287–8295.

[154] Di Lella, A.; Desbiens, N.; Boutin, A.; Demachy, I.; Ungerer, P.; Bellat, J.-P.; Fuchs,
A. H. Phys. Chem. Chem. Phys. 2006, 8, 5396–5406.

[155] Hutson, N. D.; Zajic, S. C.; Yang, R. T. Ind. Eng. Chem. Res. 2000, 39, 1775–1780.

[156] Boddenberg, B.; Rakhmatkariev, G. U.; Hufnagel, S.; Salimov, Z. Phys. Chem. Chem.
Phys. 2002, 4, 4172–4180.

[157] Olson, D. H. J. Phys. Chem. 1970, 74, 2758–2764.

[158] Berendsen, H. J. C.; Grigera, J. R.; Straatsma, T. P. J. Phys. Chem. 1987, 91, 6269–
6271.

[159] Sing, K. S. W.; Everett, D. H.; Haul, R. A. W.; Moscou, L.; Pierotti, R. A.; Rouquérol,
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Appendix A

Additional information for
“Evaluating mixture adsorption
models using molecular simulation”

Tables A.1-A.4 give parameters for the dual-site Langmuir isotherm for the pure components
adsorbing in the materials considered in this study. All fitting was performed with the R
statistical package.165

Table A.1: Dual-site Langmuir isotherm parameters for PCOD8286959.

b1 m1 b2 m2

Pa−1 mol kg−1 Pa−1 mol kg−1

CO2 5.439× 10−3 0.4229 5.342× 10−7 8.811
N2 3.894× 10−7 0.4229 4.548× 10−8 7.298

Table A.2: Dual-site Langmuir isotherm parameters for PCOD8200029.

b1 m1 b2 m2

Pa−1 mol kg−1 Pa−1 mol kg−1

CO2 4.924× 10−4 1.510 5.226× 10−7 0.7354
N2 3.837× 10−7 1.510 9.083× 10−8 0.7564

Table A.3: Dual-site Langmuir isotherm parameters for MOR.

b1 m1 b2 m2

Pa−1 mol kg−1 Pa−1 mol kg−1

CO2 4.490× 10−4 4.165 1.203× 10−6 13.39
C3H8 3.322× 10−4 3.005 1.603× 10−8 4.993
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Table A.4: Dual-site Langmuir isotherm parameters for NaX.

b1 m1 b2 m2

Pa−1 mol kg−1 Pa−1 mol kg−1

CO2 2.576× 10−4 4.687 8.122× 10−7 1.994
N2 2.827× 10−7 4.687 5.468× 10−9 3.055
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Appendix B

Additional information for “In silico
screening of carbon capture
materials”

We have collected all results obtained in this work in a database, accessible at
www.carboncapturematerials.org. The investigated materials have been characterized in
terms of:

• Their pore geometry (pore measured by the diameter of the largest included and free
spheres, accessible volume and surface areas)

• Adsorption properties (Henry coefficients and heats of adsorption for CO2 and N2,
estimated Langmuir isotherms and in some cases simulated isotherms)

• Performance using the model discussed in the article (including parasitic energy, work-
ing capacity, and CO2 purity)

The web interface allows the user to search for specific materials or materials with certain
properties, and provides a graphical interface to browse the results. For example, plotting
the parasitic energy as a function of the CO2 Henry coefficient gives Figure 3.2. In this figure
each point is clickable and takes the user to the material entry page, which contains all the
relevant properties for a particular material.
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Appendix C

Additional information for “Ab initio
carbon capture in open-site metal
organic frameworks”

C.1 Description of the clusters

Atom types for the framework (Mg-MOF-74) were defined based on the symmetry of the
periodic system, which has 9 distinct atom types. All metal sites are equivalent (Mg), each
2,5-dioxido-1, 4-benzenedicarboxylate (dobdc) linker has 3 types of oxygen atoms (Oa, Ob,
Oc), 4 types of carbon atoms (Ca, Cb, Cc, Cd), and 1 type of hydrogen (H) shown in Figure
4.1. For each atom type (excluding H), a cluster was defined in a way to best represent
the local environment of that atom type, shown in Figures C.1-C.11. Hydrogen was not
explicitly considered for our parameterization due to its small contribution to the total
interaction energy. The standard Universal force field parameters for H were adapted to our
functional form.106
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Figure C.1: (Mg-MOF-74) Mg atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) ball = 17s12p6d2f2g/4s3p1d, Green
(Mg) capped stick = 17s12p6d2f2g/3s2p, Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O)
capped stick = 14s9p4d3f2g/2s1p, Gray (C) ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped
stick = 14s9p4d3f2g/2s1p, Purple (N) ball = 14s9p4d3f2g /3s2p1d, White (H) capped stick
= 8s4p3d1f/1s.

Figure C.2: (Mg-MOF-74) Oa atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) ball = 17s12p6d2f2g/4s3p1d, Green
(Mg) capped stick = 17s12p6d2f2g/3s2p, Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O)
capped stick = 14s9p4d3f2g/2s1p, Gray (C) ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped
stick = 14s9p4d3f2g/2s1p, Purple (N) ball = 14s9p4d3f2g /3s2p1d, White (H) capped stick
= 8s4p3d1f/1s.

C.2 NEMO decomposition

The partitioned contributions to the interaction energy are computed by a similar (truncated)
version of the formula presented by Holt et al.119 Prior to the calculation of the partitioned
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Figure C.3: (Mg-MOF-74) Ob atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) ball = 17s12p6d2f2g/4s3p1d, Green
(Mg) capped stick = 17s12p6d2f2g/3s2p, Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O)
capped stick = 14s9p4d3f2g/2s1p, Gray (C) ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped
stick = 14s9p4d3f2g/2s1p, Purple (N) ball = 14s9p4d3f2g /3s2p1d, White (H) capped stick
= 8s4p3d1f/1s.

Figure C.4: (Mg-MOF-74) Oc atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) ball = 17s12p6d2f2g/4s3p1d, Green
(Mg) capped stick = 17s12p6d2f2g/3s2p, Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O)
capped stick = 14s9p4d3f2g/2s1p, Gray (C) ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped
stick = 14s9p4d3f2g/2s1p, Purple (N) ball = 14s9p4d3f2g /3s2p1d, White (H) capped stick
= 8s4p3d1f/1s.

contributions, the LoProp properties are simplified. The polarizabilities are made isotropic,
the dipoles are modified to reproduce the molecular quadrupole, and the quadrupoles are
deleted.

The electrostatic energy contribution, Eelec , polarization energy contribution, Epol, and
dispersion energy contribution, Edisp, are given by the following equaiotns, where T is the
interaction energy tensor (see Stone166). Indices A and B are associated with either MOF
or guest molecules (i.e. no intramolecular contribution), and i, j are atomic sites.
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Figure C.5: (Mg-MOF-74) Ca atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) capped stick = 17s12p6d2f2g/3s2p,
Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O) capped stick = 14s9p4d3f2g/2s1p, Gray (C)
ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped stick = 14s9p4d3f2g/2s1p, Purple (N) ball =
14s9p4d3f2g /3s2p1d, White (H) capped stick = 8s4p3d1f/1s.

Figure C.6: (Mg-MOF-74) Cb atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) capped stick = 17s12p6d2f2g/3s2p,
Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O) capped stick = 14s9p4d3f2g/2s1p, Gray (C)
ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped stick = 14s9p4d3f2g/2s1p, Purple (N) ball =
14s9p4d3f2g /3s2p1d, White (H) capped stick = 8s4p3d1f/1s.

Eelec =
A∑
i

B∑
j

(
T ij(qiqj) + T ijα (qiµjα − µjαqi)− T

ij
αβ(µiαµ

j
β)
)
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B∑
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j
γδT

ij
αγT

ij
βδ (C.3)
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Figure C.7: (Mg-MOF-74) Cc atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) capped stick = 17s12p6d2f2g/3s2p,
Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O) capped stick = 14s9p4d3f2g/2s1p, Gray (C)
ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped stick = 14s9p4d3f2g/2s1p, Purple (N) ball =
14s9p4d3f2g /3s2p1d, White (H) capped stick = 8s4p3d1f/1s.

Figure C.8: (Mg-MOF-74) Cd atom type cluster with CO2 (left) and N2 (right) approaching.
Color and basis function contraction code: Green (Mg) capped stick = 17s12p6d2f2g/3s2p,
Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O) capped stick = 14s9p4d3f2g/2s1p, Gray
(C) ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped stick = 14s9p4d3f2g/2s1p, Purple (N)
ball = 14s9p4d3f2g /3s2p1d, White (H) ball = 8s4p3d1f/2s1p, White (H) capped stick =
8s4p3d1f/1s.



98

Figure C.9: (MOF-5) Ca atom type cluster with CO2 approaching. Color and basis func-
tion contraction code: Purple (Zn) capped stick = 21s15p10d6f4g2h/4s3p1d, Red (O)
ball = 14s9p4d3f2g /3s2p1d, Red (O) capped stick = 14s9p4d3f2g/2s1p, Gray (C) ball
= 14s9p4d3f2g/3s2p1d, Gray (C) capped stick = 14s9p4d3f2g/2s1p, White (H) capped stick
= 8s4p3d1f/1s.

For Eelect, µ are the modified dipoles. To estimate Epol, we use an induced point-dipole
model, which is iterated until convergence (δE < 1.0E−10 a.u.). Equation C.2 gives the
polarization contribution for molecule A in the presence of B (the same is true for B in the
presence of A). Here µi,indα = αiαβF (A)totalβ where αiαβ are the (isotropic) polarizabilities, and
F (A)totalβ includes the induction due to permanent moments as well as induced moments.
For Edisp, it is the same definition for µi,indα = αiαβF (A)totalβ where αiαβ as Equation C.2, and

EAB is the average molecular excitation energy given by EAB = EAEB

EA+EB
, where EA is the

ionization energy of molecule A, and Dij is varied such that Erep (Equation C.4) is always
positive. The remainder Erep (which behaves exponentially) is given by

Erep = Eint − Eelec − Epol − Edisp (C.4)

where is the total from Equation 4.3. These terms are then grouped for the fitting, such
that the total Erep remains constant and is fitted to the Buckingham repulsion. The leading
electrostatic term T ij(qiqj) is kept, where the q charges are those for the periodic framework.
The difference Eint−Erep−T ij(qiqj) gives the total attraction, which accounts for the higher
order electrostatic moments, polarization, dispersion, and changes due to replacement of the
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Figure C.10: (MOF-5) Cb atom type cluster (left) and Cd atom type cluster (right) with
CO2 approaching. Color and basis function contraction code: Purple (Zn) capped stick
= 21s15p10d6f4g2h/4s3p1d, Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O) capped stick
= 14s9p4d3f2g/2s1p, Gray (C) ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped stick =
14s9p4d3f2g/2s1p, White (H) ball = 8s4p3d1f/2s1p, White (H) capped stick = 8s4p3d1f/1s.

charges in going to the periodic system. This remainder is fitted to the C and D attractive
parameters.
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Figure C.11: (MOF-5) Oab atom type cluster with CO2 approaching. Color and basis func-
tion contraction code: Purple (Zn) ball = 21s15p10d6f4g2h/5s4p2d1f, Purple (Zn) capped
stick = 21s15p10d6f4g2h/4s3p1d, Red (O) ball = 14s9p4d3f2g /3s2p1d, Red (O) capped
stick = 14s9p4d3f2g/2s1p, Gray (C) ball = 14s9p4d3f2g/3s2p1d, Gray (C) capped stick =
14s9p4d3f2g/2s1p, White (H) capped stick = 8s4p3d1f/1s.

C.3 Force field parameters and charges

Pairwise potential parameters for the modified Buckingham potential model, Lennard-Jones
potential model, and atomic partial charges are summarized in the tables below. Tables C.1,
C.2, and C.3 give the repulsion (A, B) and attraction (C, D) parameters of the interactions
between the MOFs and CO2Ṫable C.4 gives the repulsion (A, B) and attraction (C, D)
parameters of the interactions between the MOF and N2. Tables C.5-C.8 gives the charges for
framework atoms. The Lorentz-Berthelot mixing rules were used for the interaction between
any two different guest molecules. Charges and LJ parameters for the guest molecules were
taken directly from TraPPE force field.86
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Pairwise interactions Force field parameters
Framework Molecule A×107 B C×105 D×105

K Å−1 KÅ−5 KÅ−6

Mg OCO2 4.067 4.152 0 4.062
Oa OCO2 1.401 3.330 0.636 0
Ob OCO2 1.673 3.520 0 0.891
Oc OCO2 1.468 3.399 1.160 0
Ca OCO2 2.280 4.065 1.445 0
Cb OCO2 1.408 3.348 0 0.907
Cc OCO2 2.139 3.786 1.194 0
Cd OCO2 0.562 3.006 0 1.756
H OCO2 2.153 4.180 0 0.824

Mg CCO2 7.395 4.770 0 0
Oa CCO2 23.047 4.990 0 0
Ob CCO2 23.047 4.990 0 0
Oc CCO2 23.047 4.990 0 0
Ca CCO2 6.900 4.190 0 0
Cb CCO2 6.900 4.190 0 0
Cc CCO2 6.900 4.190 0 0
Cd CCO2 4.584 4.050 0 0
H CCO2 6.261 5.000 0 0

Table C.1: Pairwise parameters for the interactions between CO2 and framework (Mg-MOF-
74) atoms.

Pairwise interactions Force field parameters
Framework Molecule A×107 B C×105 D×105

K Å−1 KÅ−5 KÅ−6

Zn OCO2 1.831 3.675 0 3.946
Zn CCO2 8.205 5.000 0 0

Table C.2: Pairwise parameters for the interactions between CO2 and framework (Zn-MOF-
74) atoms.
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Pairwise interactions Force field parameters
Framework Molecule A×107 B C×105 D×105

K Å−1 KÅ−5 KÅ−6

Zn OCO2 24.53 5.000 0 1.228
Oab OCO2 1.957 3.600 1.052 0.018

Ocent OCO2 5.121 4.040 0 1.684
Ca OCO2 0.752 3.291 0 1.767
Cb OCO2 1.771 3.527 0.403 1.742
Cd OCO2 0.726 3.167 0 1.441
H OCO2 2.153 4.180 0 0.824
Zn CCO2 8.205 5.000 0 0
Oab CCO2 23.047 4.990 0 0

Ocent CCO2 23.047 4.990 0 0
Ca CCO2 6.900 4.190 0 0
Cb CCO2 6.900 4.190 0 0
Cd CCO2 4.584 4.050 0 0
H CCO2 6.261 5.000 0 0

Table C.3: Pairwise parameters for the interactions between CO2 and MOF-5 framework
atoms.
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Pairwise interactions Force field parameters
Framework Molecule A×107 B C×105 D×105

K Å−1 KÅ−5 KÅ−6

Mg NN2 13.826 4.682 1.166 4.109
Oa NN2 1.183 3.141 0 0
Ob NN2 1.124 3.187 0 0.366
Oc NN2 2.020 3.455 0 1.056
Ca NN2 2.295 4.091 1.256 0
Cb NN2 1.392 3.247 0 0.714
Cc NN2 1.578 3.597 0 1.877
Cd NN2 0.524 2.880 0 2.160
H NN2 2.501 4.180 0 0.729

Mg COMN2 0 0 0 0
Oa COMN2 0 0 0 0
Ob COMN2 0 0 0 0
Oc COMN2 0 0 0 0
Ca COMN2 0 0 0 0
Cb COMN2 0 0 0 0
Cc COMN2 0 0 0 0
Cd COMN2 0 0 0 0
H COMN2 0 0 0 0

Table C.4: Pairwise parameters for the interactions between N2 and framework (Mg-MOF-
74) atoms.

Atom Charges
|e|

Mg 1.5637
Oa -0.7654
Ob -0.7088
Oc -0.8328
Ca 0.4820
Cb -0.1354
Cc 0.1890
Cd -0.1814
H 0.3891

Table C.5: Charges for Mg-MOF-74 atoms.



104

Atom Charges
|e|

Mg 1.55271
Oa -0.77003
Ob -0.7136
Oc -0.83773
Ca 0.47603
Cb -0.15132
Cc 0.20064
Cd -0.14577
H 0.27731

Table C.6: Charges for Mg2(dodpdc) atoms.

Atom Charges
|e|

Zn 1.4094
Oa -0.7008
Ob -0.6681
Oc -0.7807
Ca 0.4812
Cb -0.1237
Cc 0.1868
Cd -0.1690
H 0.3649

Table C.7: Charges for Zn-MOF-74 atoms.

Atom Charges
|e|

Zn 1.3901
Oab -0.6583

Ocent -1.4000
Ca 0.4681
Cb -0.0398
Cd -0.1352
H 0.23265

Table C.8: Charges for MOF-5 atoms.
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Appendix D

Additional acknowledgements

Figures 2.4, 2.6, 2.8, and 5.1 were made with VMD software support. VMD is developed
with NIH support by the Theoretical and Computational Biophysics group at the Beckman
Institute, University of Illinois at Urbana-Champaign.




