UCLA

UCLA Electronic Theses and Dissertations

Title

Multiscale Computational Fluid Dynamics Modeling: Parallelization and Application to Design
and Control of Plasma-Enhanced Chemical Vapor Deposition of Thin Film Solar Cells

Permalink
https://escholarship.org/uc/item/7c26z2d3
Author

Crose, Marquis Grant

Publication Date
2018

Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/7c26z2d3
https://escholarship.org
http://www.cdlib.org/

UNIVERSITY OF CALIFORNIA

Los Angeles

Multiscale Computational Fluid Dynamics Modeling: Parallelization and Application to Design

and Control of Plasma-Enhanced Chemical Vapor Deposition of Thin Film Solar Cells

A dissertation submitted in partial satisfaction of the
requirements for the degree Doctor of Philosophy

in Chemical Engineering

by

Marquis Grant Crose

2018






ABSTRACT OF THE DISSERTATION

Multiscale Computational Fluid Dynamics Modeling: Parallelization and Application to Design

and Control of Plasma-Enhanced Chemical Vapor Deposition of Thin Film Solar Cells

by

Marquis Grant Crose

Doctor of Philosophy in Chemical Engineering
University of California, Los Angeles, 2018

Professor Panagiotis D. Christofides, Chair

Today, plasma-enhanced chemical vapor deposition (PECVD) remains the dominant process-
ing method for the manufacture of silicon thin films due to inexpensive production and low op-
erating temperatures. Nonetheless, thickness non-uniformity continues to prevent the deposition
of high quality thin film layers across large wafer substrates; thickness deviations up to 20% are
typical for 200 mm and above wafers. Regardless of industry, be it solar cell production or mi-
croelectronic devices, the demand for densely packed die with high quality creates a need for
improved modeling and operational strategies. Over the past two decades, a number of research
groups have built microscopic models for thin film growth, as well as macroscopic reactor models
to approximate the gas phase reaction and transport phenomena present within PECVD systems.
Unfortunately, many of the proposed modeling and simulation techniques have been overly simpli-
fied in order to reduce computational demands, or fail to capture both the macro- and microscopic
domains simultaneously. In order to address persistent issues related to thickness non-uniformity
in silicon processing, advanced multiscale models are needed.

Motivated by these considerations, novel reactor modeling and operational control strategies

are developed in this dissertation. Specifically, a macroscopic reactor scale model is presented

il



which captures the creation of a radio frequency (RF) plasma, transport throughout the reactor
domain, and thirty-four dominant plasma-phase reactions. In Chapters 2] and [3] the gas-phase
dynamics are approximated using a first principles-based model, whereas the latter half of this
dissertation relies on a computational fluid dynamics approach. At the microscopic scale, the com-
plex particle interactions that define the growth of a-Si:H thin film layers are tracked using a hybrid
kinetic Monte Carlo algorithm. These scales are linked via a dynamic boundary condition which
is updated at the completion of each time step. A computationally efficient parallel program-
ming scheme allows for significantly shortened computational times and solutions to previously
infeasible system sizes. Transient batch deposition cycles using the aforementioned multiscale
model provide new insight into the operation of PECVD systems; spatial non-uniformity in the
concentration of SiH3 and H above the substrate surface is recognized as the primary mecha-
nism responsible for non-uniform thin film product thicknesses. Two key modes are identified to
address the aforementioned non-uniformity: (1) run-to-run control of the wafer substrate temper-
ature through the adaptation of an exponentially-weighted moving average algorithm, and (2) the
design of new CVD geometries which minimize spatial variations in the concentration of depo-
sition species. These efforts have resulted in optimized PECVD showerhead designs and spatial
temperature profiles which limit the thin film thickness non-uniformity to within 1% of the product

specification.
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Chapter 1

Introduction

1.1 Motivation

Plasma enhanced chemical vapor deposition (PECVD) is widely used in the microelectronics and
solar cell industries to deposit thin films from a mixture of gas-phase species onto a solid substrate
[35]]. Specifically, in the solar cell industry, PECVD is broadly used in the production of thin film
silicon solar cells to deposit amorphous silicon semiconductor layers due to low manufacturing
costs via silane recycling [40], the possibility for extremely low operating temperatures (<250 °C)
[73]], and the desirable dielectric properties of amorphous silicon thin films [60]. However, even
high quality amorphous silicon solar cells suffer from efficiencies (of solar power conversion) that
are lower than their crystalline counterparts which has motivated significant efforts to improve
other thin film light trapping attributes to increase solar power conversion [27]. In this direction,
periodic surface textures have been recently proposed in an effort to increase light scattering on
the thin film surface or interface and to obtain photocurrents from a-Si:H thin film solar cells
competitive with other existing solar cell technologies [20, 28] [75] 63]]. Optical simulations of thin
films with periodic surface textures (grown on appropriately grated wafers) have demonstrated up
to 35% more photocurrent when compared to traditional, flat interfaces [9], particularly when the

surface roughness and height-height correlation length are comparable to visible light wavelength



SiH, mole fraction

0.00 7.61e-05 2.28e-04 3.80e-04
(a) Non-uniform SiH3z mole fraction (b) Microscopic kMC simulations

Figure 1.1: Multiscale PECVD considerations: (a) Non-uniform, steady-state SiH3 concentration
within the macroscopic, reactor domain. (b) Kinetic Monte Carlo simulations which capture the

complex interactions at the microscopic scale. (Note: figures have been drawn from Ch. [6)

length scales. Although photolithographic fabrication techniques allow for the creation of grated
wafer substrates [[70], in practice, it is not easy to achieve consistent morphology of the surface of
an absorbing layer due to the need to deposit thin films over a large area. Significant non-uniformity
in final film thickness and variations in surface morphology may occur due to the consumption of
reactants as process gases travel radially across the wafer (see Fig. [[.1a)), leading to radially-
varying deposition rates (e.g., [11,167,164]).

In the context of thin film surface morphology control, several model-based control schemes
have been applied to deposition process models with the goal of improving solar cell performance
through the achievement of periodic film surface textures (e.g., [29} 30]). These models typically
rely on kinetic Monte Carlo (kMC) algorithms to simulate deposition processes, focusing on evo-
lution of thin film surface microstructure in nano- to micrometer length scales. The concept of
using grated wafers to impart periodic surface textures to thin films has existed for some time [235]],
and over the past three decades extensive efforts have been made in optimizing grating shape for
the purposes of light trapping [9, 20, 28,75, 163]]. Four parameters define the final shape of textured
thin films: periodic shape (e.g., rectangular wave, pyramidal, sinusoidal, etc.), height H, period P,
and film thickness 7. Given that film growth is driven by the formation of dangling bonds, surface

migration has little effect on the shape of thin films beyond local roughness, and as a result, grated



wafers can consistently impart optimized textures to thin films. However, practical applications of
the existing modeling and control approaches to deposit thin films with tailored surface textures
need to address the fact that the film deposition takes place over a large area (e.g., Fig. [L.IDb),
leading to the possibility of non-uniformity in film thickness at the reactor scale. Specifically, non-
uniformity in reactant and product gas phase species concentrations is negligible on the scale of
a single grating period (on the order of hundreds of nanometers), nullifying the need for spatially
controlled film thickness at the nanoscale. However, at the reactor length scale (for example, a 20
cm wafer is used in this work) consumption of reactants across the wafer surface has been shown
to yield growth rate differences greater than 19% [11.167,64]], prompting the need for reactor scale
control.

In addition to film thickness uniformity control, the physics of the gas-phase species and film
surface interactions should be carefully modeled in the microscopic film growth model when the
film growth takes place in a PECVD process. Specifically, due to the vast number of species intro-
duced by the presence of plasma, microscopic modeling of film growth by PECVD is a challenging
task. Often the level of modeling detail must be compromised in lieu of simulation efficiency: for
example, Novicov et al. [53] developed a kMC algorithm capable of simulating films several hun-
dred monolayers thick, however, important surface phenomena such as diffusion (migration) were
ignored. Conversely, Pandey et al. [54] conducted more detailed kMC simulations that included
diffusion of surface radicals, and although their results appeared in good agreement with experi-
mental data, their work was limited to a relatively small number of monolayers. A close look in
the literature indicates a broad agreement of accounting for microscopic events such as the ph-
ysisorption, migration, and chemisorption of surface radicals in the modeling of the nanostructure
of growing thin films in PECVD.

While the above motivations apply largely to the deposition of a-Si:H for thin film solar cells,
the need for improved modeling techniques can be seen throughout the microelectronics industry.
Recently, computational fluid dynamics (CFD) models have shown promise in capturing the be-

havior of CVD reactors [12,/37,/18]]. Issues facing the large scale adoption of CFD-based modeling



for PECVD are akin to those discussed above: first, researchers typically focus on a single domain
and fail to capture the overall reactor dynamics. Second, the approximate geometries used allow
for rapid calculations but cannot provide complete information needed for designing improved
chamber geometries and operational strategies. Given rapid advances in computational power, an
opportunity exists to link the macroscopic reactor domain (i.e., Fig. with microscopic surface
simulations (see Fig. [L1D) in order to capture accurate growth of a-Si:H thin films. Models of this
type would allow for novel operation of PECVD systems without the restriction of limited in-situ
monitoring. Additionally, multiscale CFD models may act as a design tool and thus significantly

reduce the costs typically spent on machining and retooling of production hardware.

1.2 Objectives and Organization of the Dissertation

This dissertation considers industrially relevant issues related to the deposition of amorphous sili-
con thin films via plasma-enhanced chemical vapor deposition. Specifically, the objectives of this

dissertation are summarized as follows:

1. To develop multiscale models for PECVD systems which capture both the gas-phase trans-

port and reaction phenomena and microscopic thin film growth

2. To adapt run-to-run control strategies to the operation of PECVD using exponentially-weighted

moving average (EWMA) algorithms

3. To address the common issue of non-uniform deposition of amorphous silicon thin film

layers

4. To develop computational fluid dynamic (CFD) models which capture the complex gas-

phase phenomena within PECVD systems

5. To design improved PECVD reactor geometries which reduce spatial non-uniformities in the

thickness of a-Si:H products



6. To develop parallel programming techniques which allow for efficient computation of tran-

sient batch simulations

The dissertation is organized as follows. In Chapter Pl a multiscale model for PECVD of
amorphous silicon is developed which connects a first principles model of the plasma phase to a
kinetic Monte Carlo approximation for microscopic thin film growth. The model is applied to the
deposition of 300 nm thick a-Si:H layers revealing significant thickness non-uniformity. An open-
loop operational strategy is presented which reduces the overall thickness non-uniformity through
manipulation of the substrate temperature in four independent zones.

In Chapter [3] a batch-to-batch control strategy is implemented as a closed-loop control layer
for the multiscale model developed in Chapter An exponentially-weighted moving average
(EWMA) algorithm is defined which updates the substrate temperature in four concentric reactor
zones between batch deposition cycles. The resulting run-to-run control system is shown to reduce
the thin film thickness non-uniformity to less than 1% for both the nominal PECVD system, as
well as for reactors experiencing drift due to fouling.

In Chapter 4, a computational fluid dynamics (CFD) model is developed based on a two-
dimensional axisymmetric approximation of the PECVD system used in Chapters 2l and Bl Con-
nection of the CFD model with radially spaced microscopic thin film simulations is shown to
accurately capture the behavior of chambered parallel plate reactors. The increased resolution in
species concentration data throughout the reactor space (when compared to earlier first principles
models) reveals significant variations in xg;y, and xg, which explain non-uniformities in thin film
product thickness and porosity often experienced in industrially used systems.

In Chapter 3] the two-dimensional model presented in Chapter 4]is used as a basis for building
a three-dimensional (3D) PECVD reactor geometry. Although significant computational costs are
associated with the use of 3D, transient simulations, the third spatial dimension provides needed
insight into the role of showerhead geometries on thin film thickness uniformity. Specifically, the
nominal rectangular showerhead layout is adjusted to a polar arrangement which reduces thickness

non-uniformity from 8% to less than 4% for identical operational parameters.



In Chapter [6) a run-to-run controller based on an exponentially-weighted moving average
(EWMA) algorithm is introduced to the operation of the 3D multiscale CFD model. Addition-
ally, a computationally efficient parallel programming structure is presented which reduces the
substantial computational requirements of this work to within practical limits. The 4% offset pro-
vided by the polar geometry in Chapter [ represents a significant improvement from the nominal
system, but demand in the microelectronics industry for silicon products of high quality requires
tighter uniformity still. Application of the run-to-run controller to 10 serial batch deposition cycles
suggests that manipulation of the substrate temperature is sufficient to drive the a-Si:H thin film to
within 1% of the thickness set-point.

Chapter [/lsummarizes the main results of the dissertation.



Chapter 2

Multiscale Modeling and Operation of
PECYVD of Thin Film Solar Cells

2.1 Introduction

As discussed in Chapter [1} the primary issue in the manufacture of a-Si:H thin film solar cells
is non-uniform grating shape and film thickness which adversely affect light capture efficiency.
To that end, this chapter proposes a multiscale modeling and operation framework for plasma-
enhanced chemical vapor deposition (PECVD) of thin film amorphous silicon solar cells. The
interdependence of the gas phase and film growth phenomena means that neither can be ignored;
as an example, the film growth rate and roughness are strongly tied to the rate of physisorption
of surface radicals, which in turn is governed by the inlet concentration of silane and hydrogen
gases. Conversely, hydrogen abstraction from the surface into the gas phase influences the overall
concentration of reactive radicals. Given the computational challenge of using a single micro-
scopic model to describe the entire PECVD process behavior, the disparity in scales necessitates
the need for a multiscale model capable of capturing both the macro and microscopic phenom-
ena involved in thin film growth processes. Therefore, a multiscale model is developed capturing

both the gas-phase reaction and transport phenomena that lead to the deposition of the thin film



across the wafer as well as multiple microscopic models that describe the evolution of the thin
film surface microstructure at equispaced, discrete spatial locations across the wafer. While the
gas phase model is standard, the microscopic model, describing the a-Si:H thin film surface evo-
lution, is computationally efficient and accounts for four microscopic processes: physisorption,
surface migration, hydrogen abstraction, and chemisorption. Specifically, a nanoscale hybrid kMC
scheme originally developed by Tsalikis et al. [69] is applied to the growth of silicon films with
periodic surface textures in an effort to maintain fidelity to established chemical models while al-
lowing for practical computational requirements. The model considers the two dominant species
involved in the growth of amorphous silicon films, H and SiHj3 [56) 24], and four corresponding
surface processes: physisorption from the gas phase, hydrogen abstraction by SiH3, chemisorption
onto dangling bonds, and migration across neighboring, hydrogenated lattice sites. As opposed
to traditional kMC formulations, surface migration is handled in a decoupled manner from the
other processes allowing for efficient simulations in excess of 1000 monolayers. The results of the
multiscale process model indicate that in order to produce an 20 cm thin film of uniform thickness
with surface microstructure that optimizes light trapping: a) a sinusoidally-grated wafer surface
should be used in which the grating period and depth should correspond to values that lead to
film surface roughness and height-height correlation length that are on the order of visible light
wavelength range, and b) the substrate temperature should be adjusted to compensate for a radially
non-uniform deposition rate of the film on the wafer owing to gas-phase transport phenomena.
This insight motivates an operation strategy that manipulates substrate temperature to produce of
thin film silicon solar cells with uniform thickness and film surface microstructure that optimizes
light trapping.

The structure of this chapter is as follows: first, the multiscale modeling and optimization
framework for PECVD will be introduced including a brief description of the macroscale gas
phase model and the microscale surface interactions. Next, a detailed description of the lattice im-
plementation and corresponding hybrid kMC scheme are provided. Simulations using a flat lattice

demonstrate that the proposed hybrid kMC algorithm reproduces experimentally obtained surface



morphologies and growth rates at the nanoscale, and that roughness is limited to a few nanome-
ters. Grating is then applied to the wafer with a period and depth corresponding to values that
lead to film surface roughness and height-height correlation length that are on the order of visible
light wavelength range. Open-loop simulations also reveal a radially non-uniform deposition rate
of the film on the wafer owing to gas-phase transport phenomena. Finally, a scheme using four
concentric substrate temperature control zones is proposed to successfully regulate film thickness
radially across the wafer surface while producing a desired thin film surface microstructure that is

demonstrated to be robust with respect to model uncertainty.

2.2 PECYVD process description and modeling

We consider a PECVD chamber shown in Fig. utilizing two parallel electrodes with a single
wafer placed on top of the lower electrode. A showerhead arrangement is employed in this PECVD
process to uniformly distribute the influent gas stream consisting of silane and hydrogen throughout
the chamber and an RF (radio frequency) power source generates plasma (i.e., chemically reactive
mixture of ions, electrons, and radicals) from silane. Thin film growth occurs as radicals are
transported to the wafer surface via diffusion and convection where they react to form amorphous
silicon (a-Si:H). The objective of this process is to deposit a 300nm thick a-Si:H thin film on a
wafer with a diameter of 20 cm.

Fig. illustrates the multiscale character of this process and the need to capture both the mi-
croscopic surface interactions and growth, as well as the macroscopic gas-phase dynamic material
balance. Details of both the macroscopic gas phase model and the microscopic surface model are

given in the following sections.

2.2.1 Gas phase model

Continuum mass, energy and momentum balances allow for the modeling of the gas phase under

the assumption of axisymmetric flow. The governing equations have been developed at length for
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Figure 2.1: Macroscopic (left) and microscopic (right) PECVD simulation regimes.

CVD-type applications (e.g., [[71, 45, [11]); however, here we apply the formulation by Armaou
and Christofides [11]] as radial dependence of species concentration is desired.

Specifically, the mathematical model of the PECVD reactor consists of a particle velocity pro-
file and four nonlinear dynamic diffusion-convection-reaction equations in two (radial and axial)
dimensions (a set of four coupled parabolic PDEs). Specifically, by treating the gas phase as a
three-dimensional stagnation flow, the evolution of the velocity profile within the PECVD reactor
is computed from the Navier-Stokes and continuity equations. The spatio-temporal evolution of
the concentration of the species, SiHy, SiH,, SiH3 and H, throughout the reactor are obtained by
applying dynamic material balances to the gas-phase and accounting for diffusive and convective
mass transfer, and bulk and surface reactions. Finite-difference methods are then applied in order
to discretize the spatial derivative of the species concentration in the r and z directions (z is defined
as the direction normal to the wafer surface; see Fig. [2.1)). Finally, time integration of the resulting
ordinary differential equations is performed using the alternate direction implicit (ADI) method.
More details on the model structure can be found in Armaou and Christofides [[11]], and calculated

steady-state concentration profiles are discussed further in the open-loop results section.

2.2.2 Surface microstructure model

Although kMC methodologies are commonly applied to the modeling of the growth of thin films,
minor discrepancies in the physical phenomena included in the model can yield significantly dif-

ferent results. As such, the surface microstructure model is presented here in great detail, starting
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with the chemical model which acts as the foundation for the developing algorithm.

Two species thin film growth

To model the thin film surface growth, the following reaction scheme, which has been proposed
and verified experimentally by Perrin et al. [S6]] and Robertson [61], and is shown schematically
in Fig. is adopted. Specifically, at standard operating conditions (7" < 300 °C) two species,
SiH3 and H, dominate the interactions on the growing film; therefore, all other species are ignored
in the microscopic model. SiH3 and H radicals reaching the film surface become physisorbed at

hydrogenated silicon sites according to the following reactions:

SiHs(g)+ =Si—H —=Si—H - - SiHj;(s)

(2.1)
H(g)+ =Si—H —=Si—H---H(s).
Physisorbed radicals rapidly diffuse across the surface according to the following reactions:
=Si—H---SiH3(s)+ =Si—H — =Si—H+ =Si—H - - - SiH3(s)
(2.2)

=Si—H---H(s)+=Si—H — =Si—H+ =Si—H---H(s),

eventually contributing to one of two processes: hydrogen abstraction by a physisorbed SiH3 radi-

cal forming SiH4 and leaving behind a dangling bond according to the reaction:

=Si—H---SiHs(s)+ =Si—H---H(s) — =Si—H+ =Si° + SiHy(g), (2.3)

or chemisorption at an existing dangling bond site according to the following reactions:

=Si—H---SiH;(s)+ =Si’ — =Si—H+ =Si—SiH;
(2.4)
=Si—H---H(s)+ =Si’ - =Si—-H+ =Si—H.

11
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Figure 2.2: Chemical model illustration showing particle-surface interactions.

Chemisorption of SiHs grows the height of a film site by one, whereas chemisorption of H returns

the surface site to a hydrogenated state.

Lattice Characterization

A one-dimensional solid-on-solid (SOS) lattice is used to model the thin film particle (each de-
posited species, SiH3 or H, is modeled by a single particle) surface interactions via a hybrid kinetic
Monte Carlo method which accounts for the four microscopic processes: physisorption, migration,
hydrogen abstraction, and chemisorption.

The number of sites in the lateral direction is defined as the lattice size and denoted by L. Since
a SOS lattice is used and the center of each particle is located on the lattice site, the heights of all
sites are rounded to the nearest lattice site. The size of each lattice site is set to the diameter of a
silicon atom ~0.25 nm, therefore the physical size of the lattice can be calculated by 0.25x L. Par-
ticles are deposited with vertical incidence resulting in film growth normal to the lateral direction.
The surface is roughened using 2400 randomly distributed deposition events to ensure that the ini-
tial configuration does not have a noticeable impact on the results. Periodic boundary conditions
are applied at the edges of the lattice in the lateral direction.

As shown in Fig. the top particle at any lattice position can exist in one of three states:
a hydrogenated silicon atom available for physisorption, a radical currently physisorbed, or a dan-

gling bond site available for chemisorption by migrating radicals. Physisorption and migration are
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Figure 2.3: Solid-on-solid lattice representation showing four microscopic processes. (a) Processes
from left to right: physisorption, migration, chemisorption, and hydrogen abstraction. (b) Typical

particle life cycle.

hindered by currently occupied sites as each lattice position can take only a single state (i.e., sites
containing physisorbed radicals are unavailable as deposition or migration destinations). Once
chemisorbed, particles are fixed at that position, and in the case of silicon radicals the height of
the lattice site grows by one. All other lattice particles are considered as bulk and their positions
are permanently fixed. Hydrogen abstraction, shown in Fig. cannot occur spontaneously,
instead it requires the loss of a physisorbed radical. Although H and SiHj3 radicals both contribute
to abstraction, in the present model only abstractions via SiHj radicals are considered due to the
low operating temperatures (<350 °C) [56]].

The procedure for particle incorporation into the growing lattice can be seen in Fig.
A gas phase particle becomes physisorbed by vertical deposition on a hydrogenated surface site.
The physisorbed radical rapidly migrates across the hydrogenated surface layer until encountering
a dangling bond site. Chemisorption occurs instantaneously, and in the case of an SiHj radical

shown here, growth of the lattice occurs and the surface site is returned to a hydrogenated state.
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Events are chosen randomly based on the relative rates of the microscopic phenomena described

below.

Relative rates formulation

The surface kinetics presented below follow closely that of Tsalikis et al. [69]. Athermal or barrier-
less reactions involving gas phase species (e.g., physisorption) are evaluated using the fundamental

kinetic theory of gases yielding the following rate equation:

Fo = JseN,O, (2.5)

where J is the flux of gas-phase radicals, s. is the local sticking coefficient, N, is the Avogadro

number, and o is the average area per surface site. J can be calculated via the following equations:

J =ni, (2.6)
Pi

= —-_— 2.7

n RT (2.7)

i= S@T, (2.8)
Tm;

where 1 is the number density of radical i (here the reactive gas phase is assumed to be ideal), it
is the mean radical velocity, p; is the partial pressure of i, R the gas constant, T is the temperature,
kg is the Boltzmann constant, and m is the molecular mass. Combining Egs. (2.3)-(2.8) we obtain

the overall reaction rate for an athermal radical i:

- [8kgT
rai = 2L 2B G NG (2.9)
" RTYV mmy

Thermally activated kinetic events (e.g., migration and hydrogen abstraction) can be estimated

14



using a standard Arrehnius-type formulation:
rei= vie EilksT (2.10)

where v; is the attempt frequency prefactor (s~!) and E; is the activation energy of radical i. Values
for these parameters are drawn from Perrin et al. [56] to correspond to the growth of a-Si:H
films. Reaction mechanisms and resulting reaction rates for each kMC event are given in Table
Sticking coefficients are reported for athermal reactions as overall reaction rates depend on
pressure and gas phase composition which typically vary. Thermally activated reaction rates are

shown for 7" = 500 K to correspond to the operating temperature range used throughout this work.

Table 2.1: Sticking coefficients and reaction rates composing the chemical model.

Thermally activated Athermal reactions
Reaction type Reaction rate (s~ 'site™!) | Reaction type Sticking coefficient
hydrogen abstraction 3.35%10° SiH3 physisorption 0.5
hydrogen migration 1.58x10'"! hydrogen physisorption 0.8
SiH3 migration 1.16x 10"

Kinetic Monte Carlo implementation

A standard n-fold kinetic Monte Carlo algorithm is applied to all events excluding migration which
is handled using a one-dimensional lattice random walk process. The choice to exclude surface
migration is made in the interest of computational efficiency and will be discussed in detail in the

next subsection. The total reaction rate is defined as

ol = T +1a 0 41 (2.11)
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where 7/ is the rate of physisorption of hydrogen, r*** is the rate of hydrogen abstraction, and ralHs

is the rate of physisorption of SiH3. A uniform random number, §; € [0, 1] is generated. If {; <
1 /o1, then a hydrogen physisorption event is executed. If 7 /Ry < &1 < (X 4 r%%) / riota,
then an abstraction event is executed. Finally, if {; > (raH + rfbs )/ Fotal, then a silicon radical is
physisorbed.

Physisorption proceeds by selecting a random lattice site from the available hydrogenated and
dangling bond sites; if a dangling bond site is chosen, the radical is directly chemisorbed within the
same kMC event. Otherwise, the radical is deposited onto the hydrogenated surface and execution
continues. For the case of hydrogen abstraction, a random SiHj3 radical is chosen and removed. A
dangling bond is created at the chosen site and kMC execution continues. Then, a second random
number is drawn from a uniform distribution and the time increment for this kMC step is calculated
by:

5t = ~In(&) (2.12)

T'total
Decoupling surface migration

Due to the high frequency of surface migration events relative to physisorption or abstraction, a
brute force kKMC algorithm would expend >99% of computation time on migration alone; see
Fig. At standard operating conditions, here 7 = 500 K, P = 1 Torr, and a gas phase SiH3
mole fraction of 8.62x 107, it is clear that only a small fraction of computational time is spent
on events contributing to reactions leading to film growth. Consequently, the simulation of surface
particle migration is decoupled from our standard kMC implementation using a one-dimensional
lattice random walk process.

As a result, we introduce a propagator to monitor the motion of physisorbed radicals. At
the completion of each kMC cycle (a single physisorption or abstraction event), Ny hydrogen
migration and Ng;y, silane migration events are executed in succession, where Ny and Ng;p, are

defined as

rH SiH3

Nu = . Nsity = i
- G SiH3’ i3 G SiH3 ’
raH _|_ r;lbs _|_ ra 3 raH _|_ r;lbs _|_ ra 3

(2.13)
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K, P = 1 Torr, and a SiH3 mole fraction of 8.62x107>.

where 77 and rf 5 are the thermally activated migration rates of hydrogen and silane radicals,
respectively. Ny and Ng;q, are split evenly among the ny and ng;y, physisorbed radicals. A one-
dimensional, weighted random walk process is then initiated whereby the bulk motion of a chosen
radical is modeled by the propagator. Propagation steps are weighted such that an exponentially
higher probability exists for a particle to relax down the lattice as opposed to jumping up lattice
positions. After walking N /n steps, the final location of the propagator is stored as the radical’s
new position. This cycle is executed ny + ng;g, times, allowing each radical to migrate before the
next kMC event is chosen. Similar to Eq. (2.12)), the time increment for a single migration step is
calculated via the following equations:
~In(5) ~In (&)

atH - rlH 5 6tSiH3 = W . (214)
t

Therefore, the total time required for all migration steps, At, is determined to be:

At =—232" 1;115@) -Np + _l;,f") - Nsin; - (2.15)
1 Tt
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Film growth continues to develop in this fashion until the specified film thickness is reached.

We have validated our methodology for decoupling diffusive processes from the remaining
kinetic events by confirming that the underlying lattice random walk process results: (a) in growth
rates on par with experimental values, and (b) surface morphologies appropriate for given operating

parameters.

2.3 Open-loop results

2.3.1 Growth rates and roughness

The fidelity of the hybrid kMC formulation to experimentally obtained film characteristics is de-
termined using a flat, 100 particle length (L = 100) lattice. The temperature, pressure, silane and
hydrogen mole fractions are chosen as to represent industrially-used PECVD parameters and to
correspond to conditions for which reliable experimental data exist for the film growth rate and
surface morphology.

Two pressure regimes are tested against the hybrid kMC model: low-pressure (<1 Torr), and
high-pressure (>1 Torr). Growth rates in the range of 1.3 to 5.5 A/sec have been reported by
Lee et al. [46] using substrate temperatures between 373 and 773 K in the low-pressure region.
Although Lee et al. [46] utilized an argon diluted feed stream, the inert gas is ignored here, and
by replicating their reported pressure and silane concentration (400 mTorr and 20% SiH4 gas),
a simulated 100 nm thick lattice is grown at 5.4 A/sec at an operating temperature of 500 K.
High deposition rates, ~12 A/sec, were achieved by Rech [59] and Perrin [56] using significantly
higher operating pressures of 1-7 Torr. Our model exhibits a similar increase in growth rate within
this region, with an average growth rate of 13.4 A/sec across 10 runs. These results are in good
agreement with experimentally established growth rates in both the high and low pressure regimes.
The morphology of the growing film must next be considered.

Here the root mean square (RMS) roughness is used in order to make a quantitative comparison

of simulated flat films to reference films grown experimentally. RMS roughness is calculated via
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Eq. 2.16):

1
Ryms = Z . (hi - h) s (216)

1

I
—

where £; is the height of the lattice at position i and & is the mean height of the lattice. It is
important to note here that for flat (i.e., ungrated) thin films the height and thickness of the lattice
are equivalent terms (h; = 7;). However, this is not true for thin films that utilize grated wafer
substrates; in this case the height is defined as the total of the thin film thickness and the grating
height at a given lattice site (i.e., h; = T; + H;).

Using scanning tunneling microscopy, Tanenbaum et al. [68]] accurately measured the surface
morphology during the evolution of a 50 nm thick amorphous silicon film deposited at 523 K
and 540 mTorr. Mirroring these process parameters, a 100 particle lattice is grown and the rms
roughness sampled at 1, 5, 10, 20, 40, and 50 nm thickness. Fig. shows the evolution of
surface roughness at each thickness. As represented by Fig. 2.6l the results match closely those
reported by Tanenbaum et al. [68], owing further confidence to the hybrid kMC methodology
utilized here.

The above results indicate that microscopic growth can only produce surface texture on the
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Figure 2.6: Comparison of experimental and simulated rms roughness at various film thicknesses.

order of a few nanometers. However, the diffusive transmittance of light has been characterized
by Isabella et al. [32] to be dependent on roughness at significantly larger length scales. First,
scattering can be enhanced using coarse grating where the geometrical dimensions of the rough
surface are larger than the wavelength of light. Additionally, a second scattering mechanism be-
comes dominant when the vertical dimensions of the surface roughness become comparable to
the wavelength of light. As a result, in an effort to increase light scattering and to obtain pho-
tocurrents from a-Si:H solar cells competitive with other existing solar cell technologies, surface
roughness and height-height correlation length on the order of several hundred nanometers is de-
sired [20} 28, (75, 163, 19, 33| 132, 47]. Here we introduce grating to the wafer surface in order to
impart a periodic texture that has been optimized for light trapping. A sinusoidal grated wafer
is used to initialize the deposition lattice and the initial heights of all particles are calculated as
follows:

Jo(x) = %[cos(znx/m +1], xe[0,L) 2.17)

where H is the peak-to-peak amplitude or height of the lattice and P is the period. In this work, L,
H, and P are all set to 1200 in order to yield an initial grating with a period and height of 300 nm

as specified for optimal absorbance [9].
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2.3.2 Film surface morphology at light wavelength scale

Given that the migration of physisorbed radicals constitutes the vast majority of surface reactions,
the shape of the wafer surface may be obscured after the deposition of the absorbing thin film
layer. A full period (L = 1200) grated wafer is used here to determine the retention of initial
grating shape parameters (i.e., height and period) after the growth of a 300 nm thick thin film. Fig.
shows the final film surface dimensions. The sinusoidal shape imparted by the grated wafer
is retained after thin film growth: as can be seen from the overlay of the film surface onto the
initial grating, Fig. apart from local roughness on the order of nanometers, the wafer grating
dimensions are preserved. The reason for this consistency can be attributed to the dangling bond
growth mechanism: unlike traditional solid-on-solid kMC schemes, here particles migrating down
the lattice cannot directly contribute to film growth without chemisorbing at an existing dangling
bond site. This reinforces the importance of hydrogen abstraction to the growth rate of a-Si:H thin

films, and eliminates the need for microscopic control of surface morphology.
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for clarity.

2.3.3 Film thickness non-uniformity

Four parameters define the final shape of textured thin films: surface pattern, height H, period P,
and film thickness 7. It has been shown that H and P are preserved from the initial grating, in
this section, the proposed hybrid kMC model is applied at distinct locations across the wafer in
order to investigate non-uniformity in film thickness due to the consumption of reactants across
the wafer surface. As previously discussed, a steady-state concentration gradient for SiH3 above
the wafer surface has been calculated by Armaou and Christofides [[11] using finite-difference and
ADI methods. A radial non-uniformity >17% in the concentration of SiH3 is observed from the

center to the edge of the wafer. Here four zones are defined radially across the wafer surface and
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Figure 2.8: (left) Discrete PECVD reactor showing four independent, concentric substrate temper-

ature control zones. (right) Microscopic simulation domain for a single grating period.

within each zone a single lattice period (L = 1200) is simulated (see Fig. 2.8). An SiH3 mole
fraction of xg;z, = 8.62x 107 in the first zone and mole fractions of 8.35, 7.86, and 7.25x107
in zones 2-4, respectfully, are used to match the concentration profile adopted from Armaou and
Christofides [[11]]. Identical sinusoidal grating is applied to each lattice with a height and period of
300 nm. The temperature of each zone is maintained at 500 K in a high-pressure region of 1 Torr.
Experimental results suggest that an absorbing layer thickness of 300 nm be used for optimal light
trapping in a-Si:H thin films [74]. Simulations using xg;p, = 7.25 X 10~ (the mole fraction of zone
4) show an average deposition time of 246.996 seconds is required to reach the this thickness set-
point (T = 300 nm). Therefore, each reactor zone is allowed to run for 246.996 seconds of physical
growth (i.e., t = 246.996 is deposition time not computational time). Open-loop simulation results
are shown in Figs.

As evidenced by Figs. and a 17% difference in SiH3 concentration yields a 15%
difference in film thickness from the center (r = 0 cm) to the edge of the wafer (r = 10 cm). The
hydrogen abstraction event frequency (f,) and RMS roughness of each zone remained relatively
unchanged (Table[2.2] Fig. (a <2 nm increase in RMS roughness is negligible relative to the
scale of visible light wavelengths). However, a marked decrease in event frequency from 3.36 to
2.85% for physisorption of SiH3 (fs;x;) and increase from 63.31 to 63.81% for H (f) are present,
as shown in Table This result is expected due to the loss of SiHj3 radicals in the plasma phase

as the process gas molecules travel across the wafer. An increased concentration of physisorbed
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Figure 2.10: Evolution of the thickness (nm) of the four radial wafer zones over time. Note: Zone

mole fractions are shown x 10°.
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Figure 2.11: Evolution of the RMS roughness of the four radial wafer zones over time. Note: Zone

mole fractions are shown x 10°.

Table 2.2: Quantitative non-uniformity of four radial wafer zones.

Zone | fsimy | fH Ja Rerys | T (nm)
1 3.36 | 63.31 | 33.33 | 106.38 | 344.72
2 3.26 | 63.41 | 33.33 | 106.68 | 338.05
3 3.07 | 63.59 | 33.33 | 107.00 | 319.72
4 2.85 | 63.81 | 33.33 | 105.77 | 300.02

Note: Frequencies are expressed as a percentage of total events excluding migration.
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SiHj3 relative to H near the center of the wafer allows for more rapid thin film growth as existing
dangling bonds are more readily filled by migrating SiH3 radicals. This effect can be overcome by
either modulating the concentration of silane gas above the wafer using a closed-loop showerhead
arrangement, or as proposed here, by utilizing radially spaced heating elements that allow for

independently controlled substrate temperature zones.

2.4 Regulation of film thickness

A resulting non-uniformity in final film thickness of ~15% suggests the implementation of an op-
eration strategy on the PECVD process to improve uniformity at the wafer scale. An increased
concentration of physisorbed SiH3 relative to H near the center of the wafer allows for more rapid
film growth as existing dangling bonds are more readily filled by migrating SiH3 radicals. This
effect can be overcome by either regulating the inlet concentration of silane gas above the wafer
using a closed-loop showerhead arrangement [11], or, as proposed in this manuscript, by mod-
ulating the substrate temperature. Here four zones are defined radially across the wafer surface
(Fig. 2.8)) that allow for spatial manipulation of the substrate temperature. Due to the exponential
dependence of hydrogen abstraction on surface temperature, the temperature set-point for each
zone can be calculated a priori in order to overcome the SiH3 concentration gap by increasing the
fractional coverage of dangling bonds. Substrate temperature calculations are made using growth

rate relations developed in the next section.

2.4.1 Growth rate relations

The relationship between substrate temperature (K), gas-phase mole fraction of SiH3 (mol x 10°),
and the thin film growth rate (A/sec) is shown in Fig. Each data point represents the average
growth rate across ten runs of a sinusoidal lattice at p = 1 Torr (Note: Error bars have been omitted
due to relatively small deviations and for clarity). Above 500 K growth is substantially slowed due

to the inverse root dependence of SiH3 physisorption on gas-phase temperature (see Eq. 2.9). To

26



avoid this plateau in growth, reactor operation is restricted to the region <500 K.

14

Growth rate (A/s)

510

500

7
XSiHX (mol 10”) 490 Temperature (K)

Figure 2.12: Relationship between growth rate, substrate temperature, and gas-phase mole fraction

of SiH3. Mole fractions, xg;p;,, are shown x 10°.

As previously discussed, a steady-state concentration gradient for SiH3 exists above the wafer
surface with expected gas-phase concentrations of xg;y, = 8.62, 8.35,7.86, and 7.25 ¥ 1073 for sub-
strate zones 1-4, respectively. By fixing the gas-phase composition at these values with a pressure
of p = 1 Torr, film growth is observed to be roughly linear with respect to substrate temperature
(Fig. shows this relationship for the gas-phase mole fractions of SiH3 in zones 1-3). As a

result, the following linear growth rate equations can be fit using standard least squares methods:

G(T)=0.238T —105.274 (A- K~ 's™1), xsips, = 8.62
G(T)=0.254T —113.673 (A- K157 1), xgim, = 8.35 (2.18)

G(T)=0.227T —100.875 (A- K~ 's71), xgim, = 7.86
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Figure 2.13: Linear relationships between growth rate and temperature for each reactor zone. Mole

fractions, xg;y,, are shown x 10°. A single data point exists for xg;y, = 7.25 as zone 4 remains a

fixed reference.

2.4.2 Regulating substrate temperature

The pressure within each zone is maintained at p = 1 Torr. Zone 4, the zone with the slowest
relative growth, is used as a reference and hence the parameters remain fixed (xs;z, = 7.25 and
T = 500 K). The mole fractions of zones 1-3 are set as described previously to 8.62, 8.35, and
7.86x 107>, respectively. The necessary temperature set-point for each zone is calculated via Eq.
(2.18) such that all growth rates match that of zone 4 (Note: zone 4 is chosen as a reference point
in order to avoid operating the reactor above 500 K). The simulation parameters are summarized
in Table

Fig. .14l shows the film surface profile for each zone after r = 246.996 seconds of growth (the
time required for zone 4 to reach 7 = 300 nm). Event frequency and thin film thickness data have
been summarized in Table 2.4l A difference of ~0.68% exists in the thickness of the a-Si:H thin

film across the wafer. As discussed previously, the frequency of physisorption of SiH3 shows a
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Table 2.3: Calculated operating parameters by zone.

Zone | xsip, (x107%) | p (Torr) | T (K)
1 8.62 1 493.06
2 8.35 1 495.07
3 7.86 1 497.58
4 7.25 1 500.00

Table 2.4: Quantitative non-uniformity of four radial wafer zones.

Zone | fsin, | fH Ja Rerys | T (nm)

1 3.35 | 63.32 | 33.33 | 106.82 | 298.00
2 3.25 | 63.41 | 33.33 | 106.50 | 304.23
3 3.07 | 63.60 | 33.33 | 106.14 | 299.71
4 2.85 | 63.82 | 33.33 | 105.77 | 300.02

significant decrease toward the edge of the wafer due to the consumption of process gas. Although
a greater number of SiH3 radicals are present on the surface of the growing film, a decreased
density of dangling bonds (due to a lower frequency of hydrogen abstraction f;) in the inner zones
allows for significant reduction in thin film thickness non-uniformity relative to deposition at a

spatially-uniform substrate temperature.

2.4.3 Roughness dependence on substrate temperature variation

Regulation of the surface temperature may affect the roughness (Rgys) leading to further non-
uniformity between reactor zones. Here we simulate the growth of 300 nm thick thin film with
sinusoidal grating at p = 1 Torr. The temperature is varied from 490-500 K and the mole fraction
of SiHj in the gas-phase is varied from 7-9x 10~>. The relationship between substrate temperature
(K), gas-phase mole fraction of SiH3 (mol x 10°), and the surface roughness (Rgyss, nm) is shown

in Fig. Each data point represents the average roughness across ten runs of a sinusoidal
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Figure 2.14: Surface microstructure and thickness of sinusoidally grated thin films with spatially
dependent temperatures. From left to right: xg;q, = 8.62, 8.35, 7.86, and 7.25x 1073, respectfully.

Note: Lattices are shown side by side for clarity, physical zones are composed of ~8 x 10* periods.

lattice at p = 1 Torr (Note: Error bars have been omitted due to relatively small deviations and for
clarity).

A slight trend of increasing roughness is shown to occur at low substrate temperatures and
low gas-phase mole fractions of SiHj (Fig. 2.13)). At low substrate temperatures the frequency
of hydrogen physisorption is far greater than that of SiH3 physisorption and hydrogen abstraction,
as evidenced by Egs. and As a result, the mobility of SiH3 radicals is hindered which
increases the roughness of the growing film surface. Additionally, at high SiH3 gas-phase concen-
trations, SiH3 radicals more readily physisorb at hydrogenated surface sites, effectively lowering
the fractional coverage of hydrogen radicals and the observed surface roughness. A slight decrease
in surface roughness is observed from zone 1 (which operates at T =493 K and xg;z, = 8.62x 1079)
to zone 4 (which operates at 7 = 500 K and xg;p, = 7.25% 10~2) which may be attributed to the
combined effect of the simultaneous increase in substrate temperature and decrease in SiH3 mole
fraction; evidence of this observed behavior is shown in Table However, as discussed in previ-
ous sections, fluctuations in the surface roughness on the order of a few nanometers will not affect

light trapping which occurs at the scale of visible light wavelengths.
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fraction of SiH3. Mole fractions, xg;x,, are shown X 10°.

2.4.4 Robustness to model uncertainty

Uncertainties in radio frequency and heating element power may cause stochastic variation in pro-
cess parameters that lead to increased non-uniformity in final film thickness. The robustness of our
multiscale model to these fluctuations is explored using independent variation of the concentration
of SiHj radicals, xg;z,, and the surface temperature, 7', as well as concurrent variations in these
parameters.

First, the necessary temperatures for zones 1-4 remain fixed at the values calculated previously
to reduce radial thickness non-uniformity. In a similar manner to the previous section, the pressure
within each zone is maintained at p = 1 Torr and zone 1, the innermost zone, is used as a reference
and hence the simulation is terminated once 246.996 seconds of deposition time (the average time
required for zone 4 to reach a thickness of 300 nm at 7 = 500 K and xg;p, = 7.25% 107°) has
elapsed. However, the concentration of radicals is allowed to vary by 1% above and below the

expected values proposed by Armaou and Christofides [11]] to account for uncertainties in RF
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Table 2.5: Final film thickness for sinusoidally grated thin films in the presence of independent

variations in xg;p, and 7.

Variable | Zone | xgipy, (X 1072) | T(K) | T (nm)
1 8.53 493.06 | 297.41

2 8.43 495.07 | 306.11

XSiH;

3 7.78 497.58 | 297.17

4 7.32 500.00 | 303.25

1 8.62 492.56 | 292.39

- 2 8.35 495.57 | 307.32

3 7.86 498.08 | 303.00

4 7.25 500.50 | 299.75

power. For each simulation a sinusoidally grated thin film with height H and period P = 300 nm
is used. Operating parameters and resulting film thicknesses for independent variations are shown
at the top of Table (Note: values represent the maximum non-uniformity achieved within the
allowed 1% fluctuation).

As expected, while maintaining the optimal temperature profile calculated previously, varia-
tions in gas-phase SiHj3 radical concentration increase final film thickness non-uniformity; how-
ever, the difference of 2.9% in the thickness of zones 2 and 3 remains relatively close to that of the
initial optimized case (1.5%).

Second, the concentration of each zone is returned to the steady-state concentration gradient
while the temperature is allowed to fluctuate within 0.5 K above and below the target values cal-
culated previously using the proposed linear growth rate relations. Again, for each simulation a
sinusoidally grated thin film with height H and period P = 300 nm is used. Operating parameters
and resulting final film thicknesses for independent variations are shown at the bottom of Table
(Note: table values represent the maximum non-uniformity achieved within the allowed 0.5 K

fluctuation).
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A difference of 4.8% exists between the thickness of the zones 1 and 2. This result is ex-
pected given the linear relationship between film growth rate and surface temperature developed
in previous sections. Although a 4.8% non-uniformity in thickness is significantly higher than the
2.0% non-uniformity reported for the optimal case, great improvement is still shown over the 15%
non-uniformity experienced before substrate temperature regulation.

Finally, stochastic variations in the RF and heating element power are considered in tandem to
account for concurrent uncertainties that may occur during operation. Independent fluctuations in
SiHj3 concentration and substrate temperature that lead to maximum thickness non-uniformity are

also applied here. Operating parameters and final film thicknesses are shown in Table 2.6

Table 2.6: Final thin film thickness for sinusoidally grated wafers in the presence of concurrent

variations in xg;p, and 7.

Variable | Zone | xgipy, (X 107) | T (°C) | 7 (nm)
1 8.53 492.56 | 291.13
2 8.43 495.57 | 309.67
Xsidy> T
3 7.78 498.08 | 299.04
4 7.32 500.50 | 301.85

Owing to contributions from both fluctuation sources, SiH3 concentration and substrate temper-
ature, a final film thickness non-uniformity of 6.0% is present. Again, this is a non-negligible dif-
ference in film thickness across the wafer; however, this represents the maximum non-uniformity
experienced within the allowed parameter fluctuations, and a significant reduction from the ini-
tial 15% non-uniformity, validating the multiscale modeling and control strategy proposed in this

work.
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2.5 Conclusions

The present chapter focuses on the development of a multiscale modeling and operation framework
for PECVD of thin film silicon solar cells with uniform thickness and film surface microstructure
that optimizes light trapping. The macroscopic model of the gas phase is based on the hypothesis
of continuum and provides the deposition rate profile across the wafer. The proposed microscopic
model which utilizes a hybrid kinetic Monte Carlo algorithm that accounts for interactions amongst
physisorbed radicals, chemisorption, and hydrogen abstraction, has been shown to reproduce ex-
perimentally obtained surface morphologies and growth rates. Initial simulations using flat lattices
have shown that roughness is limited to a few nanometers and validated the need for grated wafer
substrates in order to achieve roughness and height-height correlation length on the order of visible
light wavelengths. The sinusoidal shape of grated wafers with a height and period of 300 nm has
been shown to be preserved after the growth of amorphous silicon thin films up to 300 nm thick-
ness. The retention of grating shape is attributed to the dependence of film growth on hydrogen
abstraction, eliminating the need for microscale control of surface morphology. However, radially
non-uniform deposition rates of the film on the wafer owing to gas-phase transport phenomena have
shown that a 17% difference in SiH3 concentration can yield a 15% difference in film thickness
from the center (r = 0 cm) to the edge of the wafer (r = 10 cm). Due to the observed dependence
of film growth rate on substrate temperature, the wafer surface has been separated into four con-
centric zones, each with an independent heating element. Extensive simulations demonstrate that
the use of appropriate sinusoidal wafer grating and the regulation of substrate temperature provide
a viable and effective way for the PECVD of thin film silicon solar cells with uniform thickness
(<1%) and film surface microstructure that optimizes light trapping, and were found to be robust

with respect to model uncertainty.
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Chapter 3

Multiscale Modeling and Run-to-Run
Control of PECVD of Thin Film Solar Cells

3.1 Introduction

Two often neglected problems are persistent in the production of high quality amorphous silicon
(a-Si:H) layers: the influence of reactor conditioning on the plasma chemistry [23]], and the spatial
non-uniformity in the thin film thickness [11] owing to gas-phase transport phenomena across the
wafer. Specifically, during the initial operation of a clean PECVD reactor the plasma phase exhibits
transient behavior as the interior surfaces become coated by the deposition species causing drift
in the electron density profiles and in the film thickness. Second, at the reactor length scale (for
example, a 20 cm wafer is used in this work) consumption and transport of deposition species
across the wafer surface have been shown to cause growth rate differences greater than 19% [67,
64]. Given that the efficiency of a photovoltaic absorber layer (e.g., an a-Si:H thin film) is strongly
dependent on the film thickness [34], reduction of growth rate non-uniformities is of paramount
importance. While preconditioning prior to thin film deposition (i.e., allowing the reactor surfaces
to become fouled) is a well-established practice, this represents significant waste in both valuable

resources and manufacturing time. In addition, the film uniformity within a single batch cannot be
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corrected via preconditioning alone, and has been shown to require advanced, in-situ processing
techniques [13].

Recently much attention has been given to the development of model-based control schemes
with the goal of improving solar cell performance through the production of textured surfaces (e.g.,
thin film grating) [29,130]]. These models typically rely on kinetic Monte Carlo (kMC) algorithms
to simulate deposition processes and therefore focus on the evolution of surface microstructure in
nano- to micrometer length scales. As a result, these models are unable to capture the reactor scale
dynamics and cannot be applied to the problems mentioned previously which pertain to both the
macroscopic and microscopic domains of batch PECVD reactor operation. Fortunately, advances
in high-performance computing have made possible the modeling of multiscale processes with
complex behavior and large system sizes [50, 136, 72]. In a previous work of our group [13]], we de-
veloped a multiscale model which provided fundamental understanding of the dynamics involved
in the PECVD of a-Si:H thin films and allowed for quantitative prediction of product quality. In the
present work, we present improvements to our original model, as well as an additional simulation
domain that allows for run-to-run (R2R) control of the batch process in an effort to counteract both
batch-to-batch and spatial variations in the film thickness.

More specifically, this work proposes a multiscale modeling and operation framework which
is capable of not only capturing the interdependence of the gas-phase and film growth phenomena,
but also allows for multi-batch operation under the implementation of a run-to-run (R2R) control
algorithm. Within a single batch simulation a standard gas-phase model is used; however, the
microscopic model, describing the a-Si:H thin film surface evolution, has been developed from
the work of Tsalikis et al. [69] to be computationally efficient and account for the four dominant
microscopic processes: physisorption, surface migration, hydrogen abstraction, and chemisorp-
tion. As opposed to traditional kMC formulations, surface migration has been decoupled from the
other microscopic surface processes owing to its faster rate to allow for simulations on the order of
thousands of monolayers without compromising fidelity to established chemical models.

At the completion of each batch simulation, a novel R2R control algorithm is applied in order
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to predict appropriate operating conditions for the upcoming batch. In other words, post-batch
measurements of the film thickness at various radial positions are fed to an exponentially weighted
moving average (EWMA) algorithm which in turn updates the temperature of the PECVD reactor
within discrete zones. It is demonstrated that through appropriate tuning of the multiscale model,
and application of the proposed R2R operation strategy, the thin film product can be driven to the
desired thickness set-point regardless of radial position and drift within the PECVD reactor.

The structure of this chapter is as follows: first, a detailed description of both the macroscopic
gas-phase and microscopic surface models are provided. Next, extensive simulations demonstrate
strong agreement between experimentally grown a-Si:H films and those resulting from the mul-
tiscale model proposed in this work. A total of 40 serial batch simulations conducted using the
nominal process parameters (i.e., T = 475 K and P = 1 Torr) then reveal drift in the product away
from the desired film thickness of 300 nm. The proposed EWMA algorithm is then applied within
a single reactor zone and shown to successfully reduce film offset to within the process noise level.
Finally, four concentric reactor zones are defined, each with a corresponding R2R controller and
initial gas-phase concentration. In the presence of both plasma variation caused by conditioning of
the reactor and spatial non-uniformity caused by consumption of the process gas, the proposed con-
trol scheme demonstrates significantly improved thickness uniformity regardless of radial position

within the reactor.

3.2 Process description and modeling

The process under consideration in this work is a parallel plate PECVD reactor utilizing two
charged electrodes designed to deposit thin films onto a single wafer placed on top of the lower
electrode; see Fig. [3.1] (left). We employ a showerhead arrangement to distribute the influent gas
stream consisting of a 9:1 mixture of hydrogen (H,) and silane (SiH,4) throughout the chamber.
Thin film growth proceeds through the production of plasma by an radio frequency (RF) power

source which generates a chemically reactive mixture of radicals. These radicals (namely, SiH3
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Figure 3.1: Macroscopic (left) and microscopic (right) PECVD simulation regimes.

and H) are transported to the surface via diffusion and convection where they react to form amor-
phous silicon (a-Si:H). Successful deposition requires the uniform growth of a 300 nm thick a-Si:H
film on a wafer with a diameter of 20 cm.

Two distinct simulation regimes exist within this framework: the macroscopic gas phase which
includes mass and energy balances, as well as the complex, microscopic surface interactions that
dictate the structure of the silicon film of interest. Fig. highlights the multiscale character of
this process and the need to capture the dynamics at both scales due to the codepedency between
the macroscopic and microscopic regimes. The following sections detail both the macroscopic

gas-phase model and the microscopic surface model.

3.2.1 Gas-phase model

The twelve dominant species that lead to film growth and their corresponding thirty-four gas-phase
reactions are accounted for throughout this work. A complete listing of the reactions, mechanisms
and rate constants are available in Table

The first set of results presented in this work, within the open-loop operation section, assume
that the process gas is well mixed and the rate constants do not depend on temperature. For this
case a differential mass balance is used to numerically integrate the species concentrations forward
with time and the resulting values are used without reference to the spatial location within the

PECVD reactor. The following differential equation demonstrates the possible contributions to the
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Table 3.1: Reactions included in the gas-phase model. Note: Rate constants have units of cm>/sec

and have been adopted from the collection prepared by Kushner et al. [41].

Reaction Mechanism Rate constant
R! e +H,—2H 7.66x10'2
R? e~ +SiH; — SiH; + H 9.57x10"3
R} e~ +SiH, — SiHy + H 3.40x10'2
R* e~ +SiHy — SiH, +2H 1.13x10"3
R’ e~ +SiHy — SiH + Hy + H 5.62x10'2
RO e~ +SiHy — Si+H, +2H 6.70x 102
R’ e~ +SiyHg — SiH3+SiHy +H | 2.15x10"3
R® e~ +SiyHg — H3SiSiH +2H | 7.41x108
R° e” +SisHg — H3SiSiH + SiHy | 3.35x10'
R'0 H + SiH, — SiHj; 6.68x 10!
R H + SiH, — SiH + Hy 1.20x10"3
R'? H + SiH3 — SiH, + H, 1.20x10"3
R"3 H + SiHy — SiH3 + H, 1.38x10'2
R H + H,Si = SiH, — Si>Hs 3.01x10'2
R H + SirHg — SiHy + SiH; 4.03x10'2
R16 H + SipHg — SioHs + H» 7.83x10!2
RY H + SizsHg — SiyHs + SiHy 1.19x10'2
R'8 H, + SiH — SiH; 1.20x10"2
R Hy +SiH> — SiHy 1.20x 10!
R SiH> + SiHy — SizHg 6.02x10'2
R*! SiH3 + SiH3 — SiHy + SiH) 4.22x10"?
R*? SiH3 + SiH3 — SirHe 6.02x10'2
R% SiH + SiHy — Si Hs 1.51x10'2
R* SiH, + SiHy — H3SiSiH +H, | 6.02x10'?
R® SiH, + SiyHg — SizHg 7.23%10"3
R* SiH» + SiH3 — SiyHs 2.27x 10!
RY SiH3 + SiH3 — SiH, + SiH, 4.06x10"3

R%8 SiHz + SiyHg — SiH4+ SioHs | 1.98x1013
R? SirHs + SiHy — SiHz +SirHg | 3.01x10'!

R3O SiH3 + SioHs — SizHg 9.03x 1013
R H;SiSiH + SiH, — SizHg 6.02x10'2
R SirHs + SixHs — SisHg +SiH, | 9.03x1013
R3 H3SiSiH — H,Si = SiH, 2.71x1013
R H,Si = SiH, — H3SiSiH 2.29x10'0
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mass balance for a given species:

. in . .
o S (T VIR = s+ T (3.1)
where ¢; is the concentration in mol /cm> of species i, t;, is the inlet gas time constant defined as
the reactor volume over the flow rate into the reactor, ¢, is the outlet stream time constant defined
as the reactor volume over the flow rate out of the reactor, vl.j is the stoichiometric coefficient for
reactant i in reaction j as listed in Table I'phys,i 18 the rate of physisorption of species i, and
Taps,i 18 the rate of abstraction of species i from the wafer surface.

The second set of results presented in this work, those referring to spatial non-uniformity in
film growth, utilize a gas-phase model that includes energy and momentum balances in addition to
the differential mass balance presented above. Under the assumptions of axisymmetric flow and
continuum in the gas phase, mass, energy and momentum balances allow for the detailed mod-
eling of the gas phase required in order to investigate spatial non-uniformities. The governing
equations have been developed at length for CVD-type applications (e.g., [71} 45 [11]); however,
here we apply the formulation by Armaou and Christofides [11] as radial dependence of species
concentrations is needed to be accounted for due to the strong dependence of thin film thickness
on photovoltaic efficiency. The mathematical model of the PECVD reactor consists of a flow ve-
locity profile and four nonlinear dynamic diffusion-convection-reaction equations in two (radial
and axial) dimensions (a set of four coupled parabolic PDEs). By treating the gas-phase as a
three-dimensional stagnation flow, the evolution of the flow velocity profile within the PECVD
reactor is computed from the Navier-Stokes and continuity equations. The spatio-temporal evo-
lution of the concentration of the species throughout the reactor is obtained by applying dynamic
material balances to the gas phase and accounting for diffusive and convective mass transfer, and
bulk and surface reactions. Finite-difference methods are then applied in order to discretize the
spatial derivative of the species concentration in the r and z directions (z is defined as the direction

normal to the wafer surface; see Fig. [3.1)). Finally, time integration of the resulting ordinary dif-
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ferential equations is performed using the alternate direction implicit (ADI) method. More details
on the model structure can be found in Armaou and Christofides [[11], and calculated steady-state

concentration profiles are discussed further in the spatial non-uniformity results section.

3.2.2 Surface microstructure model

The kMC methodologies applied in this work follow closely that of Crose et al. [13] and share
many features common to standard kinetic Monte Carlo processes; however, simulation results
generated by the multiscale model can vary widely due to discrepancies in the physical phenomena
and model parameters used. As such, details of the microscopic surface interactions are presented

here in full, starting with the thin film chemistry and growth kinetics.

Thin film growth chemistry

At the operating conditions of interest (I = 475 K and P = 1 Torr) two species dominate the
interactions on the growing film, SiH3; and H; the remaining species that exist in the gas-phase
model are prohibited from depositing on the lattice surface and as a result are ignored for the
remainder of the microscopic model. A schematic of the surface interactions is shown in Fig.
[3.2] and has been verified experimentally by Perrin et al. [56] and Robertson [61]]. Physisorption
occurs as SiH3 and H radicals encounter hydrogenated silicon sites (=Si—H) at the film surface

according to the following reactions:

SiHs(g)+ =Si—H —=Si—H - - SiHj;(s)
3.2)

H(g)+=Si—-H—=Si—H---H(s).
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Figure 3.2: Chemical model illustration showing particle-surface interactions.

Migration involves the rapid diffusion of physisorbed radicals across the lattice surface:

=Si—H---SiHs(s)+=Si—H — =Si—H+ =Si—H- - - SiHs(s)

(3.3)
=Si—H---H(s)+ =Si—-H - =Si—-H+ =Si—H---H(s),
eventually contributing to either hydrogen abstraction:
=Si—H---SiH3(s)+ =Si—-H — =Si—H+ =5i’ + SiH4(g), (3.4)

whereby a physisorbed SiH3 radical removes a surface hydrogen forming SiH4 and creating a dan-
gling bond (=Si), or chemisorption at a preexisting dangling bond site according to the following

reactions:

=Si—H---SiH;3(s) + =Si® — =Si—H+ =Si—SiH;
(3.5)

=Si—H---H(s)+ =Si® - =Si—-H+ =Si—H.

Chemisorption of SiHj3 at a dangling bond site permanently grows the lattice position by one
(i.e., the Si atom is fixed at that location and is no longer a candidate for migration), whereas

chemisorption of H results in the surface site returning to a hydrogenated state.
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Figure 3.3: Triangular lattice representation showing four microscopic processes. Processes from

left to right: migration, physisorption, chemisorption, and hydrogen abstraction.

Lattice Characterization

In our recent work [13], a solid-on-solid (SOS) lattice was implemented; specifically, particles in
each successive monolayer were centered above those of the previous layer and the occupation of
vacant postilions was enforced in order for the height of a given lattice column to increase. Alter-
natively, a two-dimensional triangular lattice is used in this work which allows for the deposition
of SiH3 and H particles (each deposited species is modeled by a single particle) without the re-
striction of SOS behavior. While an SOS square lattice does not allow for the creation of voids and
porous structure within the film, a triangular lattice can produce overhangs that lead to voids while
maintaining a minimum of two nearest neighbors per particle (see Fig. [3.3).

The size of the two-dimensional lattice is characterized by the number of lateral sites, L, and

the number of monolayers, H. Using a silicon diameter of ~0.25 nm, the physical length of the
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lattice can be calculated as 0.25 x L. Similarly, the thickness is calculated by:

T:O.ZS-H-?, (3.6)

where the factor /3 /2 accounts for the reduction in thickness due to the offset monolayers (refer to
Figs. and[3.4). The number of lateral sites is chosen to be 1200 in this work as it allows for the
morphology of the film to be adequately captured without being so large as to necessitate spatial
variations in the gas-phase. It is important to note here that although spatial variations in the gas-
phase species concentrations are introduced in later sections, they are applied at the macroscopic
scale (i.e., between reactor zones) not within individual microscopic kMC simulations.

In order to enforce the restriction that all physisorbed and chemisorbed particles exist in stable,
predetermined lattice locations, surface relaxation is included in the microscopic model. As shown
in Fig. an incident particle must first relax to a position that is centered within the defined tri-
angular lattice. Additionally, each particle must meet the criteria of at least two nearest-neighbors
to be considered stable. Unstable particles continue to relax down the lattice until a stable location

is reached.

Relative rates formulation

A standard Arehenius-type formulation can be used to estimate the rate of thermally activated

kinetic events (e.g., migration and hydrogen abstraction):
Tti= vie_E"/kBT , 3.7

where v; is the attempt frequency prefactor (s~ ') and E; is the activation energy of radical i. Fre-
quency prefactor and activation energy values are drawn from Perrin et al. [S6] to correspond to
the growth of a-Si:H films via the two species deposition of SiH3 and H.

Physisorption events follow an athermal or barrierless reaction model based on the fundamental
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Figure 3.4: Surface relaxation for physisorbed radicals. (a) Incident particle location. (b) Surface
Si particle in lattice. (c) Predefined triangular lattice site with one nearest neighbor. (d) Stable

position for incident particle (two nearest neighbors).

kinetic theory of gases which yields the following rate equation:

Tai =JiscNyO (3.8)

where J is the flux of gas-phase radicals, s. is the local sticking coefficient, N, is the Avogadro

number, and o is the average area per surface site. J can be calculated via the following equations:

Ji = i, (3.9)
_ Pi
Mi=pr (3.10)

Lz,-:,/ngT, (3.11)
Tm;

where 7); is the number density of radical i (here the reactive gas-phase is assumed to be ideal), i;

is the mean radical velocity, p; is the partial pressure of i, R the gas constant, T is the temperature,
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Table 3.2: Sticking coefficients and reaction rates composing the chemical model.

Thermally activated Athermal reactions
Reaction type Reaction rate (s~ 'site™!) | Reaction type Sticking coefficient
hydrogen abstraction 3.35%10° SiH3 physisorption 0.5
hydrogen migration 1.58x10'! hydrogen physisorption 0.8
SiH3 migration 1.16x10!!

kp is the Boltzmann constant, and m; is the molecular weight of radical i. Substitution of Egs.

3.9)-@.11) into Eq. (3.8) provides the overall reaction rate for an athermal radical i:

i [8kgT
Fai = zf_T’/ m[;,- seN,G. (3.12)

Reaction rates and sticking coefficients for the nominal process conditions (i.e., 7 = 475 K

and P = 1 Torr) are given in Table Sticking coefficients are reported for athermal reactions
rather than reaction rates as these are not dependent on the gas-phase composition which varies
significantly from batch to batch. The microscopic surface kinetics presented in this work have

been developed from the detailed work of Tsalikis et al. [69].

Kinetic Monte Carlo implementation

The time evolution of the lattice microstructure is simulated using a standard n-fold kinetic Monte

Carlo algorithm. The overall reaction rate is defined as

Fowl = a0 A1y 1", (3.13)

where r5™ is the rate of physisorption of SiH3, ! is the rate of physisorption of H, and r#* is the

rate of hydrogen abstraction forming SiHy. Surface migration does not factor into the overall rate
as it has been decoupled in the interest of computational efficiency and will be discussed at length
in the next subsection. At the beginning of each kMC event a uniform random number, y; € [0, 1]

is generated. If y; < yoits /Fotal, then an SiHj3 physisorption event is executed. If yoits /Riotal <
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n < (rf;’H3 + ) /o, then a hydrogen radical is physisorbed. Finally, if y; > (rf + rt"bs )/ Frotal»
then the abstraction of a surface hydrogen via SiH3z occurs.

Both physisorption of SiH3 and H start by selecting a random lattice site from a list of the avail-
able hydrogenated and dangling bond surface sites. If the chosen site contains a dangling bond, the
radical becomes instantaneously chemisorbed causing the lattice to grow by one; otherwise, the
radical is deposited on the lattice surface where it relaxes to a stable position (see Fig. before
becoming a candidate for migration events. Hydrogen abstraction proceeds by removing a random
SiHj particle to form SiHy4, which is returned to the gas-phase and execution continues. Next, a

second random number, 7>, is chosen and the time step for this kMC event is calculated as

S5t — _ln(YZ)

T'total

, (3.14)

where p € (0, 1] is a uniform random number.

Decoupling surface migration

Figure highlights the disparity in the frequency of migration events relative to other event
types. As a result, more than 99% of computational resources would be spent on migration alone
in a traditional brute force kMC algorithm. At the standard operating conditions of 7' =475 K and
P =1 Torr, it is clear that only a small fraction of simulation time contributes to events leading
to film growth; consequently, the computation of rapid particle migration is decoupled from our
standard n-fold kMC implementation using a two-dimensional lattice random walk process. A
kMC cycle is defined by a single physisorption or abstraction event. At the completion of each
cycle, a propagator is introduced to monitor the motion of physisorbed radicals. The total number
of propagation steps is Ny + Ngs;p, where

rH rfiH3

“H— : NS' =
H ; SiH3 "’ iH3
ra r?bj ”al }

. (3.15)
rgli —f—l’?bs +V§IH3

and rf’ and rf’H3 are the thermally activated migration rates of hydrogen and silane radicals,
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Figure 3.5: Normalized frequency of reaction events within the present KkMC scheme at 7 = 475

K, P =1 Torr, and a SiH}} mole fraction of 0.9.

respectively. The Ny and Ng;y, propagation steps are split evenly among the ny and ng;y, ph-
ysisorbed radicals. Each radical then undergoes a two-dimensional random walk process that
approximates the intricate movements of an individual particle with the bulk motion of the propa-
gator. The procedure of the random walk process is as follows: a radical type is chosen, a random
radical of the given type is selected, the weighted random walk with N; /n; propagation steps begins,
propagation continues until either N;/n; steps have occurred or the radical becomes chemisorbed
at a dangling bond site, the final position of the propagator is then stored as the radical’s new po-
sition and this cycle continues for all ny + ng;z, physisorbed species. It is important to note that
the weighting of each propagation step is such that an exponentially higher probability exists for a
particle to relax down the lattice as opposed to jumping up lattice positions. In a similar manner

to physisorption and hydrogen abstraction, the time increment for an individual migration step is
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calculated via the following equations:

~ —In(y) _ —In(y)
SIH — rl{_l 5 atSjH3 — ,,-517[{3 . (316)
Therefore, the total time required for all migration events, ¢, is determined to be
Mg In(y) M _1n Yi
A=Y r,,(% Y %3’) (3.17)
i t j ry

Film growth continues to develop under the hybrid kMC algorithm until the time allotted for a
given batch has elapsed, #54cp-

Our methodology of decoupling the diffusive processes from the remaining kinetic events has
been validated by confirming that the underlying lattice random walk process results: (1) in surface
morphologies and film porosities appropriate for the chosen process parameters, and (2) growth
rates on par with experimental values. Details of our model validation strategy are given in the

following sections.

3.3 Parallel computation

Due to the size of the multiscale simulations presented in this work, the computational demands are
non-trivial. Specifically, deposition of a 300 nm thick film with a horizontal dimension of 300 nm
requires a simulation time on the order of days when using a single processor. The results presented
in this work represent many successive batches, as well as data that has been averaged over several
repeated simulations in an effort to reduce noise that occurs due to the stochastic nature of the kMC
model. Consequently, computation on a single processor represents an impractical task; however,
we present parallel computation here as a viable solution.

The motivations behind the use of parallel computation are threefold. As mentioned previ-
ously, the reduction in simulation time for a serial task is significant through the use of multiple

processors. Second, kMC simulations inherently exhibit noise due to the stochastic nature of the
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model. By repeating a simulation with the same parameters numerous times we can reduce the
noise and obtain more accurate, averaged values. Finally, one might want to perform many simu-
lations at different conditions (e.g., to find suitable model parameters by testing various deposition
conditions and calibrating with known experimental data).

As a brief outline, the process of creating a parallel program can be broken down into three
elementary steps: (1) the original serial task is decomposed into small computational elements, (2)
tasks are then distributed across multiple processors, and (3) communication between processors
is orchestrated at the completion of each batch simulation. Here decomposition of the original
program is achieved by separating duplicate batch simulations only, as single batch operations

cannot be parallelized. The maximum achievable speedup can then be calculated as follows:

1

(3.18)

where S is the maximum speedup, P is the fraction of the program which is available for paral-
lelization (i.e., the fraction of the serial task which involves repeated batch simulations), and N is
the number of processors utilized [17]].

There are two general modes used in the assignment of tasks: synchronous and asynchronous.
Given the need for averaged data to be available before the next batch can be initiated, a syn-
chronous scheme is necessary despite a slight loss in performance as compared to an asynchronous
workflow in which processors are not required to wait for a batch competition before starting the
next task. In other words, if it is desired to simulate n batches of PECVD reactor with ten redun-
dant computations per batch, all ten redundant tasks must complete before the next batch in line
can be initiated.

Orchestration of the assigned tasks and communication between processors is achieved using
a standard message-passing interface (MPI) structure and therefore will not be discussed at this
time. Further details of the parallel computation strategy employed here can be found in the recent

publication of Kwon et al. [42] on which the parallel computation is based.
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To demonstrate the reduction in computational time, a sample batch-to-batch simulation is run
which includes 40 successive batches of PECVD of a 300 nm thick film with 10 redundant calcu-
lations per batch. The resulting computational requirements are shown in Table[3.3] It is clear that
significant time savings are achieved as the number of cores utilized is increased. Increasing the
number of cores also generates additional overhead costs due to the communication between cores
and the requirement that all cores wait for the completion of the slowest redundant calculation; this

is evident in the difference between the true and ideal speedup times when n.ppes > 1.

Table 3.3: Required time to complete a sample batch-to-batch simulation and the speedup time

achieved.
Neores | time (hours) | speedup (times) | ideal speedup (times)
1 73.83 1.00 1
2 38.11 1.94 2
4 19.45 3.80 4
10 8.32 8.87 10

3.4 Open-loop results

Throughout this work, simulations are conducted using a 1200 particle length (L = 1200) lattice
with a surface that is roughened using 2400 randomly distributed deposition events to ensure that
the results are not impacted by the initial configuration of the lattice. The inlet gas composi-
tion, temperature and pressure are chosen to represent industrially used PECVD parameters and to
correspond to conditions for which reliable experimental data exist. In the following two sections,
simulations at the center of the PECVD reactor are used to determine the fidelity of the hybrid kMC
formulation with respect to experimentally obtained film characteristics; later results will discuss
operation in other reactor zones in order to highlight the importance of thickness uniformity on the

efficiency of the thin film.
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Figure 3.6: Time evolution of dominant gas-phase species at 7 =475 K and P = 1 Torr.

3.4.1 Plasma composition, film roughness and hydrogen content

The temporal profiles for the five species with leading concentration are shown in Fig. [3.6 (Note:
this plot represents operation using typical process parameters, 7 = 475 K and P = 1 Torr). Here
the inlet gas stream is maintained at 9:1 ratio of hydrogen to silane with a flow rate of 75 cm?/s.
When compared to the time scale of a complete batch (¢p4; ~ 285 sec), the dynamics of the
species within the plasma are relatively short lived: within the first few seconds of operation all
five species quickly approach their respective steady state values. Detailed plasma models have
been developed by Amanatides et al. [1] and Kushner, M. [41]] which predict similar behavior for
the dominant species considered here and yields confidence in the plasma composition obtained in
this work.

Scanning tunneling microscopy has been used by Tanenbaum et al. [68] to accurately map the
surface morphology during the growth of a 50 nm thick amorphous silicon layer deposited at 523

K and 0.54 Torr. A 1200 particle wide lattice is grown under identical conditions and the root mean
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Figure 3.7: Comparison of experimental and simulated rms roughness at various film thicknesses.

square (RMS) roughness sampled at various thicknesses. The RMS roughness is calculated via the

following equation:

L
Y (hi—h)?, (3.19)

where A; is the height of the lattice at position i and % is the mean height of the lattice. As noted
previously, due to the triangular arrangement of Si atoms, the height at a given position is calculated
to be v/3/2-n where n is the number of layers. The results in Fig. represent considerable
consistency between the experimental work of Tanenbaum et al. [68] and the prediction of the
multiscale model, owing further confidence to the hybrid kMC methodology used here.
Calibration of the hydrogen content within the film is accomplished by varying the deposition
temperature in successive batches before postprocessing the film to determine the atomic hydrogen
fraction. Comparing these values to those reported in literature [2, 7, 39]] reveals three deposition
regions with distinct behavior: (1) below 500 K the hydrogen content decreases linearly with in-
creasing deposition temperature, (2) between 500 K and 575 K atomic hydrogen fraction remains
relatively unchanged and (3) above 575 K the hydrogen capacity of the film begins to increase
(see Fig. 3.8). While the observed range for the atomic hydrogen fraction falls within the accepted

experimental region, the upturn above 575 K contradicts the expected behavior. The shift in hydro-
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Figure 3.8: Hydrogen content dependence on deposition temperature.

gen content at high deposition temperatures is believed to be due to competition between migration
and hydrogen abstraction. When operating below 550 K, an increase in temperature will boost the
migration rate for surface radicals resulting in a more dense lattice; however, at high tempera-
tures migration down the lattice cannot overcome the rapid creation of dangling bonds leading to a
porous film with increased hydrogen content. In this work the operating conditions of interest call
for T = 475 K which lies within the linear region in which the model captures well the available
experimental data.

Due to the complexity of the thin film microstructure, the hydrogen content alone cannot be
used to determine the validity of the multiscale model developed here. Instead, the criteria of
interest is the relationship between the porosity of the film and the hydrogen content. In this work,

the site occupancy ratio (SOR) is used as a measure of porosity:
n
SOR = —, (3.20)

LH

where n is the number of occupied lattice sites and LH is the total number of sites within the
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lattice. Given that hydrogen persists on the interior surfaces of the film it is expected that a strong
correlation exists between the hydrogen content and SOR.

Fig. shows the details of the film microstructure produced by the model at T = 475 K and
P =1 Torr. The scale of the lattice has been reduced here in order to demonstrate the porosity
of the film, a typical simulation used in this work produces a lattice with dimensions L = 1200
and H ~ 1400 particles. The lattice shown has an SOR of 86% and an fy of 13.8%. While
Fig. provides insight into the morphology of the amorphous thin film, further simulation is
necessary in order to determine the accuracy of the multiscale model. Consequently, the deposition
temperature is again varied and the hydrogen content of the resulting films calculated; however, in
this case the hydrogen content is plotted against the SOR as experimental data is readily available
for comparison. In Fig. it is clear that regardless of the SOR (i.e., porosity) of a given thin
film, the multiscale model developed in this work accurately reproduces the hydrogen content. In
the interest of clarity, consider two simulated thin films: the first contains a distribution of small
(e.g., mono- and di-) vacancies as well as less frequent, long range voids. The second simulated
film may contain only a single, large pore. While the SOR of both films may be calculated to be
86%, the hydrogen content would vastly differ due to the degree of interior surface area available
in each case. As such, the strong agreement in the relationship between the film SOR and hydrogen
content yields confidence is the ability of the multiscale model developed in this work to reproduce

the deposition of a-Si:H thin films with accurate structure and composition.

3.4.2 Batch-to-batch variability

Successive deposition sequences lead to fouling on the interior surfaces of the PECVD reactor
causing rapid drift in the electron density of the plasma during the first several batches. The
resulting drop in the concentration of SiH3z causes the growth of the a-Si:H layer to slow yielding
thin films which deviate significantly from the target thickness. This effect is demonstrated in Fig.
where the film thickness after 284 seconds of deposition is reported for 40 successive batches.

By batch number 40, the reactor is considered to be fully conditioned and the electron density of
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Figure 3.9: Representation of voids within a typical simulated lattice. (Note: Only a fraction of

the full size lattice is shown in order to highlight porosity.)
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Figure 3.10: Relationship between film SOR and hydrogen content.
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Figure 3.11: Batch-to-batch drift in the film thickness.

the plasma is held constant thereafter. A deposition time of 284 seconds is utilized here as this
represents the average time required for an a-Si:H layer to reach 300 nm thickness when simulated
using the nominal process parameters discussed previously.

Films deposited in later batches show an offset of up to 5% from the target thickness of 300
nm. Due to a need for nanometer scale resolution in silicon processing industries, an offset of ~15
nm represents an unacceptable margin and has been shown to adversely affect the photovoltaic
efficiency of the thin film [34]. Although the loss in efficiency due to batch-to-batch variations is
relatively minor (e.g., on the order of 1%), the effect becomes greatly exaggerated when spatial
variations within the PECVD reactor are accounted for. The following sections detail our efforts
to reduce offset in the film thickness using a run-to-run control algorithm and spatially distributed

operating temperatures.
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3.5 R2R control of film thickness

Recently Crose et al. [13] demonstrated that the deposition rate of a-Si:H can be regulated by
adjusting the temperature of the parallel plate reactor to values determined a priori by a non-linear
growth rate equation. They have shown that through the use of an appropriate open-loop operation
strategy, films can be deposited with uniform thickness in order to optimize photovoltaic efficiency;
however, this strategy is limited to a single batch and therefore cannot account for efficiency loss
due to batch-to-batch variability in the product thickness. In this work, we build upon the concept
of regulated deposition temperatures in order to develop an operation strategy which can drive the
thickness of the film to the desired set-point of 300 nm in the presence of drift in the electron
density of the plasma. As a result, it is first necessary to develop a relationship between the thin
film growth rate and the deposition temperature within the multiscale model.

The growth rate of the film is plotted against deposition temperature in Fig. The nominal
process parameters call for a deposition temperature of 475 K. In the vicinity of chosen operating
conditions the growth rate is shown to be proportional to the deposition temperature; consequently,

a linear growth rate equation is derived using standard least squares methods:

G(T)=0.0365T —6.56 (nm-K~ s ). (3.21)

Due to the brief startup time for the reactor, the thickness (7) of a deposited layer can be approxi-
mated as follows:

T=G(T) - tyaren- (3.22)

Together Eqgs. [3.21] and [3.22] allow for the conversion between thickness measurements and tem-
perature units required for closed-loop operation. A detailed closed-loop calculation is provided in

the following section.
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Figure 3.12: Relationships between growth rate and temperature for the nominal operation param-

eters.

3.5.1 EWMA formulation

Given the difficulty of continuous time measurement within a PECVD reactor, a run-to-run control
strategy is utilized in this work which requires only post-batch measurement [43] 44]]. Specifi-
cally, at the completion of a batch deposition process (i.e., after 284 seconds of simulation time)
the thickness of the amorphous silicon layer is measured and fed into an EWMA (exponentially
weighted moving average) algorithm which updates the temperature of the reactor for the next
batch in an effort to overcome the aforementioned thickness non-uniformity. A schematic of the
closed-loop operation strategy is shown in Fig. Details of the EWMA algorithm (i.e., the

post-batch simulation regime) are provided below:

&1 = (1 = A) &+ A(Tsp — Thnoder)
(3.23)

Tiy1 = Ti + €41,

where €, is the parameter correction for the k + 1 batch, A is the learning factor, T is the

temperature that the model predicts will be necessary to reach the set-point given #p;, seconds of
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Figure 3.13: Run-to-run operation of PECVD reactor.

deposition, 7,4, 1s the temperature that the model predicts should lead to the measured thickness,
and Ty is the updated deposition temperature for the k+ 1 batch based on the previous deposition

temperature and the parameter correction value, & .

3.5.2 Closed-loop operation

Three data sets are shown in Fig. 3.14} the square data points represent successive batch operation
without the application of the EWMA control algorithm. As stated previously, after 40 batches the
product is roughly 5% below the desired set-point of 300 nm. The spherical data points represent
repeated simulation using the nominal process parameters (i.e., no drift in the electron density
and no control strategy applied). This provides some insight into the level of process noise and
represents the threshold for perfect operation of the controller. Finally, the triangular data points
represent the simulated reactor under the influence of the proposed EWMA control algorithm.

Similar to the case with no control, we see that the thickness of the product initially moves away
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from the set-point (batches 1-3). However, in the following batches the parameter error correction,
€, begins to counteract the effect of drift in the electron density. By batch 10 the controll