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ABSTRACT OF THE DISSERTATION 

Investigation of Interfacial Flow Dynamics and Mass Transfer in Multi-String 

Heat and Mass Exchangers for Desalination and Cooling Applications 

by Erfan Sedighi                                                                        

Doctor of Philosophy in Mechanical Engineering                          

University of California, Los Angeles, 2023                                 

Professor Yongho Ju, Chair 

The flow of liquid films down thin vertical fibers is of significant interest in various 

applications, such as fiber coating and string-based heat and mass exchangers. This unique 

configuration can provide an enhanced high rate of exchange in heat and mass. However, the 

fluid dynamics and interfacial heat and mass transfer mechanisms of these films are convoluted 

and depend on several parameters, including wettability, size of the nozzle and the fiber, and 

stream-wise liquid temperature/concentration change. This dissertation aims to develop a high-

efficiency heat and mass exchanger utilizing a unique string-based configuration and presents a 

comprehensive investigation of the wetting interaction of liquids with nozzles and vertical fibers 

using experimental, numerical, and theoretical approaches. We conducted a systematic study on 

the capillary-driven rise of liquids on small cylindrical nozzles and the alteration of flow regimes 

of liquids flowing on a fiber as a result of stream-wise property change. Our proposed flow 

regime diagrams incorporate the effects of flow parameters to predict flow behavior under 

various conditions. We further developed simplified analytical and numerical models to simulate 

the transient liquid flow on the nozzle and the fiber at significantly lower computational costs. 

We considered liquids with a wide range of viscosity values in our studies and validated our 

solutions using extensive experimental and high-fidelity simulation data. Finally, we designed, 
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constructed, and operated a complete multi-string humidification-dehumidification (HDH) 

desalination setup, which produced ~60 L of fresh water per day while working at an RR and 

GOR of 7.5% and 2.9, respectively. Our exchanger's unique configuration enables high mass 

exchange rates per device volume, resulting in enhanced exchanger effectiveness, and allows for 

air circulation at low electrical consumption rates. Additionally, an intermediate bypass air-line 

reduced the stream-to-stream enthalpy difference, resulting in higher thermal efficiency. During 

our reliability study, we demonstrated that our system is capable of efficiently processing 

hypersaline brine streams with concentrations as high as 250 g/L. Given the relatively high 

thermal efficiency, low maintenance requirements, and low electrical consumption of the multi-

string desalination device, these novel devices have demonstrated their potential to reduce the 

cost of producing fresh water. 
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CHAPTER 1 

 

1. Introduction 

 
1.1 Motivation 

Thin liquid films flowing down a vertical fiber subject to thermal and mass exchange effects 

have been previously studied due to their importance in a variety of industrial applications, 

including dry and wet cooling systems and heat and mass exchangers for vapor, CO2, and 

particle capture [1]–[4]. In addition to cooling and particle capturing applications, multi-string 

based exchangers that use such structure are a suitable candidate for desalinating hypersaline 

water using Humidification-Dehumidification (HDH) mechanism due to their extremely simple 

structure and offering high amount of vapor exchange per given volume [1], [4]. A multi-string 

exchanger for both heat/mass transfer purposes offer several advantages over the existing 

systems including lightweight and low-price structure, extremely low electricity consumption 

due to its highly porous structure, low maintenance demand, high thermal/mass exchange 

effectiveness, etc.   

A systematic design approach and implementation is needed to build a highly efficient multi-

string exchanger that can be used in desalination and cooling systems to maximize the 

performance. This includes investigating the effect of nozzle wettability on liquid flow in such 

devices [5]. Moreover, changes in liquid properties like surface tension and viscosity of thin 

films flowing on fibers due to the presence of a temperature and/or concentration gradient 
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influence the characteristics of these flows [6].  An improved understanding of the effect of the 

liquid property variation along fibers as a matter of heat and mass exchange is crucial for 

physics-based design and optimization of such heat and mass exchangers. This will eventually 

result in lowering the costs of desalination and industrial cooling. 

 
1.2 Study of capillary-driven rise of liquids on small nozzles 

Well-wetting liquids exiting small-diameter nozzles in the dripping regime can partially rise 

along the outer nozzle surfaces. This is problematic for fuel injectors and other devices such as 

direct-contact heat and mass exchangers that incorporate arrays of nozzles to distribute liquids. 

The associated flows are governed by complex interplay of surface tension, non-uniform 

pressure distribution within a pendant drop, gravity, and viscous forces. Ambravaneswaran et al. 

[7], [8] proposed flow regime diagrams that showed the transition between the dripping and 

jetting regimes as a function of the flow rate and viscosity for a Newtonian liquid. The transition 

was shown to be delayed at low viscosities where a buffer regime, called the complex dripping 

regime, occurs before the jetting regime. A later study [9] shows that the previous scaling laws 

do not apply for very large nozzles and proposes an alternative group of dimensionless numbers 

to capture flow regime transition in the limit of negligible viscous effects. 

At sufficiently low flow rates, for nozzles with wettable outer surfaces, part of the liquid may 

rise up along the outer surfaces due to capillary effects. This is problematic for injection nozzles 

in combustion engines where residual fuel on the nozzle outer surface can lead to carbon 

contamination and increase the pollutant emission[10], [11]. Direct contact heat and mass 

exchanger devices[12], [13] that utilize liquid beads generated using nozzles are another 

example.   If these nozzles are not sufficiently long, the liquid rising up the nozzle outer surface 
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may form liquid pools or otherwise interfere with the formation of well-defined liquid beads. An 

earlier study[14] investigated the capillary rising phenomenon on the outer surface of wettable 

nozzles using a fixed liquid for a very limited range of nozzle sizes and flow rates. Hence, the 

effect of liquid properties, nozzle size, and flow characteristics on the rising and their relative 

importance in this problem was not thoroughly discussed which calls for a more comprehensive 

study in order to give a better understanding for the physics behind such a complex flow. 

We experimentally and numerically investigate the effects of liquid properties and flow 

parameters on the capillary rise of wetting liquids along the outer surface of a nozzle. The 

maximum height of the meniscus is reported as a function of the flow rate, nozzle diameter, and 

liquid viscosity.  In the limit of low flow rates, quasi-static models based on the Young-Laplace 

equation capture the measured temporal variations in the meniscus height and its maximum 

values.  We perform a parametric experimental and numerical simulation study to determine the 

critical flow rates in terms of the three main dimensionless parameters: the Bond number, the 

Weber number, and the Ohnesorge number. 

Figure 1.1 graphically illustrates three different rising behaviors.  The images are from 

different relative time points with respect to one dripping period, T, under each flow condition. 

The first case (a) is for very low flow rates and shows significant capillary rise.  The bottom 

portion of the liquid meniscus (pendant droplet) is close to and nearly touches the bottom tip of 

the nozzle during the rising period.  For this case, we can describe the liquid shape and temporal 

evolution of the meniscus height on the nozzle outer surface using static or quasi-static models.  

The second case (b) is for moderate flow rates where the pendant droplet does not stay pinned to 

the bottom tip of the nozzle during most of the dripping cycle and becomes elongated with time. 
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The bottom tip of the nozzle stays fully immersed in the liquid.  The third case (c) is for either 

very high flow rates (We > 0.1) or for very viscous liquids (Oh > 1 for We as small as 0.001) 

where the flow is about to transition to jetting and there is no appreciable capillary rise along the 

nozzle outer surface.  Numerical simulation of the Navier-Stokes equations can capture the 

capillary rise dynamics even under moderate and high flow rates, but it requires significant 

computational resources and time. 

 

Figure 1.1: The three different capillary rise behaviors of silicone oil v50 on a stainless-steel 

nozzle under different conditions:  a) at low flow rates, b) at moderate flow rates, and c) at high 

flow rates. 

 

Hence, it is necessary to rigorously study the effect of solid-liquid interaction on the flow 

dynamics of capillary-driven liquid rise on cylindrical nozzles using experimental, numerical and 

analytical modeling approaches. This leads to a more efficient and optimized nozzle design in 

systems using wetting liquids by reducing both the risks of contamination and high pressure drop 

in such devices. 
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1.3 Study of the effect of liquid property change on flow dynamics of 

liquid film flow on thin fibers  

 
It is generally known that when a liquid film with a thickness comparable to that of the fiber 

is used, liquid beads start to form due to the complex interplay of surface tension, gravitational, 

inertial, and viscous forces. Several research groups experimentally investigated and analyzed 

different flow regimes of these liquid beads flowing down a string. In an early study, a set of 

experiments was run to study the effect of the flow rate on the flow regime [15]. They 

qualitatively observed three different regimes of the interfacial patterns in the form of traveling 

liquid beads. At small flow rates, the isolated droplet regime occurs where widely spaced large 

droplets flow down the fiber separated by secondary small-amplitude wavy patterns. At higher 

flow rates, the Rayleigh-Plateau (RP) flow regime emerges where a stable train of droplets 

propagate at a constant speed. If the flow rate increases further, the convective instability regime 

emerges as collision of large droplets occurs in an irregular fashion. Figure 1.2 shows how these 

three flow regimes occur when the mass flow rate of silicone oil v50 flowing on a 0.2 mm 

monofilament changes from 0.006 g/s to 0.02 g/s to 0.1 g/s. Videos regarding the effect of 

physical parameters on the flow behavior are available at https://youtu.be/h64IAqrkYR8 and 

https://www.youtube.com/watch?v=ldlRN0CKYPc. 

https://youtu.be/h64IAqrkYR8
https://www.youtube.com/watch?v=ldlRN0CKYPc
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Figure 1.2: Silicone oil v50 flowing on a monofilament with 0.2 mm thickness. The mass flow 

rate increases from 0.006 g/s to 0.02 g/s to 0.1 g/s from left to right. 

 

More recently, the effect of physical parameters, including liquid properties and the nozzle 

geometry, on the flow regime have been comprehensively investigated experimentally [16], [17]. 

The RP to convective flow regime transition can also be triggered by inducing a gradient to 

physical properties (i.e., surface tension/viscosity) of the liquid film along the fiber [6], [18].  

Prior experimental works showed that the RP flow regime offers a higher overall transfer 

coefficient than the annular film flow on a fiber which proves maintaining a stable train of liquid 

beads is important for reliable heat and mass transfer performance in many applications [19]–

[22]. Although many previous studies have focused on the dynamics of viscous thin films 

flowing down fibers, the thermal and mass exchange effects on the fiber coating dynamics have 

received less attention. We numerically, using commercial Navier-Stokes solver, and 
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experimentally explore the flow dynamics of train beads on fibers under thermal and mass 

exchange effects to provide more accurate predictions that accounts for the change in liquid 

properties. We further utilize Orr-Sommerfeld analysis to propose regime transition prediction 

lines for liquids with intermediate viscosity range such as Calcium Chloride aqueous solutions 

which are used in our string-based exchanges for dehumidification purposes.  

Figure 1.3 shows a schematic of the setup we use to investigate the flow dynamics of the 

train of beads. Figure 1.4 shows a comparison between two experimental cases and CFD 

simulations where the train of beads have been captured accurately for both absolute RP regime 

and at the onset of absolute RP to convective instability induced by thermal effects. 

    

 
      Figure 1.3: Schematic of the experimental setup for investigating the effects of thermal and 

mass exchange on the flow dynamics of liquid films on thin fibers. 
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(a1) 

(b1) 

 

(a2) 

(b2) 

 

Figure 1.4: Profile comparison between (a) experiment and (b) incompressible Navier–Stokes 

simulation for the (1) RP flow regime and (2) onset of RP to convective induced by thermal 

effects for silicone oil v50. 

 

 
1.4 Humidification-Dehumidification (HDH) desalination using         

multi-string exchangers 

Fresh water is a precious and limited resource. Agriculture, drinking, sanitation, and 

thermoelectric power plant cooling all require significant amounts of fresh water. However, 97% 

of water on earth is saline water and not suitable for many of these applications. This has 

motivated intense research efforts in developing various technologies for desalination and 

treatments/reuse of industrial and municipal wastewater. The utilization of seawater for drinking 

purposes, however, is still limited by the high energy cost over production of present desalination 

technologies. This shows that still a lot of work needs to be done to further enhance the 

efficiency of desalination systems and make them affordable for a wider range of users.  

Desalination systems can generally be divided into three groups: membrane-based systems, 

thermally driven systems, and desalination systems that use other innovations, e.g., electro-

dialysis (ED) or mechanical vapor compression (MVC), for desalinating purposes [23]. The 

desalination systems that primarily rely on membrane filtration generally consist of, membrane 

distillation, reverse osmosis, and forward osmosis [1], [24], [25]. Thermally driven systems are 

mostly based on solar still, solar chimney, humidification-dehumidification (HDH), multi-stage 

 
2 cm 
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flash (MSF) evaporation, and multi-effect distillation (MED) [24], [26]–[28]. Reverse osmosis 

(RO)[29], [30], a membrane-based desalination technique, has been widely used for desalination 

of sea water, brackish groundwater and treatment of waste-water in large scales and it is 

considered the leading and the most optimized membrane-based desalination process [31]. 

Typical RO plants in a multi-stage design provide water recovery of 50%. However, the general 

performance and efficiency depends on the feed characteristics, feed salinity, pre-treatment, 

design configuration, and brine disposal considerations [32], [33]. Therefore, high consumption 

of electricity and increased pre-treatment and membrane maintenance cost due to membrane 

fouling, and their relatively low limits on the acceptable salinity of feed water are major 

drawbacks of this kind of desalination systems[30], [31], [34], [35]. In other words, system 

performance is highly dependent on its filtration parts, and therefore, demands a high degree of 

maintenance due to membrane fouling and scaling to keep its productivity at a reasonable level.  

Thermal desalination techniques such as HDH have become an appealing technology for 

brine concentration during the past few decades as they are more fit to run with a renewable 

energy source (i.e., solar energy), can process brine having salinity much greater than seawater, 

and can be utilized in more compact and portable platforms compared to the desalination systems 

that are purely relied on membranes. MSF and MED processes are among the most reliable and 

very well-known thermal desalination techniques. MSF desalination plants, for instance, were 

being utilized by about 21% of the world’s total installed or contracted desalination systems at 

2015 [36]. However, MSF process is highly energy-intensive where the energy consumption 

easily exceeds 20 kWh per meter cubed of produced fresh water [37], [38].  
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There are performance parameters that are frequently used by researchers to quantify and 

compare the performance of thermal desalination systems. Here, we introduce two important 

factors. A parameter most widely used to quantify the performance of thermal desalination 

systems is the gained output ratio (GOR), defined as the ratio between the latent heat of 

condensation and the net thermal energy input (Eq.1). Where it indicates how much fresh water 

is being produced per unit heat applied to the system.   

𝐺𝑂𝑅 =
�̇�𝑝𝑤ℎ𝑓𝑔

�̇�𝑖𝑛
      (1.1) 

�̇�𝑝𝑤 is the rate of purified water production, hfg is the latent heat of vaporization, and �̇�in is 

the rate of heat being applied to the device. Another important parameter that is commonly used 

in the literature is the recovery ratio (RR). RR, as defined in Eq. (2), is the ratio of the amount of 

water produced (�̇�pw) per kg of brine feed (�̇�b,in). In a desalination system working with a 

closed air loop, once the steady-state condition is reached, evaporation and condensation happen 

at the same rate, hence RR can be calculated using the rate of either evaporation or condensation. 

𝑅𝑅 =
�̇�𝑝𝑤

�̇�𝑏.𝑖𝑛
      (1.2) 

Note that, since GOR depends on the rate of freshwater production, having a higher RR may 

also result in having higher GOR. However, GOR also depends on heat recovery and as more 

heat is recovered from the hot product, less energy (i.e., �̇�𝑖𝑛) would be needed to run the system 

at the same water production level.   
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Humidification and dehumidification (HDH) thermal desalination technique is a better choice 

for small to medium scale and mobile desalination and water treatment applications [39]–[41] 

since it can operate under a wide variety of conditions using a low-grade heat source (e.g. a solar 

panel) and its simple construction needs. An HDH unit mimics our natural water cycle by first 

humidifying a carrier gas (i.e., air) and then condensing water vapor to produce distilled water 

(see Figure 1.5). Hence, the HDH system operates with evaporation and condensation cycles that 

consists of an air stream, being driven via either natural or forced convection, and a water stream 

[42]. It can be further classified based on the stream that is being heated in the system: air-heated 

or water-heated. For either heating scenario, four different approaches are available depending 

on whether each fluid stream is undergoing a closed cycle or an open cycle configuration [23]. 

Figure 1.5 qualitatively shows how a closed-air open-water (CAOW) water-heated HDH cycle 

works which have been investigated through many numerical and experimental research. The RR 

is, generally, found to be much lower for the HDH system than conventional systems. This might 

seem like a drawback for the overall performance of an HDH system. However, using a multi-

stage or the so-called “feed-and-bleed” design can solve the problem and RR can be further 

improved until a limit set by the device’s salinity tolerance. Another drawback for HDH systems 

is the need for dehumidifiers with very large surface areas. This is mostly due to the presence of 

non-condensable gases while working under atmospheric conditions which makes the 

condensation process less efficient. Hence, designing and utilizing an efficient dehumidifier is 

crucial for any HDH system to make them more affordable and reduce the final cost of 

freshwater production.   

 



12 

 

 

Figure 1.5: Closed-air open-water (CAOW), water-heated, humidification-dehumidification 

(HDH) inspired by the natural water cycle.  

 

A primary issue with earlier versions of HDH systems is their relatively low effectiveness for 

dehumidification. Much higher surface areas are needed for condensation to compensate for the 

low mass transfer rates due to the abundant amount of non-condensable gases under atmospheric 

conditions [43]. This leads to a more critical challenge with HDH which is its low energy 

efficiency. To enhance thermal efficiency, past studies [44] proposed mass extractions/injections 

between a humidifier and a dehumidifier to thermodynamically balance the HDH system and 

maximize the thermal energy recovery by reducing entropy production. However, even with 

implementing the proposed scenario on the existing heat/mass exchanger technologies, a 

previous theoretical study projected that exchangers of very large sizes are still needed to give 

GOR values that are competitive among other highly efficient desalination devices [45].   
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We combined our understanding of thermodynamics of HDH desalination, heat and mass 

transfer in multi-string exchangers, and other related physical and practical constraints with an 

optimization algorithm to design, build, and run a highly efficient thermal desalination system 

that can reach high values of GOR and, at the same time, can tolerate high levels of brine 

salinity. The design shown in Figure 1.6 qualitatively illustrates the design that we propose after 

rigorous and comprehensive numerical and experimental studies on a complete HDH 

desalination system using multi-string exchangers.  

   

 

Figure 1.6: Schematic of overall project concept. Dashed lines with arrowheads show the 

direction of the airflow in the exchangers.  
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1.5 Objectives of the present study 

The present study aims to (i) present a combined analytical, experimental, and numerical study 

to help identify the critical parameters governing the flow regime and the characteristics of 

capillary-driven rise of wetting liquids on outer surface of cylindrical nozzles such as nozzle size 

and liquid properties, (ii) experimentally and numerically, including incompressible Navier-

Stokes CFD simulations, study the effect of heat/mass exchange on the flow regime of train of 

beads flowing down thin fibers, (iii) a first-ever experimental study of incorporating liquid 

desiccants in string-based exchangers for dehumidifying wet air streams at high dehumidification 

rates, (iv) conduct a comprehensive thermodynamical and heat transfer analysis on HDH systems 

and build a systematic numerical design framework that can find optimum working condition for 

a given HDH desalination system utilizing multi-string exchangers for humidification and 

dehumidification of the wet air stream, and (v) fully design and construct a complete HDH 

desalination system prototype for producing fresh water from hypersaline brine feeds at 

relatively high thermal efficiency and low maintenance level compared to similar existing 

devices . 

 
1.6 Organization of the thesis 

This dissertation studies the interaction of liquids and wettable nozzles and fibers, and 

applications of liquid flow on thin fibers for water treatment and air conditioning. 

Chapter 2 presents a combined analytical, experimental, and numerical study to help identify 

the critical parameters governing the flow regime and the characteristics of capillary-driven rise 

of wetting liquids on outer surface of cylindrical nozzles. We perform a systematic experimental 

investigation by varying the nozzle outer diameter in the range of 0.7 to 3.2 mm. The 
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experimental results are recorded using a high-speed camera and analyzed to evaluate the 

characteristics of the capillary-driven flow, such as the meniscus rise with time, meniscus contact 

angle, and the maximum height the meniscus reaches for each individual case. We limited our 

study to the dripping regime, where no jetting occurs. To help interpret the experimental results 

and investigate the possibility of offering analytical solution to the problem, we conduct a set of 

transient Navier-Stokes CFD simulations by using appropriate geometry, grid structure, and 

accurate solvers. 

Chapter 3 uses a similar approach but this time for investigating dynamics of thin liquid films 

flowing down on vertical fibers under non-uniform thermal effects. The proposed full lubrication 

model for numerically modeling the train of beads includes the slip boundary condition, various 

curvature terms, and a film stabilization term. We analyze the modeling results and compare 

them to our experimental and CFD simulation data for similar cases to first validate the model 

and then use it for flow regime predictions. We offer a more rigorous investigation compared to 

the recent works on the thermal effects on flow dynamics of train of liquid beads. 

Chapter 4 conducts investigation on a single-string mass exchanger used for dehumidifying 

an air stream. We incorporate liquid desiccants (Calcium Chloride aqueous solutions) at different 

concentrations into the exchanger and study its dehumidification performance. This study also 

investigates the effect of liquid property change, as a matter of concentration change due to 

condensation, on the flow dynamics of the liquid desiccant film on cotton threads. We 

experimentally demonstrate that the flow regime of liquid desiccant can change from absolute RP 

to convective instability only by absorbing moisture from the wet air stream. We then use Orr-

Sommerfeld analysis to give accurate predictions on the transition flow rates for liquids with 

intermediate viscosity such as CaCl2 aqueous solutions.    
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Chapter 5 starts with giving a detailed thermodynamics analysis on HDH desalination 

systems in general. Then a systematic model that incorporates heat and mass transfer equations is 

built to predict the performance of a given multi-string HDH desalination system under various 

conditions. We then use those findings to design a desalination system that offers high thermal 

efficiency values while requiring low maintenance. We then construct a desalination system 

utilizing multi-string exchangers for both humidification and dehumidification. We perform a 

series of experimental study to validate our modeling and compare the performance with similar 

devices in the literature. Recovery Ratio (RR) and Gained Output Ratio (GOR) are 

experimentally measured as a function of water-to-air mass flow rate ratio using three different 

approaches. The effect of inlet brine salinity level and temperature is also studied. 
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CHAPTER 2 

 

2. Capillary-Driven Rise of Well-Wetting Liquid on the Outer 

Surface of Cylindrical Nozzles 

 
Well-wetting liquids exiting small-diameter nozzles in the dripping regime can partially rise 

up along the outer nozzle surfaces. This is problematic for fuel injectors and other devices such 

as direct-contact heat and mass exchangers that incorporate arrays of nozzles to distribute 

liquids. We report our experimental and numerical study of the rising phenomenon for wide 

ranges of parameters. Our study shows that the interplay of three dimensionless numbers (the 

Bond number, the Weber number, and the Ohnesorge number) governs the capillary-driven rise 

dynamics. In general, as the flow rate or the viscosity increases, the capillary-driven rise height 

over each dripping period becomes smaller. We identify liquid flow rates below which the 

temporal evolution of the meniscus positions can be well approximated by a quasi-static model 

based on the Young-Laplace equation. Our analysis reveals two critical Bond numbers that give 

nozzle sizes which correspond to the maximum meniscus rise and the onset of capillary-driven 

rise cessation. These critical Bond numbers are characterized as functions of the contact angle, 

regardless of fluid type. Our study leads to a more efficient and optimized nozzle design in 

systems using wetting liquids and introduces a more robust approach for surface tension 

measurement using pendant drop method. 
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2.1 Background 

Liquid dripping from nozzles has been studied extensively in the literature[9], [46]–[50] as it is 

observed commonly in faucets[7], [51]–[53], and also in such diverse applications as printing[54]–

[58], fiber coating[59], [60], microencapsulation[61]–[65], and fuel injection[10], [11].  The 

associated flows are governed by the complex interplay of surface tension, gravitational, inertial, 

and viscous forces. However, Eggers describes the slow dripping process as a case where surface 

tension forces are in balance with gravitational forces and the liquid undergoes a sequence of 

equilibrium conditions[46]. 

Some early theoretical and experimental studies examined dripping of highly viscous liquids at 

low flow rates to minimize the effects of inertia.  In one study, breakup of a polymeric liquid 

filament into droplets was studied using a one-dimensional thin-filament analysis[66]. A 

viscoelastic liquid was shown to delay satellite droplet formation and maintain the thinnest point 

on the filament at the midpoint between droplets. In another study, Wilson[67] investigated the 

dripping of a viscous fluid from a nozzle and modeled the unsteady extension of a viscous thread 

under its own weight.  Wetting of the outer nozzle surface was suggested as one of the major 

sources of errors in the previous model but no systematic experiments quantifying the phenomenon 

were reported. 

A decade later, Eggers and Dupont[68] developed one-dimensional partial differential 

equations to describe the shape and internal flow fields of a thin axisymmetric column of a viscous 

fluid.  They investigated the nature of singularities during necking and captured experimentally 

determined drop profiles close to the break-up point. 
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Zhang (X.) and Basaran[69] did a comprehensive experimental study, considering finite 

inertial effects, on droplet formation by examining the effects of both fluid properties and nozzle 

dimensions on the development, extension, and breakup of a liquid thread, and satellite droplet 

formation. They practically proved that, for cases where the inner to outer radius ratio is higher 

than 0.2, the wall thickness shows almost no effect on meniscus evolution and breakup volumes.  

Richards et al.[70] conducted a direct numerical simulation study, using a combination of 

volume of fluid (VOF) and continuous surface force (CSF) methods, on drop formation from a 

liquid jet at relatively high inertial to viscous forces (Reynolds numbers >250). In the considered 

system, the liquid jet discharges into a tank that is filled with another immiscible liquid. The main 

purpose of the study was to relax a number of assumptions used in earlier studies in order to 

enhance the accuracy with respect to experimental results. 

Zhang (D.) and Stone[71] numerically studied drop formation of a highly viscous liquid from 

capillary tubes in contact with a second immiscible phase. Due to the low contribution of inertial 

forces in the problem, they solved Stokes equations using boundary integral method to study the 

formation, extension, droplet breakup, and satellite drop formation. They assumed the droplet 

always remains pinned at the outer edge of the nozzle and, therefore, the effect of wall thickness 

was neglected.   

Following the two previous works, in 1999 Wilkes et al.[72] experimentally and numerically 

studied droplet formation of a Newtonian liquid from a capillary tube into an ambient gas phase. 

Incompressible Navier-Stokes equations were implemented in a 3D (axisymmetric) geometry 

discretized by an evolving mesh structure that follows the droplet deformation with time. The 

problem was solved using finite element method and liquid-gas interface linear momentum balance 
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took care of the surface deformation at each interval. Concurrently, Zhang (X.) [73], [74] 

developed another 3D numerical model where a fixed mesh was used instead and the problem was 

solved using finite-difference. The surface, therefore, was tracked following a Eulerian approach 

by the VOF method. Using the extensive numerical approach used in the 3D cases, both 

microscopic and macroscopic features of droplet formation and breakup were addressed at the 

same time. In a more recent study[50], capillary-driven thinning and pinching off during dripping 

is studied using the same (VOF) method. The numerical method accurately captures large 

topological deformations during drop formation and necking. 

Ambravaneswaran et al. [75] took advantage of the low computational cost of 1D Navier-

Stokes equations to simulate the formation of hundreds of droplets into air in the dripping regime. 

All the cases were at relatively high values of inertial to surface tension forces (Weber number 

>0.12), where secondary (satellite) droplet formation is suppressed, and various nonlinear 

responses could arise. The system was observed to show different harmonic behaviors, for instance 

in terms of thread length at the onset of pinch off, depending on the range of non-dimensional 

parameters. Effect of hysteresis was also shown to affect the system’s non-linear behavior.            

A couple years later, Basaran [47] summarized important scaling parameters that knowing 

them helps produce monodisperse and repeatable droplets at high frequencies which is crucial in 

applications such as ink-jet printings. The physical parameters involved in dripping problem can be 

treated in a way such that the set of non-dimensional numbers that govern the dynamics of drop 

formation constitute of the Ohnesorge number, which captures interactions among the viscous, 

inertial and capillary forces, the Weber number, which shows the ratio between the inertial force 

and the capillary force, and the Bond number, which compares the gravitational force with the 
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surface tension force. The problem gets more complicated, and hence calls for additional non-

dimensional parameters, if new physics, such as an electric field, is introduced. 

Ambravaneswaran et al. [7], [8] proposed flow regime diagrams that showed the transition 

between the dripping and jetting regimes as a function of the flow rate and viscosity for a 

Newtonian liquid. The transition was shown to be delayed at low viscosities where a buffer regime, 

called the complex dripping regime, occurs before the jetting regime. A later study [9] shows that 

the previous scaling laws do not apply for very large nozzles and proposes an alternative group of 

dimensionless numbers to capture flow regime transition in the limit of negligible viscous effects. 

Some people, alternatively, developed mass-spring models for dripping faucets to explore chaotic 

dynamics [76].      

Other previous studies of dripping phenomena investigated the impact of the inner and outer 

diameter, tip geometry, and wettability on the dynamics of droplet formation [77], [78].  These 

studies found that, for relatively large inner nozzle sizes, since the contact line pins at the inner 

diameter, the dripping dynamics is generally independent of the geometry (or shape) and 

dimension of the tip. Hence the dynamics is predominantly affected by drop contact line (i.e. the 

inner diameter) and the flow rate. 

Droplet formation has also shown its important role in measuring liquids’ properties such as 

surface tension using pendant drop method [79] and drop weight method [80]. Requiring a 

vanishingly small flow rate and the need for drop profile extractions are major drawbacks of the 

current pendant drop method. Likewise, studies have shown that the drop weight method can also 

become challenging since effects of flow rate and viscosity need to be carefully taken into account 

to reduce the measurement errors [80]. 
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While exhaustive amount of work has been done in the past on droplet formation from 

capillary tubes, the three-phase contact line has been held fixed and the interaction between a 

wetting liquid and the outer surface of the nozzles, unlike its importance in certain applications, has 

surprisingly received minimal attention. At sufficiently low flow rates, for nozzles with wettable 

outer surfaces, part of the liquid may rise up along the outer surfaces due to capillary effects. This 

is problematic for injection nozzles in combustion engines where residual fuel on the nozzle outer 

surface can lead to carbon contamination and increase the pollutant emission [10], [11]. Direct 

contact heat and mass exchanger devices [12], [13] that utilize liquid beads generated using 

nozzles are another example.   If these nozzles are not sufficiently long, the liquid rising up the 

nozzle outer surface may form liquid pools or otherwise interfere with the formation of well-

defined liquid beads. An earlier study [14] investigated the capillary-driven rising phenomenon on 

the outer surface of wettable nozzles using a fixed liquid for a very limited range of nozzle sizes 

and flow rates. Hence, the effect of liquid properties, nozzle size, and flow characteristics on the 

rising and their relative importance in this problem was not thoroughly discussed which calls for a 

more comprehensive study in order to give a better understanding for the physics behind such a 

complex flow. Here, although we indeed experience some well-known droplet formation 

phenomena such as liquid filament breakups and satellite droplet formations, we are exclusively 

interested in the capillary-driven rising on the outer surface of wettable nozzles while a droplet is 

forming. Furthermore, our study can be applied for a new, very simple but highly precise, way to 

measure the liquid surface tension within the context of pendant drop method. Where droplet 

profile recording is no longer needed and high enough flow rates is used to overcome the problem 

with liquid evaporation.     
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In the following discussion, we first begin with presenting the physics governing the dripping 

and capillary-driven rising and the sets of equations to numerically solve the transient problem for 

a 3D (axisymmetric) general case. Then we introduce the experimental setup used in the present 

study to complete the data needed for fully analyzing the capillary-driven rising problem. The 

meniscus height is reported as a function of the flow rate, nozzle diameter, and liquid viscosity.  In 

the final discussions, we introduce analytical modeling, based on Young-Laplace equation, which 

we use to predict the capillary-driven rising evolution and its maximum values. Critical flow rates 

limiting meniscus rise are also defined in terms of the three main dimensionless parameters: the 

Bond number, the Weber number, and the Ohnesorge number. Finally, taking advantage of the 

new physics explored here, an alternative approach to the existing pendant drop method for surface 

tension measurement is discussed. 

 

2.2 Governing equations numerical simulation 

 

We solve the transient problem for an incompressible Newtonian liquid discharging at a 

given constant rate (Q) from a cylindrical capillary nozzle with an outer diameter of D into the 

quiescent ambient air. The nozzle tip is modeled as rounded with a radius of curvature half the 

wall thickness. The axis of symmetry is coincident with the nozzle axis, along the direction of 

gravity. Both liquid and air properties are constant with time and uniform throughout the domain. 

A cylindrical coordinate system (shown in Fig. 2.1) defines the physical space.   

 



24 

 

 

Figure 2.1: Schematic of the experimental setup. Also shown are the coordinate system and the 

control volume used for later (quasi-static) analyses. 

 

Following Zhang’s work[73], the system of Navier-Stokes equations governing the dripping 

problem are 

∇ . v = 0, (2.1) 

𝜕𝐯

𝜕𝑡
+ 𝛁 . (𝐯 𝐯) = −

1

𝜌
𝛁𝑝 +

1

𝜌
𝛁 . 𝝉 + 𝒈 +

1

𝜌
𝑭𝒃, (2.2) 

where ∇ is the gradient operator, v is velocity vector, t is time, ρ is density, p is pressure, τ is 

stress tensor, and Fb represents the body forces. We use SIMPLE[81], [82] (semi-implicit 

method for pressure linked equations) algorithm to handle the pressure-velocity coupling and the 

second-order upwind scheme to discretize the momentum equations. The solver[83] follows 

finite volume formulation to extract velocity and pressure fields at each interval.  

Further, we adopt the CSF model proposed by Brackbill et al.[84] where the effect of surface 

tension is introduced as an auxiliary body force in the momentum equations and the pressure 

staggering scheme (PRESTO) calculates the pressure on the faces (rather than the nodes). The 
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wettability of nozzle wall is applied by defining liquid-solid contact angle as a boundary 

condition. Note that, however, the defined contact angle is for a stationary case. When a non-

zero velocity field exists, the contact angle changes following the layout of the pressure field 

close to the contact line. Previous works on nozzle dripping problem assumed a pinned three-

phase contact line, either at the inner or outer nozzle edge, where no contact angle was needed to 

be specified. The VOF method is used to track the liquid-air interface on a stationary Eulerian 

mesh[73]. 

 

Figure 2.2: Numerical simulation domain and boundary conditions. 

 

We use an unstructured quadrilateral mesh of approximately 7500 elements with a time step 

size of 20 μs in our simulations.  We conduct a mesh-independence and time step-independence 

study to verify that reducing the mesh size or time step by a factor of two results in less than 5% 

change in the predicted maximum meniscus heights.  To help capture the contact line, we locally 

refine the mesh near the nozzle wall (Fig. 2).  The simulation time is long enough to cover at 

least three dripping periods, to accurately capture steady periodic behavior (Fig. 2.3).  The results 

presented in the manuscript are from the third dripping period of each simulation.  
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We use three main dimensionless numbers to characterize the capillary-driven rise behavior.  

The Ohnesorge number (Oh = /(D/2)1/2) captures interactions among the viscous, inertial and 

capillary forces, the Weber number (We = 8Q2/(2D3)) shows the ratio between the inertial 

force and the capillary force, and the Bond number (Bo = D(g/)1/2) compares the 

gravitational force with the surface tension force.  Here, the viscosity is , the surface tension , 

and the gravity g. We also denote to the meniscus height by h in our hereafter discussions. 

We conduct numerical simulations primarily considering Silicone oil as the working fluid. 

Due to excessive computational time necessary for liquids with very small and very large 

viscosity, the simulations are reported for an intermediate range of viscosities (silicone oils v20, 

v50, and v100). We, however, run additional simulations using fictitious liquids to verify the 

proposed flow regime presented in later discussions. Hence, considering the range of nozzle 

sizes (0.5 mm <D< 3.2 mm), liquid flow rates (0.2 μL/s <Q< 300 μL/s), densities (440 kg/m3 

<< 950 kg/m3), surface tensions (18.7 mN/m << 45 mN/m), and viscosities (1.75 mPa.s << 

970 mPa.s), the combined numerical and experimental study in present work is for 0.33 <Bo< 

1.05, 10-7 <We< 10, and 0.01 <Oh< 10. 
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Figure 2.3: Change in the maximum meniscus height (hmax) of silicon oil v50 coming out of a 

1.06 mm nozzle as a function of dripping number for three different flow rates. 



27 

 

2.3 Experimental setup  

Figure 2.1 shows a schematic of the experimental setup.  A syringe pump (KDS-410, KD 

Scientific) is used to pump liquid through a nozzle at a prescribed flow rate. We use stainless 

steel nozzles with outer diameters D ranging from 0.7 to 3.2 mm.  A set of two X–Y stages 

aligns the nozzle and ensures its verticality. Silicone oils of different viscosities and gasoline 

(Chevron 87 Octane) are used as the liquids. The liquid volume flow rate Q varies from 0.2 to 

300 μL/s at a precision of 0.01 μL/s.  The liquid is collected and weighed using precision scale to 

verify the applied flow rates. The properties of the liquids at 25˚ C are listed in Table 2.1 [85], 

[86]. 

A high-speed camera (VR-Phantom, AMETEK) mounted on an X–Y stage captures liquid 

droplets and the motion of a meniscus at 1000 frames/s.  A light source and a light diffuser are 

used to improve image contrast. The uncertainty in the rising heights and the contact angle are 

estimated to be ±0.03 mm and ±0.4°, respectively. The videos are analyzed using ImageJ[87] to 

extract the droplet shapes, meniscus positions, and contact angles.  The meniscus height (h) is 

defined as the distance between the bottom tip of the nozzle and the three-phase contact line on 

the outer nozzle surface.  

Each experimental case resumes for 5 minutes to ensure the system is operating well beyond 

its transient state. Moreover, three consecutive drippings are recorded for each case. The results 

show no appreciable difference in the meniscus rise between periods.  
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Table 2.1: Physical properties of the liquids used in the experiments at 25˚ C. 

Liquid 
Density 

(kg/m3) 

Dynamic 

viscosity 

(mPa s) 

Kinematic 

viscosity 

(10-6 m2/s) 

Surface 

tension 

(mN/m) 

silicone v2 873 1.75 2 18.7 

silicone v5 918 4.59 5 19.7 

silicone v10 935 9.35 10 20.1 

silicone v20 950 19.0 20 20.6 

silicone v50 960 48.0 50 20.7 

silicone v100 965 96.5 100 20.9 

silicone v350 968 338.8 350 21.0 

silicone v500 970 485 500 21.1 

silicone v1000 970 970 1000 21.1 

gasoline 718   21.2 

 

 

2.4 Results and discussion 

 
2.4.1 Meniscus rise and fall 

 

Figure 2.4 shows one representative set of experimental, and simulation results over one 

dripping period.  The predicted liquid shapes agree reasonably well with the experimental results 

(Fig. 2.4a).  We note that the bottom part of the nozzle remains wetted by the liquid throughout 

the dripping process.  Figure 2.4b shows the temporal evolution of the meniscus rise height on 

the nozzle outer surface.  The meniscus rises rapidly until it reaches a near plateau around the 

maximum meniscus height, hmax.  The meniscus then falls as the pendant portion of the droplet 

elongates substantially until it is detached from the nozzle. Dripping periods for a range of 

different flow rates are also compared between experimental and numerical cases where the 

discrepancy is appeared to be less than 3% (Figure 2.5).   
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Figure 2.4: (a) Temporal evolution of a silicone oil v50 droplet exiting from a 1.06 mm outer 

diameter nozzle at Q = 8.5 μL/s.  The images in grayscale show experimental results (right), and 

the images in color show numerical simulation results (left). (b) Temporal evolution of the 

meniscus rise height for the case shown in (a). The symbols correspond to the experimental 

results, and the dashed line shows the numerical simulation results. The uncertainties are 

smaller than the plotted symbols. 
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Figure 2.5: Dripping period as a function of flowrate from simulations and experiments for 

silicone oil v50 and 1.06 mm outer diameter nozzle. 

 

Figure 2.6(a) shows hmax for a nozzle with outer diameter D = 1.06 mm.  hmax decreases with 

increasing volume flow rates and liquid viscosities. The predictions from our numerical 

simulation are shown as the hollow symbols and they agree with the experimental data to within 

15%.  For the silicone oil with the highest viscosity (v1000), hmax approaches zero even at 

moderate flow rates.   However, the viscosity has a smaller effect on hmax as the flow rate 

approaches zero.  We refer to this zero-flow rate limit of hmax as the limiting meniscus height, or 

hmax
0.   

Figure 2.6(b) shows that, under conditions examined in the present study, at low and 

intermediate flow rates, hmax generally increases with decreasing nozzle diameters. This is 

consistent with smaller gravitation force relative to surface tension force for liquid menisci rising 

along smaller nozzles.  At very low flow rates, however, decreasing nozzle diameters can lead to 

smaller limiting meniscus heights, hmax
0. Further discussion of how the nozzle outer diameter and 

the liquid properties affect hmax
0 is provided in a later section. Moreover, since inertia becomes 
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dominant earlier for cases using smaller nozzles, hmax decreases more rapidly with flow rate as 

the nozzle diameter decreases which eventually might result in smaller hmax at high flow rates for 

smaller nozzles.  

 

Figure 2.6: Maximum meniscus height hmax as a function of the volume flow rate for (a) silicone 

oils with different viscosities and a fixed nozzle outer diameter (D = 1.06 mm) and (b) different 

nozzle diameters for a given liquid (silicone oil v50).  The dashed lines show the results 

obtained from numerical simulation of the Navier-Stokes equations for the liquids with 

intermediate viscosities (v20, v50, and v100).  

 

Figure 2.7 graphically illustrates three different rising behaviors.  The images are from 

different relative time points with respect to one dripping period, T, under each flow condition. 

The first case (a) is for very low flow rates and shows significant capillary-driven rise.  The 

bottom portion of the liquid meniscus (pendant droplet) is close to and nearly touches the bottom 

tip of the nozzle during the rising period.  For this case, we can describe the liquid shape and 

temporal evolution of the meniscus height on the nozzle outer surface using static or quasi-static 

models.  The second case (b) is for moderate flow rates where the pendant droplet does not stay 

pinned to the bottom tip of the nozzle during most of the dripping cycle and becomes elongated 

with time.  The bottom tip of the nozzle stays fully immersed in the liquid.  The third case (c) is 

for either very high flow rates (We > 0.1) or for very viscous liquids (Oh > 1 for We as small as 
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0.001) where the flow is about to transition to jetting and there is no appreciable capillary-driven 

rise along the nozzle outer surface.  Numerical simulation of the incompressible Navier-Stokes 

equations can capture the capillary-driven rise dynamics even under moderate and high flow 

rates (Figs. 2.5 and 2.6), but it requires significant computational resources and time. 

 

Figure 2.7: The three different capillary-driven rise behaviors under different conditions:  a) at 

low flow rates with significant meniscus rise (silicone oil v50, Q =  0.2 μL/s), b) at moderate 

flow rates with moderate capillary-driven rise (silicone oil v50, Q =  8.5 μL/s), and c) at high 

flow rates or highly viscous liquids with no appreciable capillary-driven rise (silicone oil v100, 

Q =  61.5 μL/s). 

 
2.4.2 Quasi-static models for capillary-driven rise 

In the subsequent sections, we develop simplified models under quasi-static conditions and 

establish conditions for the validity of these models in terms of the three dimensionless numbers. 

 

2.4.3 Static model for the limiting meniscus height, hmax
0  

We first consider the zero-flow rate limit of hmax, or the limiting meniscus height hmax
0.  We 

solve the Young-Laplace equation following an approach similar to one adopted in the pendant 

drop method for measuring surface tension [88], [89]. To establish that this static model is a 

good approximation for low flow rates used in our experiments, we show in Figure 2.8 our 

numerical simulation results for a very low flow rate of 0.2 μL/s.  The nozzle outer diameter is 
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1.06 mm, and the liquid is silicone oil v50.  Figure 2.8(a) shows that the predicted pressure 

variation along the centerline of the droplet match the hydrostatic distribution reasonably well. 

The pressure at z = 0 is obtained from the radii of curvature of the droplet bottom and the surface 

tension.  Figure 2.8 (b) shows the pressure variation at three heights (z = 0.5, 0.9, and 1.5 mm).  

There is less than 6% change across the nozzle wall.  

 

Figure 2.8: (a) Pressure variation along the centerline of a pendant droplet when the meniscus is 

at the highest point during a dripping process with a very low flow rate of 0.2 μL/s. (b) Pressure 

variation inside the droplet at three different heights (z = 0.5, 0.9, and 1.5 mm). 

 

Equation (2.3) shows the Young-Laplace equation we solve in a parametric form:  

𝑑𝜑

𝑑𝑠
= −

𝑠𝑖𝑛𝜑

𝑟
+

△𝜌𝑔𝑧

𝜎
+ 𝐶, (2.3a) 

𝑑𝑟

𝑑𝑠
= 𝑐𝑜𝑠𝜑, (2.3b) 

𝑑𝑧

𝑑𝑠
= 𝑠𝑖𝑛𝜑. (2.3c) 

Here, C is a parameter that correlates with the excess pressure inside the liquid (pressure at the 

bottom of the droplet) and is determined as part of the solution process for the boundary value 

problem. r and z are the spatial coordinates (see Fig. 2.9a),  is the angle between the tangent 
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line at the meniscus and the r axis, and 𝑠 is the curvilinear variable (ds = (dr2 + dz2)1/2). The 

boundary conditions are: 

r (z = zbottom) = 0, (2.4a) 

r (z = hmax) = D/2, (2.4b) 

r (z = 0) = D/2, (2.4c) 

 (z = hmax) = /2 +  (2.4d) 

The third boundary condition corresponds to our approximation that the liquid meniscus 

touches the bottom tip of the nozzle.  Here,  is the contact angle, which is about 15 degree for 

the silicone oils and 10 degree for the gasoline used in our experiments. Data reported from 

earlier studies on contact angle between silicone oils and stainless steel surfaces at very low 

capillary numbers is consistent with our measurements[90]. Note that the nozzle inner diameter 

does not play a role because the liquid droplet always hangs from the outer surface of the nozzle. 

 

 

Figure 2.9: (a) A static droplet hanging from a wettable nozzle. (b) The zero-flow rate limit of 

the maximum meniscus height hmax
0 as a function of the nozzle outer diameter for two different 

liquids, silicone oil and gasoline.  The experimentally measured contact angles are used for the 

predictions,  = ˚ for silicone oil and  = ˚ for gasoline.  The symbols show our 

experimental data and the dashed lines show the results from the Young-Laplace equation. 
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Figure 2.9b compares the values of hmax
0 predicted using the Young-Laplace equation 

(dashed lines) with our experimental results (solid lines with symbols).  The two results agree to 

within 5%.   As the nozzle outer diameter D increases, so does the capillary force, which scales 

as D.    As a result, hmax
0
 first increases with D.  This is consistent with the case of a static 

meniscus that forms on the outside of a cylinder in contact with a pool of liquid[91]. Once the 

nozzle outer diameter exceeds a certain value, however, the gravitational force, which scales 

approximately as D3 and is balancing with the capillary force, hinders the hanging droplet from 

growing appreciably with respect to the nozzle size.  Hence, further increase in D results in 

decrease in hmax
0.  There is a nozzle outer diameter for which hmax

0 reaches a peak value for a 

given fluid and contact angle.        

Figure 2.9b also suggests that there is no capillary-driven rise of the liquid meniscus when 

the nozzle outer diameter exceeds a threshold value for each liquid (and contact angle).  This 

limit again is a result of competition between the gravitational force and the surface tension force 

and can be characterized using the Bond number. For example, the gasoline has almost the same 

surface tension as the silicone oil but its density is smaller.  As a result, it can produce bigger 

droplets and it can climb up nozzles with larger outer diameters. 

Following similar procedure, we show in Figure 10(a) results obtained for a wide variety of 

fictitious liquids that have different values of g/ but the same contact angle of 15 degree.  

Figure 10(b) shows that for all these different liquids, the Bond numbers corresponding to the 

maximum nozzle diameter for capillary rise are essentially the same.  The Bond numbers where 

the peaks in hmax
0 occur are also constant. Note that nozzle diameter (D) is used as the length 

scale in computing Bond numbers throughout the present work.    
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Figure 2.10: (a) Using the same method in Figure 7b, the zero-flow rate limit of the maximum 

meniscus height hmax
0 as a function of the nozzle outer diameter for a wide variety of liquids.  

(b) The Bond numbers corresponding to the maximum nozzle diameter for capillary-driven rise 

(circles) and the Bond numbers corresponding to the peak in hmax
0 (squares). Dashed lines show 

the averaged values. (c) The two critical Bond numbers predicted as a function of the contact 

angle. 

 

We repeat the same analysis for different contact angles and observe the same trend. Figure 

10c shows how the two critical Bond numbers change with the contact angle. As the contact 

angle increases, the two critical Bond numbers decrease and approach each other.  
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2.4.4 Quasi-Static model for temporal variation in the meniscus height, h 

 

We next extend the (near) static model from the previous section to describe the time 

evolution of the meniscus height on the outer surface of a nozzle at small but finite flow rates.  

The conditions we consider are relevant for the capillary-driven rise of a working fluid for direct 

contact heat and mass exchangers. At low flow rates, we observe that the meniscus of the 

pendant droplet stays very close to the nozzle bottom tip (Fig. 2.7a).  This suggests that most of 

the liquid exiting the nozzle is redirected to support the capillary-driven rise along the outer wall 

of the nozzle.  At finite flow rates, the non-uniform pressure distribution within the pendant 

droplet may not be accurately described by the hydrostatic distribution.  But the pressure along 

the nozzle outer wall may still follow a nearly hydrostatic distribution at sufficiently low flow 

rates (Fig. 2.11). 

 

 

Figure 2.11: Pressure variation with time along the nozzle outer wall during meniscus rise at a 

very low flow rate of 0.2 μL/s. 

 

Our quasi-static model approximates the portion of the liquid on the nozzle outer wall as a 

continuous set of static liquid beads on a cylinder.  We further assume that all the liquid exiting 

the nozzle is redirected to the side and therefore the rate of increase in the bead volume is set 
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equal to the liquid flow rate. For each liquid bead, we solve the same Young-Laplace equation 

(Eq.(2.3)) as in the previous section.  But we exclude the pendant droplet portion of the liquid 

and solve for 0 < z < hmax.  The boundary conditions are 

  

 r (z = hmax) = D/2, (2.5a) 

 r (z = 0) = D/2, (2.5b) 

  (z = hmax) = /2 +  (2.5c) 

The parameter C in Eq. (2.3) is set at each time step such that the bead volume matches the 

pre-scribed value based on the fixed volume flow rate.  Figure 2.12a shows reasonable 

agreement between the predicted meniscus profiles and the experimental results for a 

representative low-flow rate case (Q = 0.5 mL/s, D = 1.06 mm, silicone oil v50). 

  



39 

 

     

Figure 2.12: (a) Meniscus profiles of the silicone oil v50 on the nozzle outer wall at different 

times over one dripping period.  The red dashed-lines show the meniscus profiles predicted 

using the Young-Laplace equation.  Q = 0.5 μL/s, and D = 1.06 mm. (b) Variation in the rising 

meniscus height with accumulated volume for different volume flow rates at a fixed viscosity 

(silicone oil v20), and (c) for different viscosities at a fixed flow rate (Q = 2.1 μL/s).  The 

nozzle diameter is fixed at D = 1.06 mm. (d) Variation in the rising meniscus height with 

accumulated volume for different nozzle outer diameters.  (e) Shows the same results at an 

expanded volume scale. The results are for silicone oil v20 and at a fixed flow rate (Q = 1.0 

μL/s).     

 

Figure 2.12 also shows the variation in the height of the rising meniscus with accumulated 
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evolutions agree with the experimental results from liquids with low viscosities.  At higher flow 

rates and/or higher viscosities, the experimental results deviate from the predictions. 

Figure 2.12d shows the variation in the height of the rising meniscus with accumulated 

volume for nozzles with different outer diameters.  The flow rate is 1.0 μL/s and the liquid is 

silicone oil v5.  For this low viscosity and low flow rate, the predictions generally agree well 

with the experimental results for the entire range of nozzle diameters used in the present study.  

When we zoom in (Fig. 2.12e), however, there is appreciable deviation at small volumes.  This 

deviation arises in part from the limits of our assumption that the liquid meniscus is pinned at the 

bottom tip of the nozzle over the entire rising period.  

We perform additional parametric numerical simulation runs for fictitious liquids with 

different physical properties ( = 440 ~ 950 kg/m3,  = 0.020~0.045 mN/m,  = 4.6~48 mPa.s) 

to help establish quantitative limits on the flow rate where the quasi-static model for capillary-

driven rising is valid as a function of the liquid properties and nozzle outer diameter.  We use the 

predicted values of hmax
0 as our main parameter.  We consider the dripping flows to be in the 

quasi-static regime when the experimentally measured or predicted hmax is within 15% of hmax
0 

for the same nozzle diameter and liquid properties. 

Figure 2.13 shows our flow regime map for Bo = 0.49, 0.71, and 1.05.  The dashed line 

marks the boundary for the quasi-static regime.  Figure 2.13d shows the results for a range of the 

Bond numbers examined in our simulations and/or experiments.  As the viscosity (or the 

Ohnesorge number) increases, the flow rate and hence the Weber number needs to decrease to 

remain in the quasi-static regime.  The Bond number has an even stronger effect on the rising 

behavior, which is understandable as the capillary-driven rise is governed primarily by the 

competition between the gravitational and surface tension force.  The following correlation 
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captures the dependence of the threshold Weber number on the Bond number and the Ohnesorge 

number, 

𝑊𝑒𝑞𝑢𝑎𝑠𝑖−𝑠𝑡𝑎𝑡𝑖𝑐 = 2.37 × 10−6 ×
1

𝐵𝑜8𝑂ℎ2
. 

As the flow rate increases, the inertia force becomes increasingly important and eventually 

dominant.  A limiting value of We = 0.1, above which complex dripping or jetting occurs[7], is 

also shown. 

 

 

Figure 2.13:  Proposed flow regime diagram for: (a) Bo = 0.49, (b) Bo = 0.71, and, (c) Bo = 

1.06. (d) Proposed boundaries for the quasi-static regime for a range of Bond numbers. Data 

represent results from both experiments and simulations.  
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high Weber numbers (We > 0.1), as alluded to earlier.  In contrast, at high Ohnesorge numbers 

(Oh of the order of 1 or larger), the transition Weber number decreases with increasing Oh.  

Further discussion of the dripping-jetting transition in small nozzles can be found in the 

literature[7], [8].   

 

2.4.5 Pendant drop method with wettable nozzles 

 

In addition to using findings from present study as a guideline for nozzle design, the physics 

discussed can also help enhance the accuracy of surface tension measurement techniques such as 

pendant drop method. Considering the quasi-static case, by implementing the nozzle outer 

diameter (D), the maximum wetting length (hmax
0), and the contact angle (θ), in Young-Laplace 

equating, one can easily find the surface tension of the liquid. This means extracting the droplet 

profile is no longer needed, which is a huge step towards simplifying and reducing the errors in 

the pendant drop measurement method.  

More importantly, we no longer need to apply extremely low flow rates to maintain the 

droplet shape and experience the risk of liquid evaporation, which gets more critical for low 

viscosity, and hence highly volatile liquids. We indeed use relatively high flow rates, still within 

quasi-static regime with respect to the regime transition criteria presented here, for our study on 

gasoline to avoid the trouble which, also, verifies the point.         

Although researchers have already tried to address the problem with evaporation by using 

drop weight method, the need of using a correction curve[80] to take into account the inevitable 

role of secondary (i.e. satellite) droplets makes the process more complicated with respect to the 

old-fashioned pendant drop method.     
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2.5 Summary 

We conduct a comprehensive experimental and numerical study on the capillary-driven rise 

of wetting liquids on the outer surface of small-sized cylindrical nozzles in the dripping regime. 

We perform the study over a wide range of nozzle outer diameter (0.5 to 3.2 mm), flow rate (0.2 

to 300 μL/s), viscosity (1.75 to 970 mPa s), density (440 to 950 kg/m3), and surface tension (18.7 

to 45 mN/m). Hence, the combined numerical and experimental study in present work is for 0.33 

<Bo< 1.05, 10-7 <We< 10, and 0.01 <Oh< 10. In general, as the flow rate or the viscosity 

increases, the capillary rise height over each dripping period becomes smaller. Further, we define 

criteria based on three non-dimensional numbers (Weber, Bond, and Ohnesorge numbers) 

presenting the interaction between viscous, gravitational, capillary, and inertial forces to 

distinguish different rising behaviors. For capillary rise with quasi-static behavior, we use 

Young-Laplace equation along with mass conservation to predict the meniscus evolution with 

volume. Similarly, the limiting meniscus height for a given liquid and contact angle can be 

precisely predicted with Young-Laplace equation. The Bond numbers addressing the nozzle sizes 

that give the maximum meniscus rise and the onset of capillary rise cessation are characterized 

as a function of the contact angle and are irrespective to the liquid properties.  

The present study helps improve our understanding of a complex interfacial phenomenon and 

leads to a more efficient and optimized nozzle design in systems using wetting liquids by 

reducing the risks of both contamination and high pressure drop in such devices. Nevertheless, 

physics studied here helps enhancing the accuracy of pendant drop surface tension measurement 

method.     
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CHAPTER 3 

 

3.  Thermally driven coalescence in thin liquid film flowing down a 

fiber 

 
This chapter presents a study on the dynamics of a thin liquid film flowing down a vertical 

cylindrical fiber under a streamwise thermal gradient. Previous works on isothermal flows have 

shown that the inlet flow and fiber geometry are the main factors that determine a transition from 

the absolute to the convective instability flow regimes. Our experiments demonstrate that an 

irregular wavy pattern and bead coalescence, which are commonly seen in the convective 

regime, can also be triggered by applying a thermal gradient along the fiber. We develop a 

lubrication model that accounts for gravity, temperature-dependent viscosity and surface tension 

to describe the thermal effects on downstream bead dynamics. Numerical simulations of the 

model show good agreement between the predicted droplet coalescence dynamics and the 

experimental data. 
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3.1 Background 

Thin liquid films flowing down a vertical fiber subject to thermal effects have been previously 

studied owing to their importance in a variety of industrial applications, which include dry cooling 

systems [12], [13], and heat  and mass exchangers  for  vapor, CO2  and particle capture [1], [2], 

[4]. In addition to gravity and bulk surface tension, changes in liquid properties like surface 

tension and viscosity, which arise from the presence of a temperature gradient, influence the 

characteristics of these thin film flows. An improved understanding of the thermally driven bead 

coalescence is crucial for the systematic design of these systems [13]. 

Several research groups have experimentally investigated and analyzed different flow 

regimes of liquid films flowing down a string [15], [92]–[94]. Kliakhandler et al. [15] ran a set of 

experiments using a fiber with a size that is comparable to the liquid film thickness to study the 

effect of the flow rate on the flow regime. They qualitatively observed three different regimes of 

the interfacial patterns in the form of the travelling liquid beads. At low flow rates, the isolated 

droplet regime occurs where widely spaced large droplets flow down the fiber separated by 

secondary small-amplitude wavy patterns. At higher flow rates, the Rayleigh–Plateau (RP) flow 

regime emerges where a stable train of droplets propagate at a constant speed. If the flow rate is 

increased further, the convective instability regime emerges as collisions of large droplets occur 

in an irregular fashion. This instability can also be triggered by applying a gradient to the 

physical properties (i.e., surface tension/viscosity) of the liquid film along the fiber [18]. 

Prior experimental works  have  shown  that maintaining a stable train of liquid beads is 

important for the reliable heat and mass transfer performance in many applications [19]–[21]. 

For example, Nozaki, Kaji & Mod in 1998 [95] investigated the cooling of thin films of a heated 
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silicone oil flowing down a string. They demonstrated that at the same liquid flow rate, the 

string-of-beads flow exhibits a higher overall heat transfer coefficient than the annular film flow. 

In our earlier work [96] we experimentally studied the relationship between flow 

characteristics and the overall effectiveness of heat exchange for thin liquid films flowing along 

a single string against a counterflowing air stream. The experiments showed that for very high 

liquid inlet temperatures, the flow no longer remains in the desired RP regime and can undergo a 

regime transition along the fiber. After travelling a certain distance away from the nozzle, the 

liquid droplets collide with each other, which causes cascade coalescence further downstream. 

This type of thermally driven coalescence will be the focus of the present study. 

For low flow rates where the inertial effects are negligible, the classical lubrication theory 

may be applied to model the dynamics of viscous films flowing down vertical cylinders. Under 

the small-interface-slope assumption, weakly nonlinear lubrication equations for the film 

thickness have been acquired in the works of Frenkel [97], Chang & Demekhin [98] and 

Kalliadasis & Chang [99]. Both stabilizing and destabilizing effects of the surface tension are 

incorporated into the model, which characterizes the axial and azimuthal curvatures of the free 

interface. In the work of Craster & Matar [100], an asymptotic model was derived using a low 

Bond number, surface-tension-dominated theory. Full curvature terms were introduced in the 

work of Kliakhandler et al. [15],   and the existence  of  non-negative  solutions  to  their  model  

is  shown  in  Ji,  Taranets  & Chugunova [101]. Recently, Ji et al. [94] investigated a full  

lubrication  model that incorporates fully nonlinear curvature terms, slip boundary conditions 

and a film stabilization mechanism. 
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For higher flow rates where inertial  effects  are  no  longer  negligible,  Trifonov [102], 

Ruyer-Quil et al. [103] and Duprat, Ruyer-Quil & Giorgiutti-Dauphiné [104] investigated 

systems of coupled equations for  the film thickness and the flow rate based  on the integral 

boundary layer approach. This approach was further extended by Ji et al. [105] through 

introduction of the film stabilization mechanism to address the influence of nozzle geometry on 

the downstream droplet dynamics. 

Although many previous studies have focused on the dynamics of viscous thin films flowing 

down fibers, the thermal effects on the fiber coating dynamics have received less attention. For 

non-isothermal liquid films flowing along an inclined substrate, Kabova,  Kuznetsov & Kabov 

[106] derived a thin film equation that incorporates the influence of temperature-dependent 

viscosity and surface tension. This problem was also investigated by Ruyer-Quil et al. [107] 

using a weighted residuals approach. Haimovich & Oron [108] studied the dynamics of a non-

isothermal liquid film on an axially oscillating horizontal cylinder. More recently, Liu, Ding & 

Zhu [109], Liu et al.[18], Ding & Wong [110] and Ding et al. [111] used lubrication models to 

study the influence of thermocapillary on the coating flow down a vertical fiber subject to a 

temperature gradient. Their work focused on the Marangoni effects that originate from the linear 

dependence of the variation of surface tension with temperature. The works of Liu, Chen & 

Wang [112] and Dong,  Li & Liu [113] extended this result by considering a self-rewetting fluid 

[114] with the surface tension modelled as a quadratic function of temperature. Ding et al. [115] 

also investigated the influence of thermally induced Marangoni effects and van der Waals 

attractions on the break-up of ultra-thin liquid films [116]. 
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In this study, we experimentally and theoretically investigate the thermal effects on the 

dynamics of thin viscous films flowing down a vertical fiber. We propose a lubrication model 

that incorporates both temperature-dependent viscosity and surface tension. Using this model, we 

numerically explore the downstream flow dynamics that form bead coalescence and obtain a 

good agreement with experimental results. A simplified ordinary differential equation (ODE) 

model is also developed to capture the influence of thermal effects on liquid bead dynamics. 

The rest of this chapter is organized as follows. In the following section, we describe the 

experimental set-up. Next, we introduce the incompressible Navier-Stokes approach and derive 

the lubrication model for the film thickness by accounting for the presence of a temperature field. 

In the subsequent section we provide a discussion on the stability of the lubrication model for 

both isothermal and weakly non-isothermal cases. Finally, we present the numerical study of 

thermally-driven bead coalescence using lubrication theory followed by a comparison between 

the results from the theory, incompressible Navier-Stokes simulations, and experimental 

observations.  

 

3.2 Experimental setup 

Figure 3.1 shows a schematic of the experimental set-up used in this study to investigate the 

characteristics of a liquid film flowing down a vertical string under a streamwise temperature 

gradient. The main parts of this set-up are: (1) a programmable syringe pump to pump the liquid 

through the nozzle at a fixed flow rate, (2) an in-line heater that controls the liquid temperature to 

a prescribed value at the nozzle inlet, (3) a stainless steel nozzle with an inner diameter of 1.2  

mm and outer diameter of 1.55  mm, (4) a thermocouple to record the liquid temperature at the 
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tip of the nozzle outlet (additional thermocouples are used to measure the axial temperature 

distribution of the liquid along the fiber), (5) a high-speed camera (frame rate of 1000 frames 

s−1) mounted on a translation stage, (6) a weight connected to the fiber to ensure the fiber stays 

vertical, (7) a liquid reservoir, (8) a weight scale to measure the liquid mass flow rate and (9) a 

computer for data acquisition.  

 

Figure 3.1: (a) Schematic of the experimental set-up. An inline heater is integrated into the inlet 

of the nozzle   to create a temperature gradient along the fiber. (b) Schematic of a thin liquid 

film flowing down a vertical cylindrical fiber under a streamwise temperature gradient. 

 

The experiments were performed using polymer-based fibers with a diameter of 0.61 mm. 

The liquid mass flow rate was varied in the range of 0.0013–0.016 g s−1. The nozzle outer 

diameter was OD 1.55 mm. We used Rhodorsil silicone oils (v20, v50 and v100) as well-wetting 

liquids with a low surface energy. The inlet temperature of the liquid was changed in the range of 

30–70 ˚C. A summary of the experimental conditions is presented in Table 3.1. 
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Table 3.1: Experimental cases of different Rhodorsil silicone oils (v20, v50 and v100), inlet 

temperatures, mass flow rates and liquid properties at 20 ˚C. 

 

 

 
3.3 Incompressible Navier-Stokes numerical simulation 

 
To compare the computational effort needed for the flow simulation and partially validate the 

lubrication modelling work, we implement the volume of fluid (VOF) method using a 

commercial computational fluid dynamics package to model the two-phase flow and track the 

liquid–air interface. We consider a two-dimensional and axisymmetric flow domain for solving 

incompressible Navier–Stokes equations for the unsteady problem. 

Figure 3.2 shows the numerical simulation domain and the boundary conditions we use for 

our Navier–Stokes numerical simulation. We use the pressure implicit with splitting of operators 

(PISO) algorithm to handle the pressure-velocity coupling [117]. We use the pressure staggering 

scheme (PRESTO) to calculate the pressure on the faces (rather than the nodes), and the second-

order upwind scheme to discretize the momentum equations. We adopt the continuum surface 

force (CSF) model proposed by Brackbill, Kothe & Zemach [84], where the effect of surface 

tension is represented as a source term in the momentum equations. We do not introduce any 

artificial perturbation in our simulation but rely instead on noise inherent in the numerical 

simulation to initiate instability.  
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Figure 3.2 : Navier–Stokes numerical simulation domain and boundary conditions. 

 

We include the effect of a temperature gradient using user-defined functions for surface 

tension and viscosity from Figure 3.3. The computational domain (150 mm × 8 mm) is 

discretized using an unstructured quadrilateral mesh with a minimum element size of 

approximately 0.02 mm. The mesh was refined locally near the nozzle wall and the string and 

was coarsened far away from the string. The total number of mesh elements was approximately 

200 000 and the time step size was 10−4 s. We use a workstation with a CPU with 24 cores, each 

running at 3 GHz, and 64 GB of RAM. 

 

3.4 Temperature distribution along the fiber 
 

Previous studies [18] of the thermal effects on liquid films typically assume a constant 

temperature gradient. In this work, we instead represent the streamwise temperature variations 

under our experimental conditions using a solution to a lumped capacitance model: 

𝛩 = 𝑒𝑥𝑝 [− (
ℎ𝑏𝐴𝑠

𝑚𝑏𝑣𝑏𝑐
) 𝑥∗]. (3.1) 

The works in [19], [96] showed that radial temperature variation within each liquid bead is 

negligible due to efficient mixing associated with internal circulation within the bead. Axial heat 
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conduction is neglected. In the model (3.1), Θ = (T ∗ − T0
∗)/∆T is the dimensionless temperature, 

where ∆T = TIN
 ∗ − T0

∗ is the temperature scale set by the difference between the inlet 

temperature TIN
 ∗ and the room temperature T0

∗. As represents the surface area of the liquid beads, 

c the specific heat of the liquid, υb the liquid bead velocity, mb the mass of each bead, x* the 

distance from the inlet, and hb the liquid bead-to-air heat transfer coefficient. We use the 

empirical relationship for the heat transfer coefficient of flow around a sphere [118], [119] to 

obtain the value of hb,  

ℎ𝑏𝐷𝑏

𝑘𝑎𝑖𝑟
= 2 + (0.4𝑅𝑒𝑏

1/2
+ 0.06𝑅𝑒𝑏

2/3
)𝑃𝑟𝑎𝑖𝑟

0.4.              (3.2) 

Here, Reb = ρairυb Db/µair is the bead Reynolds number, Db is the bead diameter, and Prair is the 

Prandtl number of air. µair, ρair and kair are the viscosity, density, and thermal conductivity of air, 

respectively. The temperature profiles obtained from the lumped capacitance model (3.1) are 

later used in the lubrication model to represent the axial variations in the surface tension and 

viscosity along the fiber. 

As shown in Figure 3.3, the model captures the experimentally measured liquid temperature 

profiles well. For later convenience, we rewrite the dimensionless temperature distribution in a 

rescaled form 

𝛩𝐼(𝑥) = 1 −
1 − 𝑒𝑥𝑝(−𝜒𝑥)

1 − 𝑒𝑥𝑝(−𝜒𝐿0)
.              (3.3) 

where x is the dimensionless streamwise spatial variable, L0 is the dimensionless downstream 

position where the room temperature T0
∗ is nominally reached. The temperature profile (3.3) 

satisfies ΘI (0) = 1 and ΘI (L0) = 0, and the dimensionless parameter χ specifies the temperature 

gradient. In all simulations, we set L0 = L0
∗/ƪ, where L0

∗= 0.5 m and ƪ is the length scale in the 

streamwise direction, which will be defined in subsequent sections. 
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Figure 3.3 : Temperature profiles measured in experiments along the fiber for silicone oil v50 

with different inlet temperatures compared with the prediction based on the model (3.1). The 

parameters are hb = 44 W (m2 K)−1, As = 13.2 mm2, c = 1510 J(kg K)−1, mb = 2.04 × 10−6 kg and 

vb = 19.2 mm s−1. 

 

3.5 Temperature dependent liquid properties 
 

Liquid properties can change significantly as the temperature is varied. In this work, we 

focus on the influence of temperature on the surface tension and viscosity of the liquid. 

To characterize the temperature dependence of the surface tension of our liquid, we measured 

the rising height, hrise, in a capillary tube with an inner diameter, rtube, of 0.5 mm at various 

temperatures (20–110 ˚C). We then used σ = (rtubehriseρg) / (2 cos θ) to estimate the surface 

tension at each temperature [120]. Here, θ is the contact angle on the capillary tube wall that we 

measured independently. All the experiments were performed in an isothermal container. 

Figure 3.4(a) shows the experimental results for the surface tension, σ (mN m−1), of silicone 

oil v50. The experimental uncertainty in the measured surface tension is estimated to be 0.3 mN 

m−1 and the uncertainty in the measured temperatures is estimated to be ±0.5 ˚C. 

The kinematic viscosity ν(T∗) (mm2 s−1) of silicone oil v50 as a function of the temperature 
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T∗ (˚C) was provided by the manufacturer (see Shin-etsu 2005 [121]). A plot of the relation 

between viscosity and temperature is included in Figure 3.4(b). 

 

Figure 3.4 : (a) Surface tension and (b) viscosity of silicone oil v50 as functions of temperature 

T∗. 

 

For simplicity, in the model derived here, we make an approximation that the kinematic 

viscosity ν and the surface tension σ of the liquid are linearly dependent on temperature, 

𝜈(𝑇∗) = 𝜈0 − 𝜈𝑇(𝑇
∗ − 𝑇0

∗), 𝜎(𝑇∗) = 𝜎0 − 𝜎𝑇(𝑇
∗ − 𝑇0

∗),              (3.4a,b) 

 

where ν0, νT, σ0, σT > 0 are constants. Using the dimensionless temperature variable, one can also 

write ν = ν0 − νTΔTΘ and σ = σ0 − σTΔTΘ. 

In this chapter, we have the reference room temperature T0
∗ = 20˚C, σT = 0.0504 mN (m˚C)−1 

and νT = (ν0 − ν(TIN
∗)) / ΔT. The density of the liquid is assumed to be constant. 

 

3.6 Lubrication model 
 

Next, we derive the governing equations following the works of Craster & Matar [100], 

Ruyer-Quil et al. [103] and Ji et al. [94]. We choose the length scale in the radial direction y as Ԩ 

and the length scale in the streamwise direction x as ƪ = Ԩ/ε . The scale ratio ε is set by the 
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balance between the surface tension and the gravity g and is given by ε = (ρgԨ2/σ0)
1/3. This scale 

ratio is small (approximately 0.35) in typical experiments and can also be rewritten as ε = We−1/3, 

where the Weber number We = (lc/Ԩ)2 compares the capillary length lc = √𝜎0/(𝜌𝑔) with the 

radial length scale Ԩ. The characteristic streamwise velocity is Ʉ = (gԨ2)/ν0, and the pressure 

and time scales are given by ρgƪ and (ν0ƪ)/(gԨ2), respectively. Following the approach in Ji et al. 

[94], [105], we include a film stabilization term Π (h), 

𝛱 (ℎ) = −
𝐴

ℎ3
,              (3.5) 

where A > 0 is a stabilization parameter. This term takes the functional form of the long-range 

disjoining pressure of the van der Waals model that characterizes the microscopic quantities for 

wetting liquids, and A is typically referred as a Hamaker constant [122]. 

 The dynamics of the axisymmetric flows is governed by the Navier–Stokes equations, the 

continuity equation, and the energy equation. This system is coupled with the temperature-

dependent viscosity and surface tension given by (3.4a,b). With these scales, we write the non-

dimensional Navier–Stokes equations using dimensionless variables as 

 

휀2𝑅𝑒 (𝑢𝑡 + 𝑢𝑢𝑥 + 𝑣𝑢𝑦) = −𝑝
𝑥
− 𝛱𝑥 + 1 + (1 − 𝜅𝛩)(

𝑢𝑦

𝑦
+ 𝑢𝑦𝑦 + 휀2𝑢𝑥𝑥), (3.6a) 

휀4𝑅𝑒 (𝑣𝑡 + 𝑣𝑣𝑦 + 𝑢𝑣𝑥) = −𝑝
𝑦
+ 휀2(1 − 𝜅𝛩)(

𝑢𝑦

𝑦
+ 𝑢𝑦𝑦 + 휀2𝑢𝑥𝑥), (3.6b) 

𝑣𝑦 +
𝑣

𝑦
+ 𝑢𝑥 = 0 (3.6c) 

 

where the Reynolds number Re = Ʉ ƪ /ν0, and the constants κ = νTΔT/ν0 and ω = σTΔT/σ0 scale 

the relative change in viscosity and surface tension as the temperature is varied.  
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The balances of normal and tangential stresses at y = h + R are expressed as 

(1 − 휀2ℎ𝑥
2)(휀2𝑣𝑥 + 𝑢𝑦) + 2휀2ℎ𝑥 (𝑣𝑦 − 𝑢𝑥) = −𝑀𝑎

(1+휀2ℎ𝑥
2)

1/2

1−𝜅𝛩
+ (ℎ𝑥𝛩𝑦 + 𝛩𝑥), (3.6d) 

𝑝 + 𝛱 = 휀4𝑅𝑒 (
𝛼

휀2(1 + 𝛼ℎ)(1 + 휀2ℎ𝑥
2)

1
2

−
ℎ𝑥𝑥

(1 + 휀2ℎ𝑥
2)

3
2

−
𝐴

ℎ3
) (1 − 𝜔𝛩) 

+
2휀2(1−𝜅𝛩)

1+휀2ℎ𝑥
2 [휀2(ℎ𝑥

2𝑢𝑥 − ℎ𝑥𝑣𝑥)− ℎ𝑥𝑢𝑦 + 𝑣𝑦], (3.6e) 

 

where Ma = (σTΔT)/(ρgԨƪ) is the Marangoni parameter, α = Ԩ/R∗ is the aspect ratio of the 

characteristic radial length scale and the fiber radius, and the dimensionless fiber radius is R = 

R∗/Ԩ. At the interface between the solid substrate and the liquid, y = R, we impose the no slip and 

no penetration boundary conditions, 

𝑢 = 𝑣 = 0, at y = R. (3.6f) 

The kinematic boundary condition at y = R + h is given by 

ℎ𝑡 + 𝑢ℎ𝑥 = 𝑣, at y = R + h. (3.6g) 

 

 Next, we simplify the above set of governing equations following Ruyer-Quil et al. [103]. 

Under the lubrication approximation, we neglect the inertial contributions by assuming that Re = 

O(1) and ε<<1. Omitting the terms of order O(ε2), we rewrite the leading order non-dimensional 

reduced momentum and continuity equations for the velocity field (u, v) and the dynamic 

pressure p as 

1 −
𝜕𝑝

𝜕𝑥
−

𝜕𝛱

𝜕𝑥
+ (1 − 𝜅𝛩) (

𝜕2𝑢

𝜕𝑦2
+

𝑢𝑦

𝑦
) = 0, (3.7a) 

−
𝜕𝑝

𝜕𝑦
= 0, (3.7b) 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
+

𝑣

𝑦
= 0. (3.7c) 
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Based on our previous discussion, the radial temperature variations within liquid droplets 

and across the inter-bead precursor layer are negligible compared with the streamwise 

temperature variations. Therefore, we assume that the temperature is constant in the radial 

direction and only varies in the axial direction in the leading order, Θ = ΘI(x). The balance of 

tangential stresses at the free surface y = h + R reduces to 

𝑢𝑦 = −
𝑀𝑎

1−𝜅𝛩
(ℎ𝑥𝛩𝑦 +𝛩𝑥) = −

𝑀𝑎𝛩𝑥
1−𝜅𝛩

. (3.7d) 

The balance of normal stresses at the free surface y = h + R becomes 

𝑝 +𝛱 = (
𝛼

휀2(1+𝛼ℎ)
−

𝜕2ℎ

𝜕𝑥2
−

𝐴

ℎ3
) (1 − 𝜔𝛩). (3.7e) 

The two terms on the right-hand side of (3.7e), α/(ε2(1 + αh)) and ∂2h/∂x2, describe both the 

destabilizing and stabilizing roles of the surface tension that originate from the azimuthal and 

axial curvature of the free surface, respectively. The balance between the azimuthal and axial 

scales is characterized by α and ε. Here we use linear forms for both curvature terms; a 

discussion of other appropriate forms for the curvature terms can be found in Ji et al. [94]. 

Combining the kinematic boundary condition (3.6g), the no slip and no penetration boundary 

conditions (3.6f) and the continuity equation (3.7c) lead to the mass conservation equation 

(1 + 𝛼ℎ)
𝜕ℎ

𝜕𝑡
+

𝜕𝑞

𝜕𝑥
= 0, where 𝑞 =

1

𝑅
∫ 𝑢𝑦 𝑑𝑦
ℎ+𝑅

𝑅
. (3.8) 

Equation (3.7b) indicates that the pressure p is a function of x only. Integrating (3.7a) twice 

and using (3.7d) yields 

𝑢 =
1

1 − 𝜅𝛩(𝑥)
[
1 − 𝑝𝑥 − 𝛱𝑥

2
(−

1

2
(𝑦2 − 𝑅2) + (ℎ + 𝑅)2 ln (

𝑦

𝑅
)) 

−𝑀𝑎𝛩𝑥(𝑅 + ℎ)ln (
𝑦

𝑅
)]. (3.9) 
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Because α = Ԩ/R∗ = 1/R, by using (3.8), we obtain the form of flux q 

𝑞 =
1

1−𝜅𝛩
(
ℎ3

3
𝜙(𝛼ℎ)(1 − 𝑝𝑥 − 𝛱𝑥) −) −𝑀𝑎𝛩𝑥ℎ

2𝜓(𝛼ℎ), (3.10) 

 

where the shape factors ϕ and ψ are functions defined by 

𝜙(𝑋) =
3

16𝑋3
((1 + 𝑋)4(4ln(1 + 𝑋) − 3) + 4(1 + 𝑋)2 − 1), (3.11) 

 

𝜓(𝑋) =
1+𝑋

𝑋2
((1 + 𝑋)2ln(1 + 𝑋) − 𝑋 (

1

2
𝑋 + 1)). (3.12) 

 

In the limit of X → 0, we have 

𝜙(𝑋) = 1 + 𝑋 +
3

20
𝑋2 + 𝑂(𝑋3), 𝜓(𝑋) = 1 +

4

3
𝑋 +

1

4
𝑋2 + 𝑂(𝑋3). (3.13a,b) 

 

Given a dimensional volumetric flow rate Qm and fiber radius R∗, we define the volumetric 

flow rate per circumference unit q0
∗ as q0

∗ = Qm/(2πρR∗). We set the characteristic axial length 

scale Ԩ by solving (3.10) for h with q = q0
∗, Θ ≡ 0, Πx ≡ 0 and px ≡ 0. That is, we set the length 

scale Ԩ by the film thickness hN
∗ of a uniform Nusselt flow at room temperature T0

∗ with 

constant dynamic viscosity ν0 [103], [104]. 

Finally, by rescaling the time scale t → t/φ(α), and combining (3.8), (3.10) and (3.7e), we 

obtain the dimensionless governing equation for 0 ≤ x ≤ L, 

𝜕

𝜕𝑥
(ℎ +

𝛼

2
ℎ2) +

𝜕𝑞

𝜕𝑥
= 0, (3.14a) 

where the flux takes the form  

𝑞 = 𝛭(ℎ) (1 −
𝜕

𝜕𝑥
[(1 − 𝜔𝛩)(Ɀ(ℎ) − ℎ𝑥𝑥)]) −

ℎ2

2

𝛩𝑥𝑀𝑎

1−𝑘𝛩

𝜓(𝛼ℎ)

𝜙(𝛼)
, (3.14b) 

 

where the mobility function is 

𝛭(ℎ) =
ℎ3

3(1−𝑘𝛩)

𝜙(𝛼ℎ)

𝜙(𝛼)
, (3.14c) 
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and the function Ɀ(h) consists of the destabilizing azimuthal curvature term α/(η(1 + αh)) and the 

film stabilization term Π(h), 

Ɀ(ℎ) =
𝛼

𝜂(1+𝛼ℎ)
+ 𝛱(ℎ),    𝛱(ℎ) = −

𝐴

ℎ3
, (3.14d) 

 

where the scaling parameter η = ε2. 

This choice of time scale leads to a normalized mobility function that satisfies Μ = 1/3 for h 

= 1 and Θ ≡ 0. The model (3.14) can be written as a fourth-order nonlinear partial differential 

equation (PDE) for the thickness h(x, t). It accounts for temperature-dependent viscosity and 

surface tension gradients, gravity and azimuthal instabilities, but neglects the inertia and 

streamwise viscous dissipation that are included in the work of Ruyer-Quil et al. [104]. We note 

that because 0 ≤ κ < 1 and 0 ≤ Θ ≤ 1, we have 0 < 1 − κΘ ≤ 1 in (3.14b) and (3.14c). 

Compared with the prior work in Liu et al. [18] that focuses on the thermocapillarity effects 

in similar dynamics, this new model includes additional physics through the temperature-

dependent viscosity and does not require the aspect ratio α to satisfy α << 1. Our model with κ = 

Ma = ω = A = 0 is also consistent with the model derived in the work of Craster & Matar [100] 

except for a scaling difference. 

In the limit α → 0, the model (3.14) describes the dynamics of a draining film flowing down 

an incline under thermal effects. If we assume that the viscosity is constant and set κ = Ma = ω = 

A = 0, (3.14) reduces to (3.15), which describes thin film dynamics driven by the gravity and a 

surface tension gradient owing to a temperature gradient, 

ℎ𝑡 + (
1

3
ℎ3 −

1

2
ℎ2𝛩𝑥𝑀𝑎)

𝑥
= −

1

3
(ℎ3ℎ𝑥𝑥𝑥)𝑥 . (3.15) 

The cubic term and quadratic term on the left-hand side of (3.15) originate from gravity and 

the Marangoni stress, respectively. In this study, we consider a decreasing temperature field, 
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Θx<0, and the surface tension gradient is expected to promote the downward movement of the 

film. 

 

3.7 Stability analysis  
 

In this section, we investigate the instability of the model by considering two cases, (a) the 

isothermal case where the fiber is uniformly heated and (b) the weakly non-isothermal case, 

where a temperature gradient is imposed along the fiber. We will discuss the influence of the 

temperature-dependent liquid properties on both the temporal instability and absolute/convective 

instability transition of the system. 

 

3.7.1 Isothermal films 

 

We begin by considering the flow instability of a uniformly heated thin fluid film flowing 

down a vertical fiber. Specifically, we study an isothermal film with spatially constant surface 

tension and viscosity at a temperature Θ(x) ≡ Θ0 and dΘ/dx = 0, where 0 ≤ Θ0 ≤ 1. Then the 

governing equation (3.14) reduces to 

𝜕

𝜕𝑥
(ℎ +

𝛼

2
ℎ2) + 

𝜕

𝜕𝑥
[𝛭(ℎ)(1 − (1 − 𝜔𝛩0)

𝜕

𝜕𝑥
(

𝛼

𝜂(1+𝛼ℎ)
− ℎ𝑥𝑥 + 𝛱(ℎ)))] = 0, (3.16) 

 

where the mobility function takes the form Μ(h) = [h3 ϕ (αh)]/[3(1 − κΘ0)ϕ(α)]. We perturb the 

uniform base state ℎ̅ = 1 by an infinitesimal Fourier mode, 

ℎ = ℎ̅ + �̅�𝑒𝑖(𝑘𝑥−𝛬𝑡) ,         (3.17) 

where k is the wavenumber, Λ is the wave frequency and �̅� (<< 1) is the initial amplitude. 
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Expanding the PDE (3.16) then gives the dispersion relation 

𝛬 = 𝐶(𝛼, 𝜅,𝛩0)𝑘 + 𝑖𝑘2𝐷(𝛼, 𝜅, 𝜔,𝛩0) [−𝑘
2 +

𝛼2

𝜂(1+𝛼)2
− 3𝐴],     (3.18) 

where  

𝐶(𝛼, 𝜅,𝛩0) =
𝛼𝜙′(𝛼)+3𝜙(𝛼)

3(1−𝜅𝛩0)(1+𝛼)𝜙(𝛼)
,       𝐷(𝛼, 𝜅, 𝜔,𝛩0) =

1−𝜔𝛩0

3(1−𝜅𝛩0)(1+𝛼)
 .     (3.19) 

 

The relation (3.18) indicates that the azimuthal curvature term α/(η(1 + αh)) is destabilizing, and both 

the streamwise curvature term hxx and the film stabilization term Π (h) are stabilizing. For κ > 0, the 

temporal instability is enhanced by the thermal-viscosity influence. 

Following the work of Ji et al. [94], we select the stabilization parameter A based on the 

dimensional thickness εp = Ԩhc of a stable uniform layer based on experiments, where hc is the 

dimensionless thickness of the stable coating film. Specifically, we pick A = Ac, where 

𝐴𝑐 =
𝛼2ℎ𝑐

4

3휂(1+𝛼ℎ𝑐)2
 ,      (3.20) 

which ensures that any thin flat film h ≤ hc is linearly stable (Im(Λ) < 0) for all real wave 

numbers k > 0. 

To understand the spatiotemporal stability of the uniform state, we consider the peak of a 

localized wave packet that travels with a speed given by the group velocity vg = dΛ/dk, where 

both Λ and k are complex. The merging of two disconnected spatial branches at a point in the 

complex k-plane leads to a vanishing group velocity k0, vg|k=k0 = 0, which defines the absolute 

wavenumber k0 and the corresponding absolute frequency Λ0 = Λ(k0) (Duprat et al. 2007; Scheid, 

Kofman & Rohlfs 2016)[92], [123]. For Im(Λ0) > 0, the system presents absolute instability; for 

Im(Λ0) < 0, the fluid film shows convective instability. The absolute/convective (A/C) instability 

transition corresponds to a real absolute frequency, Im(Λ0) = 0. 
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Following the approach in the work of Duprat et al. (2007), we introduce the transformation 

𝑘 = �̃� (
𝐶

3𝐷
)
1/3

, 𝛬 = �̃�𝐶 (
𝐶

3𝐷
)
1/3

, 
𝛼2

𝜂(1+𝛼)2
− 3𝐴 = 𝛽 (

𝐶

3𝐷
)
2/3

      (3.21) 

and reduce the dispersion relation (3.18) to the equation 

 �̃� = �̃� + 𝑖
�̃�2

3
(𝛽 − �̃�2).      (3.22) 

This corresponds to the dispersion relation for a weakly nonlinear lubrication model studied 

in Frenkel [97]. Based on the calculation in Duprat et al. [92], the instability of the system 

becomes absolute when β > βca ≡ [9/4(−17 + 7 √7)]1/3 ≈ 1.507. This leads to the A/C threshold 

for the instability of isothermal films, 

3(1−𝜔𝛩0)𝜙(𝛼)

𝛼𝜙′(𝛼)+3𝜙(𝛼)
(

𝛼2

𝜂(1+𝛼)2
− 3𝐴)

3/2

= 𝛽𝐶𝐴
3/2

.      (3.23) 

 

which shows that the A/C marginal curve is influenced by the thermal effects only through the 

prefactor 1 − ωΘ0, and the temperature-dependent viscosity does not play a role. We note that 

this conclusion may change if moderate inertia effects or streamwise heat diffusion is included in 

the model [103], [111], [123]. 

Following the studies of Duprat et al. and Ruyer-Quil & Kalliadasis [93], [104], we rewrite 

the threshold (3.23) in terms of R∗/lc and α and obtain 

 

1

𝐶𝑘(𝛼)(1+𝛼)
4
[𝛼2/3 − 3(1 + 𝛼)2 (

𝑅∗

𝑙𝑐
)
4/3

𝐴]
3/2

= 𝛽𝐶𝐴
3/2

𝒮2.      (3.24) 

where R∗/lc is the ratio of the fiber radius R∗ and the capillary length lc, Ck(α) is the linear wave 

speed C(α, κ, Θ0) in (3.19) for κΘ0 = 0, and 𝒮 = (R∗/ lc)[1 − ωΘ0]
−1/2. For ωΘ0 = 0 and A = 0, this 

threshold (3.24) is consistent with the A/C threshold proposed in the works of Ruyer-Quil & 

Kalliadasis and Duprat et al. [93], [104]. 
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Figure 4 presents the A/C instability regimes predicted by (3.24) for isothermal films with A 

= 0. Downstream flow dynamics for the experiments in Table 3.1 are shown in figure 4 with 

circles representing the RP flow regime and crosses representing droplet coalescence dynamics. 

This analysis suggests that for all the experimental cases in the present study, the flow dynamics 

of the uniformly heated isothermal liquid film at the temperature TIN
* fall in the absolute 

instability regime. Therefore, the bead coalescence observed in our experiments cannot take 

place without the presence of a temperature gradient. In particular, for ω = 0, we note that for a 

spatially-constant temperature field Θ(x) ≡ Θ0, a direct transformation t → t(1 − κΘ) in (3.14) 

leads to a PDE without any temperature-dependent terms. Therefore, for any trains of travelling 

beads in the absolute RP regime, we expect the flow to stay in the RP regime when the 

temperature is uniformly elevated across the fiber. This indicates that the non-uniform 

temperature field Θ(x) is crucial for the bead coalescence observed in our experiments. 

 

 

Figure 3.5 : The absolute and convective (A/C) instability regimes in the parameter plane of α 

and 𝒮 predicted by (3.24) with βCA = 1.507 and A = 0. The circle symbols represent experiments 

that are in RP regime and the cross symbols represent experiments with downstream bead 

coalescence. 
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3.7.1 Weakly non-isothermal films 

 

Next, we show that for the weakly non-isothermal case, where the fiber is non-uniformly 

heated, both temperature-dependent viscosity and surface tension play an important role in 

determining the instability of the film. For simplicity, we consider the temperature Θ = O(δ) << 1 

that linearly decreases in space in the leading order, 

𝛩(𝑥) = 𝛿�̅�(𝑥) = 𝛿(1 − 𝛩1𝑥) + 𝑂(𝛿)2,     𝛩1 =
1

𝐿
≪ 1.   (3.25) 

This temperature Θ(x) satisfies Θ(0) ≈ δ and Θ(L) ≈ 0. Substituting (3.25) into the governing 

equation (3.14), for δ << 1, we obtain the expansion for flux 

𝑞 = (1 + 𝜅𝛿�̅�) {𝛭0(ℎ) (1 −
𝜕

𝜕𝑥
[(1 − 𝜔𝛿�̅�)(Ɀ(ℎ) − ℎ𝑥𝑥)]) + 𝛿𝛩1𝑀𝑎𝛭1(ℎ)} + 

𝑂(𝛿)2,  (3.26) 

 

where  

𝛭0(ℎ) =
ℎ3𝜙(𝛼ℎ)

3𝜙(𝛼)
,       𝛭1(ℎ) =

ℎ2

2

𝜓(𝛼ℎ)

𝜙(𝛼)
 .      (3.27) 

 

For δ << 1, the uniform film ℎ̅ = 1 is a quasi-steady state of the system. Similar to the 

isothermal case, we apply the perturbation (3.17) to the governing equation and obtain the 

relation 

𝛬 = 𝛬0(𝑘) + 𝛿𝛬1(𝑘, 𝑥) + 𝑂(𝛿)2,        (3.28) 

where the leading-order term is given by 

𝛬0(𝑘) = 𝑘
𝛼𝜙′(𝛼)+3𝜙(𝛼)

3(1+𝛼)𝜙(𝛼)
+ 𝑖𝑘2

1

3(1+𝛼)
[−𝑘2 +

𝛼2

𝜂(1+𝛼)2
− 3𝐴],        (3.29) 

which is consistent with the dispersion relation (3.18) for the isothermal case for κ = ω = 0.  
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The O(δ) term Λ1 depends on both the wavenumber k and the spatial variable x, 

𝛬1(𝑘, 𝑥) =
𝑘

3(1+𝛼)
(𝑘2 + Ɀ′(1))[𝑖(−𝜅 + ω)�̅�(𝑥)𝑘 + 𝛩1(𝜅 − 2ω)] +

1

1+𝛼
[(−𝛩1𝜔Ɀ(1)𝑘 + (�̅�(𝑥)𝑘 + 𝑖𝛩1)𝜅)𝛭0

′(1) + 𝑀𝑎 𝛩1𝑘𝛭1
′(1)].        (3.30) 

This analysis reveals the combined effects of the temperature-dependent liquid properties on 

the film stability in the non-isothermal scenario through parameters κ, ω and Ma. 

 

3.8 Results and discussion 
 

3.7.1 Numerical simulations 

 

We first perform numerical simulations of the PDE (3.14) to explore the influence of the 

thermal effects on the flow patterns. The dynamics near the nozzle are of interest because that is 

where the steepest temperature gradient occurs. To capture the near-nozzle dynamics, we set the 

initial conditions for the model (3.14) based on the nozzle geometry using a piece-wise linear 

profile for the film thickness h, 

ℎ(𝑥, 0) = {
1,

ℎ𝐼𝑁 + (1 − ℎ𝐼𝑁)𝑥/𝑥𝐿

𝑥 > 𝑥𝐿
0 < 𝑥 < 𝑥𝐿

,        (3.31) 

where hIN = (OD/2 − R∗)/Ԩ is determined by the difference between the nozzle outer diameter 

OD and the fiber radius R∗, and xL = 10 is used for all simulations. We impose the following 

Dirichlet boundary conditions at the inlet x = 0 and the Neumann boundary conditions at the 

outlet x = L, 

{
ℎ(0, 𝑡) = ℎ𝐼𝑁 ,

ℎ𝑥(𝐿, 𝑡) = 0,

        𝑞(0, 𝑡) = 1/3 𝑥 > 𝑥𝐿
ℎ𝑥𝑥(𝐿, 𝑡) = 0

     
at 𝑥 = 0,
at 𝑥 = 𝐿.

        (3.32) 
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To numerically solve the model (3.14), we use a Keller-box-based centered finite difference 

method where the fourth-order differential equation is decomposed into a system of first-order 

differential equations: 

{
𝑘 = ℎ𝑥 ,       𝑝 =

𝛼

𝜂(1+𝛼ℎ)
− 𝑘𝑥, (ℎ +

𝛼

2
ℎ2)

𝑡
+ 𝑞𝑥 = 0,     

𝑞 = 𝛭(ℎ) (1 − [(1 − 𝜔𝛩)(𝑝 + 𝛱(ℎ))]
𝑥
) −

ℎ2

2

𝛩𝑥𝑀𝑎

1−𝜅𝛩

𝜓(𝛼ℎ)

𝜙(𝛼)
.
             (3.33) 

 

For most numerical simulations shown in this subsection, the boundary conditions (3.32) 

with hIN = 1.46 is used, which corresponds to the dimensional nozzle diameter OD = 1.55 mm. 

Moreover, we set α = 1.054 and η = 0.132, which correspond to the dimensional fiber radius R∗ = 

0.305 mm and the flow rate Qm = 8 × 10−6 kg s−1 for silicone oil v50. 

Starting from identical initial conditions (3.31), a comparison of the long-time dynamics of 

the model (3.14) with and without thermal effects is shown in Figure 3.6. Figure 3.6(a) shows 

that without thermal effects (T∗IN = T∗0), the downstream dynamics (x∗ > 60 mm) stabilizes into a 

sequence of equally-spaced travelling beads, which is a signature that the RP regime is attained. 

Figure 3.6(b) shows the response of the bead dynamics to the imposed temperature distribution 

Θ = ΘI with the inlet temperature T∗IN = 65 ◦C and χ = 0.0085. Close to the nozzle, the bead size 

and spacing are significantly smaller than those in Figure 3.6(a), which shows droplet 

compression in the high-temperature region. In the downstream region of 80 mm < x∗ < 160 mm 

in Figure 3.6(b), where the temperature is lower, the bead distribution becomes more irregular 

and the bead spacing is larger and more comparable to the bead spacing shown in Figure 3.6(a). 

At x∗ ∼ 73 mm, we observe that two droplets collide and deform into a larger droplet. This 

type of bead coalescence happens repeatedly when a higher thermal gradient is present. Owing to 

the temperature difference between the upstream and downstream droplets, the upstream droplets 
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move faster down the fiber, repeatedly running into slower-moving beads in the downstream and 

initiating a coalescence cascade of droplets further downstream. 

Figures 3.6(c) and 3.6(d) present the average bead spacing Sb and the bead velocity Vb over 

time as functions of the spatial variable x∗, respectively. For the Θ = Θ∗
0 case in the RP regime, 

the travelling beads have nearly constant spacing and velocity for x∗ > 60 mm. For the T∗
IN = 65 

◦C case, the average spacing and velocity have a high spatial dependence; for x∗ < 60 mm, both 

the average spacing and velocity slightly decrease as x∗ increases. After the onset of bead 

coalescence at approximately x∗ = 65 mm, large variations are observed in spacing and velocity 

as the downstream flow becomes irregular.  

 

Figure 3.6 : A comparison of the dynamic solutions of (3.14) starting from identical initial 

conditions (3.31). (a,b) Transient profiles at time t∗ = 32.8 s. In (a) without thermal effects (T∗
IN 

= T∗
0, κ = Ma = ω = 0), the RP regime is reached. In (b) with thermal effects (T∗

IN = 65 ◦C), the 

dynamics involve compressed droplets near the inlet, bead coalescence and irregular bead 

patterns downstream. The average bead spacing Sb and bead velocity Vb are plotted against x∗ in 

(c,d). System parameters are given by χ = 0.0085, κ = 0.543, Ma = 0.838, ω = 0.111, α = 1.054 

and η = 0.132. We set εp = 0.05 mm for the T∗
IN = T∗

0 case and εp = 0.1 mm for the T∗
IN = 65 ◦C 

case. 
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Figure 3.7 shows the influence of the film stabilization term in the droplet coalescence. For a 

higher value of the dimensional coating thickness εp, which corresponds to a larger parameter A 

in (3.20) and stronger film stabilization effect, we observe that the onset location of coalescence 

can move towards the inlet as εp increases (see Figure 3.7a). Moreover, Figure 3.7(b) shows that 

the film stabilization term enhances the upstream bead velocity, which is consistent with the 

observation for travelling wave solutions reported in Ji et al. [94]. 

 

Figure 3.7 : Average bead spacing and velocity for T∗
IN = 65 ◦C with a varying stabilization 

parameter A in (3.20) for εp = 0, 0.05 mm and 0.1 mm, which shows that a larger value of εp can 

lead to the onset of droplet coalescence closer to the inlet and a higher upstream bead velocity. 

Other system parameters are identical to those used in Figure 3.6. 

 

3.7.1 Experimental comparisons 

 

To compare the numerical results against experimental observations and better describe the 

flow characteristics of liquid films, we constructed spatiotemporal diagrams from a sequence of 

numerical simulations. By tracing the peaks of the liquid beads, we plot the position of the peaks 

over time in Figure 3.8 to reveal spatiotemporal trajectories of the travelling beads. The slope of 

each trajectory indicates the travelling speed of each droplet, and the vertical distance between 

the trajectories represents the spacing between adjacent droplets. In Figure 3.8(a-d) where no 
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thermal effects (T∗IN = T∗0) are included, parallel trajectories are observed in both the experiment 

and simulation. This indicates that no droplet coalescence takes place, and the RP instability 

regime is attained. In the case where the inlet temperature T∗IN = 51 ◦C, the inter-bead spacings 

shown in both the experimental and numerical results are noticeably smaller than those in the 

T∗IN = T∗0 case. Moreover, the experiment with T∗IN = 51 ◦C shows that the coalescence of liquid 

beads starts to take place at x∗ ∼ 90 mm, which is reflected by two droplet trajectories coming 

together. A qualitatively similar pattern is also captured in the simulation where the bead 

coalescence occurs at x∗ ∼ 92 mm. When a higher inlet temperature is present, the thermally-

driven droplet coalescence occurs further upstream. In the T∗IN = 65 ◦C case, the experimental 

spatiotemporal diagram shows that two droplets collide at approximately x∗ ∼ 80 mm, and in the 

simulation, cascades of droplet coalescence appear starting from x∗ ∼ 72 mm. 
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Figure 3.8 : Spatiotemporal diagrams for silicone oil v50 with the same liquid flow rate and 

fiber radius but different inlet temperatures from (a–c) experiments and (d–f) numerical 

simulations of (3.14). The fiber radius is R∗ = 0.305 mm and the flow rate is Qm = 8 × 10−6 kg 

s−1. For the film stabilization term, εp = 0.05 mm is used for the T∗
IN = T∗

0 case, and εp = 0.1 mm 

is used for the T∗
IN = 51 ◦C and T∗

IN = 65 ◦C cases. 
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Figures 3.9 and 3.10 present the downstream droplet dynamics obtained by numerically 

solving the model (3.14) and the incompressible Navier–Stokes equations, and comparison with 

the experimental results. In Figure 3.9 where thermal effects are excluded (T∗IN = T∗0), the profile 

and inter-bead spacing of the steady train of beads obtained by both the model (3.14) and 

incompressible Navier–Stokes simulations are in good agreement with the experimental result. In 

Figure 3.10 where strong thermal effects (T∗IN = 70 ◦C) are imposed, the experiment image 

exhibits upstream bead compression and a more irregular downstream droplet arrangement 

owing to the occurrence of bead coalescence. The transient solution profile of (3.14), as well as 

the Navier–Stokes simulation results, qualitatively captures a similar morphology but with a 

reduction of two orders of magnitude in computational time. 

 

 

Figure 3.9 : The RP flow regime: profile comparison between (a) experiment, (b) 

incompressible Navier–Stokes simulation and (c) numerical simulation of the model (3.14) 

without thermal effects, T∗
IN = T∗

0, for silicone oil v50 starting from x∗ = 53 mm away from the 

inlet. 

 

Figure 3.10 : Bead compression and coalescence: profile comparison between (a) experiment, 

(b) incompressible Navier–Stokes simulation and (c) numerical simulation of the model (3.14) 

for silicone oil v50 where the inlet temperature T∗
IN = 70 ◦C. The figures are shifted to align the 

locations to where two droplets collide. 
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The location of the onset of bead coalescence is also of interest. Figure 11 shows a 

comparison of the predicted locations of bead coalescence, based on numerical solutions of 

(3.14), against experimental observations with a varying inlet temperature for both low-viscosity 

silicon oil v20 and high-viscosity liquid v50. The onset location of coalescence is shown to 

become closer to the inlet as the inlet temperature increases, and the simulation results show 

good agreement with the experiments. 

 

Figure 3.11 : Prediction of the location of droplet coalescence onset by numerically solving 

model (3.14) compared with the experimental results for silicone oil v20 at flow rate Q∗
m = 

0.016 g s−1 and silicone oil v50 at flow rate Q∗
m = 0.008 g s−1. The coating thickness εp = 0.1 

mm is used for the stabilization term. 

 

3.1 Summary 
 

This study has focused on the investigation of the onset of thermally-driven droplet 

coalescence in the fiber coating dynamics. Through a set of experiments, we have demonstrated 

that droplet coalescence and irregular wavy patterns can be triggered by imposing a temperature 
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gradient along the fiber. We have presented a new lubrication model that incorporates spatially 

dependent viscosity and surface tension gradients arising from the imposed temperature field in 

the streamwise direction. This model addresses the roles of surface tension and viscosity 

gradients that cause bead coalescence cascades. Numerical simulations of our model show 

excellent agreement with experimental observations as well as incompressible Navier-Stokes 

flow simulations in terms of both droplet profiles and spatiotemporal diagrams. 
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CHAPTER 4 

 

4. Film Viscosity Change on Fibers in String-Based Heat and Mass 

Exchangers 

 
We present our study on the dynamics of liquid desiccant flow down a vertical thin 

cylindrical fiber where its properties are subject to change due to mass exchange with a wet air 

stream. We numerically and experimentally show that in addition to the inlet flow rate, fiber 

geometry, and nozzle geometry, change in the liquid properties along the string can lead to 

changes in the flow regime. As the desiccant concentration decreases, the absolute to convective 

instability transition mass flow rate also decreases. This is primarily due to the reduction in the 

viscosity which is characterized by the nondimensional Kapitza number. The experimental 

results show a promising dehumidification performance from the string-based exchanger which 

enables regime transition to occur only due to the vapor condensation on the liquid desiccant 

film. We reach a moisture removal rate of 16 g/s/m3 from the exchanger while operating at ~43% 

effectiveness. We also compare the moisture removal rate of our string-based design as a 

function of efficiency with those of previously reported liquid desiccant-based air dehumidifiers. 

The present work demonstrates the efficient performance of compact, and scalable string-based 

mass exchangers where the effectiveness can be further improved by design optimization. Orr-

Sommerfeld analysis is used to characterize and predict the absolute to convective instability 

transition for liquids such as Calcium Chloride aqueous solutions with intermediate viscosity 

values where inertia effect cannot be neglected. We also utilize incompressible Navier-Stokes 



75 

 

simulations that account for concentration-dependent liquid properties to investigate the bead 

dynamics. Both numerical simulations and Orr-Sommerfeld analysis show good agreement 

between the flow dynamics predictions and the experimental results. 
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4.1 Background 

Thin liquid films flowing down a vertical fiber subject to thermal and mass exchange effects have 

been previously studied due to their importance in a variety of industrial applications, including dry and 

wet cooling systems and heat and mass exchangers for vapor, CO2, and particle capture ( Sadeghpour et 

al. 2019; Sadeghpour et al. 2021; Zeng, Sadeghpour, & Ju 2018; Zeng, Sadeghpour, & Ju 2019). Changes 

in liquid properties like surface tension and viscosity due to the presence of a temperature and/or 

concentration gradient influence the characteristics of these thin film flows (Ji et al. 2021). An improved 

understanding of the effect of the liquid property variation along fibers as a matter of mass exchange is 

crucial for systematic design of these systems.   

It is generally known that when a liquid film coats a fiber, liquid beads may start to form due to the 

complex interplay of surface tension, gravitational, inertial, and viscous forces. Several research groups 

experimentally investigated and analyzed different flow regimes of these liquid beads flowing down a 

string. In an early study, a set of experiments was run to study the effect of the flow rate on the flow 

regime [15]. They qualitatively observed three different regimes of the interfacial patterns in the form of 

traveling liquid beads. At small flow rates, the isolated droplet regime occurs where widely spaced large 

droplets flow down the fiber separated by secondary small-amplitude wavy patterns. At higher flow rates, 

the Rayleigh-Plateau (RP) flow regime emerges where a stable train of droplets propagate at a constant 

speed. If the flow rate increases further, the convective instability regime emerges as collision of large 

droplets occurs in an irregular fashion. More recently, the effect of physical parameters, including liquid 

properties and the nozzle geometry, on the flow regime have been comprehensively investigated 

experimentally (Sadeghpour, Zeng, and Ju 2017; Gabbard and Bostwick 2021). The RP to convective 

flow regime transition can also be triggered by inducing a gradient to physical properties (i.e., surface 

tension/viscosity) of the liquid film along the fiber (Liu, Ding, and Chen 2018; Ji et al. 2021). In our 
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recent study, we investigate the effect of temperature gradient on the flow regime of a non-volatile 

viscous liquid, i.e., Silicone oil, flowing down on thin monofilament fibers (Ji et al. 2021). We observe 

regime transition occurs if the spatial rate of change of viscosity exceeds a certain threshold. In the present 

study, however, we focus on the effects of change in the concentration along the fiber on liquid properties 

and, eventually, on the flow regime.     

Prior experimental works showed that the RP flow regime on a fiber offers a higher overall transfer 

coefficient compared to other flow regimes (Hattori, Ishikawa, & Mori 1994; Chinju, Uchiyama, & Mori 

2000; Migita, Soga, & Mori 2005; Nozaki, Kaji, & Mori 1998). This proves maintaining a stable train of 

liquid beads is important for reliable heat and mass transfer performance in many applications.  In this 

work, we first experimentally study the relationship between flow and fluid characteristics and mass 

transfer effectiveness for thin liquid films of Calcium Chloride (CaCl2) solutions flowing on a single 

string exchanger against a counterflowing wet air stream in a confined space. We investigate the effect of 

solution concentration and liquid and air flow rates on the overall dehumidification performance. We then 

investigate the effect of concentration change along the fiber due to the mass exchange with humid air on 

flow properties and regime transition. To suppress the effect of temperature change, all the experiments 

are done at constant (room) temperature. In addition to the effect of liquid mass flow rate on regime 

transition, our study shows that for certain liquid and air inlet conditions, the flow no longer remains in 

the RP regime and can undergo a regime transition along the fiber. This regime transition due to the 

stream-wise liquid property change induced by the stream-to-stream mass exchange will be the focus of 

the present flow analysis. 

An early study in 1990 demonstrated the effect of film thickness, compared to the fiber thickness, on 

the formation of instabilities on a fiber [124]. It was concluded that liquid bead formation will take place 
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only if the film thickness becomes large and quantitatively studied the conditions under which bead 

formation do not appear. A later study determined the critical film thickness, as a function of fiber radius 

(Rs) and capillary length (Lc), above which large liquid beads form and accelerate on a fiber [99]. This 

was done by stability analysis of axisymmetric flow of a viscous liquid on a fiber and defining a critical 

dimensionless saturation number (βc) above which unbounded growth (i.e., convective regime) occurs. 

The study on the regime transition continued by a different group where it was shown that the absolute 

RP to convective regime transition in the inertia-less limit happens when βc (or β*) becomes larger than 

1.507 [92]. This transition criteria reasonably applies to highly viscous liquids such as silicone oil v50.  

Recently, (Ji et al. 2019) investigates a 1-D lubrication model that incorporates fully nonlinear 

curvature terms, slip boundary conditions and a film stabilization mechanism to simulate the train of 

beads on a fiber. For higher flow rates where inertial effects are no longer negligible, a few studies 

investigated systems of coupled equations for the film thickness and the flow rate based on the integral 

boundary layer approach [102]–[104]. This approach is further extended in [105] by introducing the 

film stabilization mechanism to address the influence of nozzle geometry on the downstream droplet 

dynamics. 

 

There exist cases where the inertia effects can no longer be disregarded for predicting the 

absolute RP to convective regime transition. Hence, a linear stability analysis of the 

axisymmetric Navier-Stokes equations is conventionally used instead where the resulting 

equation, also known as the Orr-Sommerfeld (OS) equation, is a fourth-order ordinary 

differential equation for the complex stream function (Ψ). The solution to that equation also 

depends on the boundary conditions and the fiber thickness.  The OS analysis shows that for a 

given film thickness, if the fiber size is very large or very small compared to the liquid film, the 
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flow becomes convective. It is also demonstrated that, if the fiber size exceeds a certain size 

determined by the capillary length, the flow will always be convective irrespective of the 

viscosity values. Finally, OS analysis shows that for a given fiber size, there exists a range of 

film thicknesses where the flow follows the absolute RP regime [92], [103].     

 

Whereas many previous studies focus on the dynamics of viscous thin films with uniform 

properties flowing down fibers, fiber coating dynamics with liquid property change along the 

fiber have received less attention. For liquid films with non-uniform properties flowing on an 

inclined substrate, some earlier studies derived equations that incorporate the influence of 

temperature-dependent viscosity and surface tension [106], [107]. In one of our recent works, we 

propose a lubrication model that incorporates both temperature-dependent viscosity and surface 

tension. Using this model, we numerically simulate the downstream flow dynamics that forms 

bead coalescence due to the liquid property change along the fiber and obtain good comparison 

with experimental and incompressible Navier-Stokes simulation results ( Ji et al. 2021). In the 

present work, in addition to considering the effect of streamwise liquid property change, we also 

focus on liquids with intermediate range of viscosities where transition lines precited for highly 

viscous liquids (such as silicone oil v50) or very thin liquids (such as water) no longer apply, and 

stability analysis needs to be done for each case individually.  We work with a series of liquids 

with viscosity values ranging from water viscosity up to ~11 times higher. We conduct a series 

of OS analysis to predict the flow regime transition lines. These predictions are then compared 

against the experimental findings.     
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In the following sections, we first introduce the experimental setup and data used in the 

present study to fully analyze the dynamics of the thin film on the fiber. We also describe the 

methods we use to measure the properties of CaCl2 solutions at different concentrations. Then 

we report our findings on the dehumidification performance of the single-string mass exchanger 

utilizing CaCl2 solutions to dehumidify a saturated air stream.  In the final discussions, we 

introduce numerical modeling, based on OS analysis, which we use to predict the absolute RP to 

convective regime transition and compare the results against our experimental findings. Flow 

transition lines are also defined in terms of three main dimensionless parameters: the liquid film 

aspect ratio (α = hN / Rs), the normalized string radius (Rs / Lc), and the Kapitza number (Ka).  

 

4.2 Numerical simulation 

We solve the transient problem for an incompressible Newtonian liquid discharging at a 

given constant mass flow rate (Q) from a cylindrical nozzle with an outer diameter of Do and an 

inner diameter of Di on a rough cotton fiber in a quiescent ambient air. The axis of symmetry is 

coincident with the cotton axis, along the direction of gravity. Both liquid and air properties are 

constant with time and uniform throughout the domain.  

We use the PISO (pressure implicit with splitting of operators) algorithm to handle the 

pressure-velocity coupling [82], [117]. The solver [83] follows finite volume formulation to 

extract velocity and pressure fields at each interval. Further, we adopt the CSF model proposed 

by Brackbill et al.[84] where the effect of surface tension is introduced as an auxiliary body force 

in the momentum equations and the pressure staggering scheme (PRESTO) calculates the 

pressure on the faces (rather than the nodes). The wettability of the cotton fiber is applied by 

defining liquid-solid contact angle as a boundary condition. Note that, however, the defined 
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contact angle is for a stationary case. When a non-zero velocity field exists, the contact angle 

changes following the layout of the pressure field close to the contact line. The VOF method is 

used to track the liquid-air interface on a stationary Eulerian mesh[73]. 

We use an unstructured quadrilateral mesh of approximately 250000 elements with a time 

step size of 20 s in our simulations.  We conduct a mesh-independence and time step-

independence study to verify that reducing the mesh size or time step by a factor of two results in 

less than 5% change in the predicted maximum meniscus heights.  To help capture the contact 

line, we locally refine the mesh near the nozzle wall as well as on the fiber. We also include the 

roughness of the cotton thread while building the geometry to enhance the precision of the 

numerical simulations [1].  The simulation time is long enough to accurately capture steady 

periodic behavior, which is confirmed for each case by comparing the bead spacing of three 

consecutive beads over time. Finally, we include the effect of concentration gradient along the 

fiber using user defined functions for density, surface tension, and viscosity from Table 4.1. 

Table 4.1: Experimental cases of CaCl2 solution with different concentration (from 0% to 42% 

wt/wt), liquid and air mass flow rates, and liquid properties at 20 ˚C. 

Solution 

concentration, 

kg_CaCl2 / 

kg_solution 

(%) 

 

Density, ρ 

(kg/m3) 

 

Surface 

tension,  

σ 

(mN/m) 

 

Dynamic 

viscosity, 

μ (mPa.s) 

Liquid 

desiccant 

mass flow 

rate, Q (g/s)  

 

Counterflow 

air 

condition 

(Dry or wet) 

 

Air mass 

flow rate 

(g/s) 

42 1402.1 94.7 11.11 0.1 to 0.25 Dry & wet 0, 0.1, 

0.2, 0.3 

40 1367.8 93.3 9.04 0.1 to 0.25 Dry  0 

38 1340.1 91.9 6.99 0.1 to 0.25 Dry 0 

36 1322.2 90.6 5.60 0.1 to 0.25 Dry & wet 0, 0.1, 

0.2, 0.3 

35 1302.5 89.5 5.34 0.1 to 0.25 Dry 0 

34 1290.3 88.4 4.98 0.1 to 0.2 Dry 0 

32 1275.0 87.4 4.40 0.1 to 0.2 Dry 0 

30 1252.1 85.8 3.58 0.1 to 0.2 Dry & wet 0, 0.1, 

0.2, 0.3 

0 (DI water) 997.8 72.1 1.14 0.06 to 0.15 Dry 0 
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Figure 4.1 compares incompressible Navier-Stokes solver results (top) with the pictures 

taken from actual experiments (bottom). The results show our numerical simulations can 

reasonably capture the dynamics of liquid desiccant flow on a rough cotton fiber for the intended 

range of concentration and flow rate. The small discrepancy between the results is believed to be 

due to the uncertainty in the property measurements. 

 

Figure 4.1: Comparison of the incompressible Navier-Stokes numerical simulation (top) liquid 

flow profile and the experimentally obtained results (bottom) for (a) 36% wt/wt and (b) 30% 

wt/wt CaCl2 aqueous solutions. String diameter is 0.76 mm, the nozzle inner diameter = 1.22 

mm, the nozzle outer diameter = 1.47 mm, liquid mass flow rate = 0.14 g/s, and average surface 

roughness = 0.04 mm.  

 

Figure 4.2 shows the configuration of the train of beads in a separate simulation run where, 

unlike the cases shown in Figure 4.1, we impose a streamwise liquid property gradient. This is 

done by changing the desiccant concentration from 42% at the nozzle outlet (x = 0) to 40% at the 

end of the simulation domain (x = 15 cm) while keeping the inlet mass flow rate at the same 

level. Bead spacing and bead velocity increase as we move away from the nozzle outlet as a 

result of the streamwise viscosity reduction. This clearly shows how change in the liquid 

properties can result in nonuniformity in the bead pattern which can eventually lead to regime 

transition at a different flow rate. We further discuss the effect of property change on the 

1 cm
Q = 0.14 g/s

(a)

(b)

36% wt/wt

30% wt/wt

Simulation

Experiment

Simulation

Experiment
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transition flow rate in later sections.        

 

Figure 4.2: Comparison of the flow regimes obtained from numerical simulation for (a) when 

CaCL2 at 42% wt/wt is flowing on the fiber without experiencing any concentration change and 

(b) when CaCl2 starts to flow on the fiber at 42% wt/wt but the concentration decreases linearly 

with position to 30% wt/wt. Liquid mass flow rate is 0.20 g/s, and other physical properties are 

identical to Figure 4.1. 

 

4.3 Experimental setup 

Figure 4.3 shows a schematic of the experimental setup.  A syringe pump (KDS-410, KD 

Scientific) is used to pump the CaCl2 aqueous solution through a nozzle at a prescribed flow rate. 

The solutions are made by mixing DI water and laboratory grade anhydrous calcium chloride 

pellets with ~92% purity (also containing Potassium Chloride, Sodium Chloride, Strontium 

Chloride, and water).  We use stainless steel nozzles with 1.22 mm inner diameter and 1.47 mm 

of outer diameter and a cotton string with 0.76 mm of thickness. However, to minimize the effect 

of nozzle on the transition mass flow rate, we use a different nozzle size for each concentration 

to compare the results with OS prediction analyses. Grippers are used in the setup for proper 

alignment and ensuring the nozzle and the string verticality. The cotton string is always under 

tension and secured to the bottom plate of the setup. A Plexi cylinder with 1.0 cm of inner 

diameter provides the confinement for the air flow. All the connections have been carefully 

investigated and inlet and outlet air flow rates have been checked prior to the experiments to 

(a)

(b)

42% wt/wt

42% wt/wt30% wt/wt

Q = 0.20 g/s 5 cm

Concentration change



84 

 

make sure there is no air leak from the system. CaCl2 solution of different concentrations and DI 

water are used as the liquids. The liquid is collected and weighed using precision scale to verify 

the applied mass flow rates. The properties of the liquids at 20˚ C are listed in Figure 4.5. 

 

Figure 4.3: Schematic of the experimental setup. A bubble column is used to produce an air 

stream with 100% RH at the inlet of the setup. The temperature is almost uniformly constant in 

the device, and it is the same as the ambient throughout all the experiments.  

 

A high-speed camera (VR-Phantom, AMETEK) mounted on an X–Y stage captures the 

liquid beads at 1000 frames/s.  A light source and a light diffuser are used to improve image 

contrast. The uncertainty in the bead spacing and the bead velocity measurements are estimated 

to be ±0.05 mm and ±0.001 m/s, respectively. The videos are analyzed using ImageJ [87] to 

extract the bead shapes, bead spacing, and bead speed. The bead spacing is defined as the 
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distance between the tips or tails of two neighboring beads on the string. All the measurements 

shown are the averaged values.  

Each dehumidification experiment case resumes for 25 minutes to ensure that the system is 

operating well beyond its transient state. Figure 4.4 shows the relative humidity (RH) values with 

time at the inlet and outlet of the device. Figure 4.4 (a) shows device’s response right after 

switching from dry (0% RH) to wet (100% RH) air when there is no liquid flowing on the string, 

and Figure 4.4 (b) shows how the RH at the outlet decays with time just after the desiccant flow 

is enabled. Maximum RH difference between inlet and outlet when there is no liquid flow is 1%. 

All the experiments are conducted under a constant temperature of 20.5˚ C. No condensation was 

observed on the walls and hence, the RH difference between inlet and outlet air streams are 

considered to be solely due to the liquid desiccant flow.  

 

Figure 4.4: Relative humidity change with time at the inlet and outlet of the single-string mass 

exchanger while there is a 0.3 g/s of saturated airflow for two scenarios of (a) no desiccant flow, 

and (b) a 0.13 g/s stream of 42% wt/wt of CaCl2 solution.  

 

One-second-long videos are recorded for each case. The results show no appreciable 

differences in the bead shape, spacing and velocity during the recording time. A summary of the 

experimental conditions is presented in Table 4.1. 
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4.4 Results and discussion 

 

 
4.4.1 Concentration dependent liquid properties 

Liquid desiccant properties can change as concentration varies. In this work, we investigate 

the effect of concentration change on the density, surface tension, and viscosity of the liquid. 

Densities are measured using a graduated cylinder and a precision weight scale. To 

characterize the concentration-dependence of the surface tension of our liquids, we use the 

pendant drop method where we use simple syringe and nozzle setups for each respective 

concentration to produce pendant droplets. We then implement commonly used image analysis 

techniques [125] using ImageJ and MatLab software and incorporate it into the Young-Laplace 

equation to extract the surface tension values.  Equation (4.1) shows the Young-Laplace equation 

which can predict the shape of a static pendant droplet:  

𝑑𝜑

𝑑𝑠
= −

𝑠𝑖𝑛𝜑

𝑟
+

△𝜌𝑔𝑧

𝜎
+ 𝐶, (4.1a) 

𝑑𝑟

𝑑𝑠
= 𝑐𝑜𝑠𝜑, (4.1b) 

𝑑𝑧

𝑑𝑠
= 𝑠𝑖𝑛𝜑. (4.1c) 

Here, C is a parameter that correlates with the excess pressure inside the liquid (pressure at the 

bottom of the droplet) and is determined as part of the iteration process for solving the problem. r 

is the radial and z is the axial coordinate,  is the angle between the tangent line at the meniscus 

and the r axis, 𝑠 is the curvilinear variable (ds = (dr2 + dz2)1/2), 𝜌 is the density, 𝑔 is the 

gravitational acceleration, and 𝜎 is the surface tension.    
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The dynamic viscosity of solutions is measured using a simple force balance analysis on a 

stainless-steel sphere, with 0.5 mm diameter size, sinking with its terminal velocity in a column 

filled with the desiccant liquid: 

𝐹𝑔 − 𝐹𝑏 = 𝐶𝑑
1
2⁄ 𝐴 𝜌𝑙𝑉𝑠𝑝ℎ𝑒𝑟𝑒

2, (4.2) 

where 𝐹𝑔 is the gravitational force, 𝐹𝑏 is the buoyancy force, 𝜌𝑙 is the density of the solution, 𝐶𝑑 

is the drag coefficient, 𝐴 is the projected area, and 𝑉𝑠𝑝ℎ𝑒𝑟𝑒 is the terminal velocity of the sinking 

sphere captured by the high-speed camera. We use one of the proposed correlations that 

represents 𝐶𝑑 as a function of Reynolds number [126]:  

𝐶𝑑 =
24

𝑅𝑒
+

2.6(
𝑅𝑒

5
)

1+(
𝑅𝑒

5
)1.52

+
0.411(

𝑅𝑒

2.63×105
)−7.94

1+(
𝑅𝑒

2.63×105
)−8

+
0.25 (

𝑅𝑒

106
)

1+(
𝑅𝑒

106
)
. (4.3) 

Plots showing the relation between the liquid properties and concentration are included in 

Fig. 4.5. All the measurements are performed in a temperature-controlled lab. Maximum 

uncertainty in the measured density, surface tension, and dynamic viscosity values are estimated 

to be 16.5 kg/m3, 1.2 mN/m, and 0.1 mPa.s, respectively.   
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Figure 4.5: Data obtained for (a) density, (b) surface tension, and (c) dynamic viscosity of CaCl2 

aqueous solutions from experimental measurements. 

 

 
4.4.2 Dehumidification performance 

For each experimental case, the strong desiccant solution is supplied at a desired rate by the 

syringe pump to the nozzle setup, where then the solution continuously flows on the cotton 

string. Simultaneously, the air extracted from the dry air supply line first gets humidified to 

100% RH by going through the bubble column humidifier then flows through the device in a 

counterflow manner with respect to the liquid flow. In all the experimental cases conducted in 

this work, the vapor pressure on the air side is higher than the vapor pressure of the liquid 

surface hence, the moist air always gets dehumidified to some level before exiting through the 

exhaust tube. 
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As mentioned earlier, the desiccant temperature as well as the moist air temperature is almost 

constant and the same (at 20.5˚ C) throughout the whole setup. The dehumidification 

performance is reported here under different air and desiccant flow rates and desiccant 

concentrations. We use two parameters to evaluate the performance of our device under different 

flow conditions: dehumidification effectiveness (εd), and moisture removal rate per volume of 

the device in g/s/m3 (MRR). εd is defined as the ratio of actual dehumidification to the maximum 

possible dehumidification: 

        휀𝑑 =
𝜔𝑎𝑖𝑟,𝑖𝑛−𝜔𝑎𝑖𝑟,𝑜𝑢𝑡

𝜔𝑎𝑖𝑟,𝑖𝑛−𝜔𝑑𝑒𝑠𝑖𝑐𝑐𝑎𝑛𝑡,𝑖𝑛
, (4.4) 

where ω is the humidity ratio, subscripts “in” and “out” refer to inlet and outlet, and ωdesiccant,in is 

humidity ratio of an air stream with a vapor pressure the same as the vapor pressure at the 

surface of the strong desiccant supplied at the inlet. MRR on the other hand represents the rate of 

moisture removed from the air. We divide the values over the volume of the device in order to 

better compare the results with similar works in the literature (Pantelic et al. 2018; Kumar & 

Asati 2016; Ahmed & Kumar 2021; Naik & Muthukumar 2019). Therefore, we formulate MRR 

as: 

𝑀𝑅𝑅 = �̇�𝑑𝑟𝑦 𝑎𝑖𝑟(𝜔𝑎𝑖𝑟,𝑖𝑛 − 𝜔𝑎𝑖𝑟,𝑜𝑢𝑡) / 𝑉𝑜𝑙𝑢𝑚𝑒𝑑𝑒𝑣𝑖𝑐𝑒, (4.5) 

where �̇�𝑑𝑟𝑦 𝑎𝑖𝑟 is the mass flow rate of dry air and 𝑉𝑜𝑙𝑢𝑚𝑒𝑑𝑒𝑣𝑖𝑐𝑒 is the volume of the cylindrical 

section. 

A correlation proposed by Bouzenada et al. [131] gives the vapor pressure on the surface of 

the liquid desiccant solution as a function of concentration and temperature: 

ln(𝑃𝑠) = 𝐴(휁) −
𝐵(𝜁)

𝑇𝑠+111.96
, 𝐴(휁) = 𝑎0 + 𝑎1휁, 𝐵(휁) = 𝑏0 + 𝑏1휁, (4.6) 
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where Ps is the vapor pressure in mmHg at the air-liquid interface, Ts is the solution temperature 

in Centigrade, and ζ is the concentration of the solution (mass of the salt to the mass of solution). 

The constants used are α0 = 10.062, α1 = 4.4674, b0 = 739.828, and b1 = 1450.96. The 

equilibrium vapor pressure is then converted to humidity ratio for implementing in Eqs. (4.4-

4.5). 

A total of 27 different scenarios by varying the air flow rate, the desiccant flow rate, and the 

desiccant concentration are tested and the results are compared in Figure 6. In Figure 6 (a) the 

device’s effectiveness is presented as a function of the applied air mass flow rate for the three 

different desiccant concentrations used while the liquid mass flow rate is 0.16 g/s, and in Figure 

6 (b) the desiccant concentration is kept at 42% wt/wt but the effectiveness is presented for three 

different liquid mass flow rates. We see that the effectiveness becomes larger as we decrease the 

air mass flow rate, increase the desiccant mass flow rate, and/or use a very strong desiccant. 

Figures 4.6 (c) and 4.6 (d) similarly show the MRR values for a variety of conditions where we 

notice increasing any of the experimental variables, i.e., air/desiccant mass flow rate and/or 

desiccant concentration, leads to a higher moisture removal rate. 
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Figure 4.6: Single-string mass exchanger effectiveness with air mass flow rate for (a) different 

liquid desiccant concentrations and (b) different liquid mass flow rates. Also shown the 

exchanger’s moisture removal rate (MRR) for (c) different liquid desiccant concentrations and 

(d) different liquid mass flow rates. Air is saturated (100% RH) at 20.5 ˚C at the inlet for all the 

experimental cases. 

  

Since effectiveness for any mass exchanger highly depends on the inlet conditions, we instead 

decide to compare the string-based exchanger’s MRR as a function of effectiveness with other 

dehumidification devices that use liquid desiccants in the literature. Figure 7 compares the 

maximum MRR versus ε values reported for different mass exchangers working with liquid 

desiccants while dehumidifying a wet air stream within a close range of inlet air humidity ratios 

(~15 to 21 g/kg). The string-based exchanger shows a promising performance by offering high 

MRR values at each operating effectiveness while dehumidifying wet air at temperatures as low as 

20.5 ˚C. Note also that the current design is not optimized for performance and it is believed that a 

design similar to our previously-reported multi-string exchangers [1] can further enhance the 

dehumidification performance by enabling higher surface to volume ratio within the exchanger.  
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Figure 4.7: Dehumidification performance comparison in terms of MRR for different mass 

exchanger designs. Inlet air humidity ratios are all within 15 to 21 g/kg. All data can be found in 

(Pantelic et al. 2018; Kumar & Asati 2016; Naik & Muthukumar 2019; Ahmed & Kumar 2021). 

 
4.4.3 Flow transition analysis using the Orr-Sommerfeld modeling 

Here we investigate the effect of concentration on the transition flow rate using our 

experimental studies and applying the Orr-Sommerfeld (OS) analysis. The OS equation derived 

from linearization of the Navier-Stokes equation, shown in Eq. (7), is a fourth-order differential 

equation for the complex perturbation stream function amplitude ѱ(r). Using a cylindrical 

coordinate with positive z pointing vertically downwards and r representing the radial direction on 

the fiber, we can write the non-dimensional OS equation as (Solorio & Sen 1987): 

[(𝛺 − 𝑢𝑧)(D
2 − 𝑘𝑟

2) + D2𝑢𝑧]ѱ =
𝑖

𝑘𝑟  𝑅𝑒
(D2 − 𝑘𝑟

2)
2
ѱ, (4.7) 

where D2 = 𝑟
𝑑

𝑑𝑟
(
1

𝑟

𝑑

𝑑𝑟
). 

The form of the perturbation is given by ѱ(r,t) = ѱ(r) exp (i (kx −Ωt)), where k = kr + iki and Ω = 

Ωr + iΩi. Further, in Equation (4.7), uz(r) is the unperturbed fluid velocity, and Re = U (hN - Rs) / ν; 
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where U is the unperturbed fluid velocity at the free surface, hN is the unperturbed thickness of the 

liquid film, and Rs is the average fiber radius. 

A zero-group velocity (i.e., vg = dΩ / dk = 0) with Ω 0i > 0 identifies the onset of the absolute 

instability [1]. We also add the effect of finite roughness of the cotton thread surface by 

introducing a Navier slip condition at the fiber surface (r = Rs), shown in Equation (4.8), where 𝜆 is 

the effective negative slip length. This approximation, also known as the Navier friction condition, 

regulates the no-slip condition on rough surfaces (Miksis & Davis 1994). We use 𝜆 = 0.04 mm for 

inducing the roughness effect in current study. 

𝑑ѱ

𝑑𝑟
+ 𝜆

𝑑2ѱ

𝑑𝑟2
= 0 (4.8) 

We perform the OS analysis for a range of string radius values, 0.08 mm ≤ Rs ≤ 0.53 mm, and 

compare the predicted critical flow rates for different concentrations of 42%, 36%, 30%, and 0% 

wt/wt in the plot shown in Figure 8. In this plot the horizontal axis represents the normalized string 

radius (Rs / Lc), and the vertical axis represents the liquid film aspect ratio (α = hN / Rs). Each 

prediction line, in fact, corresponds to a specific Kapitza number (Ka = (1/3) / (g1/3m4/3)) where 

its variation in present work is primarily due to viscosity change and the rest of the liquid 

properties have much less significant impact. Our results show that the OS analysis predicts the 

transition flow rate increases monotonically by increasing the viscosity (or decreasing the Ka) 

which is consistent with our experimental observations (solid symbols in Fig. 4.8). This also means 

that even by keeping the mass flow rate at a constant level, the flow regime could change on the 

fiber if the liquid viscosity changes. We experimentally investigate the possibility of regime 

transition due to concentration (i.e., viscosity) change in the following sections. 
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Figure 4.8: The absolute and convective instability regimes in the parameter plane of the liquid 

film aspect ratio (α = hN / Rs), the normalized string radius (Rs / Lc). The lines correspond to the 

OS solutions with roughness-induced boundary slip for a wide range of Ka numbers. The circle 

and diamond symbols in (b) represent the absolute RP and convective instabilities in the 

experiments, respectively. 

 

Note that, by using appropriate nozzle sizes we cancelled the effect of nozzle on the flow 

regime during the experiments. We basically choose a nozzle size that is large enough to not let 

jetting happen in the vicinity of the nozzle outlet for the range of the flow rates applied. The nozzle 

size, on the other hand, should not be very large to skip the absolute RP regime. For more 

information on the effect of nozzle on flow regimes of liquid films on fibers please refer to [105].  

 

4.4.4 Effect of desiccant mass flow rate and concentration on flow dynamics 

All the experimental cases shown hereafter use a constant nozzle size in order to implement a 

better comparison.  

Figure 4.9 compares bead spacing and bead velocity for different CaCl2 solution concentration 

values when no air flow is applied. Both bead spacing and bead velocity generally decrease as we 

increase the viscosity. This trend, however, might change near the RP to convective transition flow 

rates as the bead spacing and bead velocity reach their minimum values just before the transition. 
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This plot also clearly shows the direct relation between viscosity and the transition mass flow rates. 

 

Figure 4.9: (a) Bead spacing and (b) bead velocity of the train of beads on the cotton fiber as a 

function of liquid desiccant mass flow rate and concentration.    

 

Figure 4.10 shows how the bead size changes with concentration when the flow rate is kept 

constant at Q = 0.12 g/s (Fig. 10 (a)), and its variation with mass flow rate when the concentration 

is constant at 42% wt/wt (Fig. 10 (b)). Bead diameter increases by ~15% when increasing the 

concentration from 0% (i.e., DI water) to 42% (i.e., almost saturated solution) which is mainly due 

to the increase in surface tension [5].   

 

Figure 4.10: Variation in the bead size with (a) desiccant concentration while the liquid flow 

rate is fixed at Q = 0.12 g/s and (b) with liquid flow rate while the desiccant concentration is 

42% wt/wt.  
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4.4.5 Effect of condensation on flow dynamics and flow regime 

In order to study the effect of concentration change on the liquid desiccant flow characteristics, 

we subject a wet air stream to the exchanger and compare the findings with a similar set of 

experiments where a dry air stream is used instead. We basically pick the desiccant concentration 

(42% wt/wt) and the air mass flow rate (0.3 g/s) and keep them fixed while we record the flow 

regime for different desiccant mass flow rates under both dry air and wet air scenarios. The 

saturated air at room temperature, as discussed in the experimental section, is produced when the 

dry air goes through the bubble column being fed by a water bath. We, however, have checked the 

effect of air flow rate on the train of beads and the transition and found no alteration in those 

parameters for the range of air flow rates applied here. Figure 4.11 (a) and (b) show how the bead 

spacing and bead velocity change, respectively, as we switch from dry to wet air. Both bead 

spacing and bead velocity increase when the liquid desiccant flow gets in contact with the wet air. 

This is due to the slight decrease in viscosity of the liquid stream after starting to absorb water 

vapor from the wet air stream. However, the bead spacing ultimately becomes smaller compared to 

the dry air case as we get close to the transition mass flow rate and ultimately leads to flow 

transition at a lower mass flow rate. Figure 4.11 (c) and (d) also show how the bead shape changes 

where the increase in bead velocity due to concentration reduction results in having beads with 

larger aspect ratios. 
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Figure 4.11: (a) Bead spacing and (b) bead velocity change with liquid flow rate under wet or 

dry air stream at 0.3 g/s. Also shown the variation in the (a) bead diameter and the (b) bead 

length with liquid flow rate for the same cases. All data represent liquid desiccant at 42% 

concentration. 

 

Figure 4.12 shows spatiotemporal diagrams of the train of beads with 42% wt/wt concentration 

at different desiccant mass flow rates under both wet and dry airflow conditions. As we increase 

the liquid mass flow rate, the slope, which represents the bead velocity, does not change much but 

the distance between the lines (representing the bead spacing) decreases. More importantly, the wet 

air flow causes the RP to convective regime transition to occur at a lower mass flow rate compared 

to the dry air flow which can be noticed from the irregularities in the spatiotemporal lines at 0.2337 

g/s of desiccant mass flow rate. This means that the wet air flow has resulted in ~ 3.2% reduction 

in the transition mass flow rate compared to the dry airflow condition. The small change in the 

transition mass flow rate is because of the very slight decrease in the concentration of the liquid 

desiccant (~1% wt/wt). Also note that these frames start at a distance of ~15 cm from the liquid 
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inlet. 

 

Figure 4.12: One-second-long spatiotemporal diagrams of 42% wt/wt CaCl2 desiccant beads 

over a 56.5 mm range on the cotton fiber. The air stream flows at 0.3 g/s in a (a) dry condition 

(0% Rh) and (b) wet condition (100% RH) and the results show steady state condition. All the 

frames start at a distance ~15 cm from the liquid inlet.  

 
4.5 Summary 

 

We conduct a systematic experimental and numerical study on the flow regime transition of 

liquid films on thin fibers induced by concentration change. We make Calcium Chloride aqueous 

solutions at different concentrations to create a set of liquid samples with different properties and 

utilize them as liquid desiccants in our single-string mass exchanger. We perform the study over 

a range of intermediate viscosity values (1.14–11.11 mPa.s) and up to absolute RP to convective 

instability transition mass flow rates (0.06–0.25 g/s). Other liquid properties such as density 

(997.8–1402.1 kg/m3) and surface tension (72.1–94.7 mN/m) change less significant. The range 

of the dimensionless parameter considered in the present study (i.e., the Kapitza number) is for 

199.7 < Ka < 2826.1. In general, as the viscosity increases (or as the Ka decreases), the absolute 
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RP to convective transition mass flow rate becomes smaller. Through a set of experiments where 

we use the liquid desiccants to dehumidify a wet air stream, we demonstrate that irregular wavy 

patterns can be triggered by imposing a concentration gradient along the fiber. Further, Orr-

Sommerfeld analysis and incompressible Navier-Stokes simulations are performed to predict 

both flow regime transition and train of beads dynamics, respectively. The numerical results 

show good agreement with our experimental observations.  

To quantify the performance of our string-based liquid desiccant dehumidifier, the moisture 

removal rate and the effectiveness is experimentally determined under various conditions. 

Consistent with similar works, we show that as the air mass flow rate increases, the moisture 

removal rate increases but the exchanger effectiveness decreases. Increasing the liquid desiccant 

flow rate can enhance both moisture removal rate and the effectiveness and increasing the 

desiccant concentration to near saturation increases the moisture removal rate due to inducing a 

higher vapor pressure difference along the device. We reach a moisture removal rate of 16 g/s/m3 

with the presented string-based exchanger while operating at ~43% effectiveness. We believe 

this performance can be easily enhanced by scaling up and utilizing a more optimized design. In 

this connection, additional research efforts are also necessary to systematically investigate the 

effects of practical parameters, such as the air and the liquid streams temperatures, which were 

not examined in the present work. 
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CHAPTER 5 

 

5. Highly Efficient and Economic Multi-String Heat/Mass 

Exchangers for Desalination Based on the Humidification-

Dehumidification Process  

 
We designed, constructed, and tested an innovative low-cost lightweight heat and mass 

exchanger technology to enable economic and energy efficient brine concentration and 

desalination via a humidification-dehumidification (HDH) process. By increasing energy 

efficiency while driving down capital and operating costs, our technology enables modular 

mobile desalination systems capable of treating a wide variety of feed waters. These include 

hypersaline oil and gas produced waters, seawater desalination brines, and other hypersaline 

waters, which cannot be treated by reverse osmosis (RO) and traditional thermal desalting 

technologies are too expensive and energy intense. We conducted a series of numerical 

optimization problems in order to find a design that offers very high Gained Output Ratios (GOR 

>7 values) while taking advantage of our multi-string exchanger technology and found that a 3.5-

meter-tall system with two intermediate extracted airlines between the humidifier and the 

dehumidifier gives a GOR of 7.5 and recovers about 9.5% of the brine feed in a single pass. Due 

to some practical and space limitations, however, we decided to proceed with an alternate, more 

compact (~2.2 meters-tall), design that incorporates a single extraction line and obtained 

promising experimental results (GOR ~ 2.9, RR ~ 7.5%, STEC ~ 220 kWh/m3, SEEC ~ 2 
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kWh/m3) that are within 20-25% of our numerical predictions. 

 

We leverage our previous work on novel string-based, direct-contact heat and mass 

exchangers to develop and experimentally validate rigorous thermodynamic and heat/mass 

transfer models for humidification and dehumidification. We then use these models to 

systematically optimize the design of an integrated HDH brine concentration and desalination 

system. A lab-scale system prototype is constructed, and performance is characterized using 

simulated feed water streams at influent salt concentrations up to 250,000 ppm to validate the 

design and assess scalability for future commercial applications. Results presented in this report 

will benefit future designs and deployments of HDH desalination plants. 
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5.1 Background 

Desalination systems can generally be divided into three groups: membrane-based systems, 

thermally driven systems, and desalination systems that use other innovations, e.g., electro-

dialysis (ED) or mechanical vapor compression (MVC), for desalinating purposes [23]. The 

desalination systems that primarily rely on membrane filtration generally consist of, membrane 

distillation, reverse osmosis, and forward osmosis [1], [24], [25]. Thermally driven systems are 

mostly based on solar still, solar chimney, humidification-dehumidification (HDH), multi-stage 

flash (MSF) evaporation, and multi-effect distillation (MED) [24], [26]–[28]. Reverse osmosis 

(RO)[29], [30], a membrane-based desalination technique, has been widely used for desalination 

of sea water, brackish groundwater and treatment of waste-water in large scales and it is 

considered the leading and the most optimized membrane-based desalination process [31]. 

Typical RO plants in a multi-stage design provide water recovery of 50%. However, the general 

performance and efficiency depends on the feed characteristics, feed salinity, pre-treatment, 

design configuration, and brine disposal considerations [32], [33]. Therefore, high consumption 

of electricity and increased pre-treatment and membrane maintenance cost due to membrane 

fouling, and their relatively low limits on the acceptable salinity of feed water are major 

drawbacks of this kind of desalination systems [30], [31], [34], [35]. In other words, system 

performance is highly dependent on its filtration parts, and therefore, demands a high degree of 

maintenance due to membrane fouling and scaling to keep its productivity at a reasonable level.  

Thermal desalination techniques such as HDH have become an appealing technology for 

brine concentration during the past few decades as they are more fit to run with a renewable 

energy source (i.e., solar energy), can process brine having salinity much greater than seawater, 

and can be utilized in more compact and portable platforms compared to the desalination systems 
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that are purely relied on membranes. MSF and MED processes are among the most reliable and 

very well-known thermal desalination techniques. MSF desalination plants, for instance, were 

being utilized by about 21% of the world’s total installed or contracted desalination systems at 

2015 [36]. However, MSF process is highly energy-intensive where the energy consumption 

easily exceeds 20 kWh per meter cubed of produced fresh water [37], [38].  

There are performance parameters that are frequently used by researchers to quantify and 

compare the performance of thermal desalination systems. Here, we introduce two important 

factors. A parameter most widely used to quantify the performance of thermal desalination 

systems is the gained output ratio (GOR), defined as the ratio between the latent heat of 

condensation and the net thermal energy input (Eq. 5.1). Where it indicates how much fresh 

water is being produced per unit heat applied to the system.   

𝐺𝑂𝑅 =
�̇�𝑝𝑤ℎ𝑓𝑔

�̇�𝑖𝑛
      (5.1) 

�̇�𝑝𝑤 is the rate of purified water production, hfg is the latent heat of vaporization, and �̇�in is the 

rate of heat being applied to the device. Another important parameter that is commonly used in 

the literature is the recovery ratio (RR). RR, as defined in Eq. (5.2), is the ratio of the amount of 

water produced (�̇�pw) per kg of brine feed (�̇�b,in). In a desalination system working with a 

closed air loop, once the steady-state condition is reached, evaporation and condensation happen 

at the same rate, hence RR can be calculated using the rate of either evaporation or condensation. 

𝑅𝑅 =
�̇�𝑝𝑤

�̇�𝑏.𝑖𝑛
      (5.2) 

 



104 

 

Note that, since GOR depends on the rate of freshwater production, having a higher RR may 

also result in having higher GOR. However, GOR also depends on heat recovery and as more 

heat is recovered from the hot product, less energy (i.e., �̇�𝑖𝑛) would be needed to run the system 

at the same water production level.   

As we mentioned earlier, nowadays the most abundant thermal desalination technology in the 

world is MSF, where similar to other thermal processes such as MED, it can produce high 

quality distilled water [134]. However, relatively high total energy consumption (due to high 

brine temperature), high capital costs (due to relatively large number of stages), and the need for 

their frequent maintenance have put a delay in their further commercialization [135]. On the 

other hand, ease of access to solar energy in some regions around the world has attracted much 

interest towards coupling thermal desalination systems with solar energy harvesting plants in 

order to establish sustainable desalination sites that are almost independent of fossil fuels and can 

be relied on as a stable source of clean water [136]–[138]. However, for making this energy 

transition possible we also need to address the low energy efficiency of thermal desalination 

systems due to limited availability of space and sunlight around the globe.    

 

5.1.1 Humidification-Dehumidification (HDH) desalination  

Humidification and dehumidification (HDH) thermal desalination technique is a better choice 

for small to medium scale and mobile desalination and water treatment applications (Giwa et al. 

2016; Farid et al. 2003; Parekh et al. 2004) since it can operate under a wide variety of 

conditions using a low-grade heat source (e.g. a solar panel) and its simple construction needs. 

An HDH unit mimics our natural water cycle by first humidifying a carrier gas (i.e., air) and then 
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condensing water vapor to produce distilled water (see Fig. 5.1). Hence, the HDH system 

operates with evaporation and condensation cycles that consists of an air stream, being driven via 

either natural or forced convection, and a water stream [42]. It can be further classified based on 

the stream that is being heated in the system: air-heated or water-heated. For either heating 

scenario, four different approaches are available depending on whether each fluid stream is 

undergoing a closed cycle or an open cycle configuration [23]. Figure 5.1 qualitatively shows 

how a closed-air open-water (CAOW) water-heated HDH cycle works which have been 

investigated through many numerical and experimental research. The RR is, generally, found to 

be much lower for the HDH system than conventional systems. This might seem like a drawback 

for the overall performance of an HDH system. However, using a multi-stage or the so-called 

“feed-and-bleed” design can solve the problem and RR can be further improved until a limit set 

by the device’s salinity tolerance. Another drawback for HDH systems is the need for 

dehumidifiers with very large surface areas. This is mostly due to the presence of non-

condensable gases while working under atmospheric conditions which makes the condensation 

process less efficient. Hence, designing and utilizing an efficient dehumidifier is crucial for any 

HDH system to make them more affordable and reduce the final cost of freshwater production.   

A preceding study constructed three HDH units each with a different size and material 

following the CAOW water-heated desalination approach [139]. The heat and mass transfer 

characteristics were quantified as a function of air and water mass flow rates, inlet temperatures, 

and surface areas. Air circulation via natural convection was found to be sufficient for running 

the system. Various packing materials and design structures have been tested in the recent years. 

To name a few: cellulose papers with honeycomb structure for humidification and cylindrical 

shell with coiled copper tubes for dehumidification [140], fin-tube heat exchanger for 
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dehumidification and an evacuated tube solar collector for providing the necessary heat [141], 

packed-bed cooling tower made of polypropylene for humidification and plate and tube 

dehumidifiers from the same material [142], a cooling tower with inclined wooden slats packing 

for dehumidification [143], galvanized steel plates for dehumidification [40], plate-fin and tube 

heat exchanger for dehumidification [144], and using permeable membrane between humidifier 

and dehumidifier for continuous airflow adjustment [145]. The maximum reported GOR for an 

HDH system in the literature is 8 where the proposed design takes advantage of multi-effect 

humidification to reduce the stream-to-stream temperature difference and enhance the energy 

efficiency in the system [145], [146].   

 

Figure 5.1: Closed-air open-water (CAOW), water-heated, humidification-dehumidification 

(HDH) inspired by the natural water cycle.  

 

The HDH technology offers many advantages over other thermal desalination technologies. 

For instance, HDH systems do not use membranes or hot metal surfaces that are prone to scaling 

or fouling and expensive to replace [43]. Hence, do not require sophisticated feed water pre-
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treatments and costly maintenance. HDH technique is very tolerant to high salinity and it can 

produce high-quality (distilled) water by treating polluted water, brine from other desalination 

plants, irrigation run off, and various industrial wastewater, including produced water from 

oil/gas exploration and mining [147]. Their simple transportation mechanism requires no 

complex mechanical or thermal components, reducing capital and operation/maintenance costs 

[148]. Furthermore, HDH systems can be powered by solar and geothermal energy or low-grade 

waste heat [23], and due to their modular characteristics, can be designed to produce minimal or 

zero liquid discharge, making them well-suited for mobile in-land applications. Figure 5.2 shows 

a map of the present study area.     

 

Figure 5.2: An overview of desalination techniques. Area of current study shown in underlined 

font.  

 

A primary issue with earlier versions of HDH systems is their relatively low effectiveness for 

dehumidification. Much higher surface areas are needed for condensation to compensate for the 

low mass transfer rates due to the abundant amount of non-condensable gases under atmospheric 

conditions [43]. This leads to a more critical challenge with HDH which is its low energy 

efficiency. To enhance thermal efficiency, past studies [44] proposed mass extractions/injections 
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between a humidifier and a dehumidifier to thermodynamically balance the HDH system and 

maximize the thermal energy recovery by reducing entropy production. However, even with 

implementing the proposed scenario on the existing heat/mass exchanger technologies, a 

previous theoretical study projected that exchangers of very large sizes are still needed to give 

GOR values that are competitive among other highly efficient desalination devices [45].   

Another characterization parameter that researchers normally use to compare desalination 

systems of any kind-both thermally and mechanically driven-is called specific energy 

consumption (SEC). SEC is the amount of energy consumed in kilowatt-hour (kWhr) per meter 

cubed of water production. Compared to pressure-driven RO, any evaporation-based thermal 

desalination process consumes substantially more energy, up to two orders of magnitude [149]. 

This shows that currently, in terms of energy consumption, thermal desalination devices are not 

as efficient as their mechanically driven peers and more research needs to be done, in addition to 

utilizing alternative renewable energy sources (e.g., solar panels), to reduce the water production 

cost of thermal desalination systems. On the other hand, however, RO and other filtration 

technologies are not capable of processing highly saline waters whereas this limitation can be 

overcome, and near-zero brine discharge plants are achievable using thermal desalination. 

Similarly, for comparing the amount of electrical energy consumption only in thermal 

desalination devices, specific electrical energy consumption (SEEC) is used which does not 

include the amount of applied thermal energy. Pumps and fans are the primary consumers of 

electricity in any thermal desalination system.          

The current project addresses the problem of low thermal and electrical efficiency of thermal 

desalination devices by proposing a novel exchanger for humidification and dehumidification 

purposes and characterizing its performance by taking advantage of heat/mass transfer and 
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thermodynamics fundamentals. In this project, we offer a device that can tolerate high levels of 

brine salinity which is a critical factor for desalination systems aiming at high levels of water 

recovery. Furthermore, we propose and utilize simple, yet highly effective experimental 

strategies for both running the system and characterizing its performance which can be used for 

similar future research in the field of desalination.     

 

5.1.2 Previous research in HDH desalination  

 

Most of the previous studies in the literature on HDH systems have focused on numerical 

analysis. In a past study, an exergy analysis study on different parts of HDH systems was done 

with the assumption that exergy gets lost primarily due to the existing driving forces. It was 

concluded that, since the mass exchange in humidifier is the same as dehumidifier, the total 

exergy loss due to mass transfer is zero [150]. A more recent study investigated entropy 

production and exergy efficiency of an HDH system that utilizes a semi-closed air circulation 

system while applying heat to both air and water streams at different heat ratios. The study 

suggests that when a low-grade energy source is only available, heating the water stream would 

result in less entropy generation and hence, higher thermal efficiency [151]. Another study 

calculated the optimum flowrates for extraction/injection of the air steam in an HDH system 

driven by solar power with given sizes and water production rates by minimizing the exergy loss 

[152]. The effects of using a heat exchanger and/or a mixer in a CAOW water-heated HDH 

system to maximize the heat recovery and GOR within the cycle was examined in a different 

study [153]. The study also included the effect of having zero, one, or two air extractions in their 

proposed design scheme for a wide range of humidifier and dehumidifier effectiveness.  
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It is believed that the work by Müller-Holst [146], [154], back in 1999, was the first study 

that experimentally showed the benefit of multi-effect HDH concept. In their design, to achieve 

higher performance, air flow rate was adjusted at different sections of humidifier and 

dehumidifier which resulted in smaller temperature difference between air and water streams. 

This, in turn, enabled higher heat recovery in the system and a GOR range of 5 to 8 was reported 

from their on-site and laboratory experiments, respectively. In a similar work, a pilot-scale HDH 

unit with one intermediate air extraction line was constructed and some prior thermodynamic 

analyses were used to find and apply the operating parameters that give the optimum 

performance [142]. Based on the experimental data, a maximum GOR of 2.6 and 4.0 were 

projected at optimum points for no extraction and single-extraction cases, respectively. Two 

years later the same group [43] proposed an HDH system using a direct-contact packed-bed 

structure for humidification and a series of bubble columns at different temperature levels for 

dehumidification, both having known sizes and characteristics. A maximum GOR of 3.8 was 

projected when adding an intermediate air flow line from the humidifier to the dehumidifier and 

applying a specific air flow rate through each channel. In a similar thermal HDH analysis, a 

recent study found that by increasing the working temperature range, the RR increases. Also, it 

was found that there exists an optimum device size/exchanger area beyond which the GOR does 

not improve appreciably [147].    

Desalinating brine using multiple but connected humidifiers and dehumidifiers has also been 

tested by researchers. In a study, a 3-stage multi-effect solar driven desalination system was 

numerically and experimentally investigated and a maximum GOR of 2.65 was achieved as a 

result of a higher degree of heat recovery [155]. Another study demonstrated a multi-stage HDH 

solar desalination system where the heat input is provided directly by a cylindrical Fresnel lens 
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concentrator [156]. A maximum GOR of 2.1 is reported because of exploiting the solar radiation 

in the desalination unit. Furthermore, subjecting humidifiers to sub-atmospheric pressures is a 

technique that has been tested on different types of desalination systems including HDH systems. 

One study reported a GOR of 3.4 while using solar irradiation as the heating source and 

humidifying the air stream under vacuum [157]. Investigators often combine HDH systems with 

different units to further enhance the energy efficiency. A research group experimentally studied 

the performance of an HDH desalination system with heat pump unit in order to enhance both 

heat and water recovery and were able to exceed a GOR of 2 at the optimum air circulation flow 

rate [148].  

As noted, mostly conventional shell and tube exchangers or coil finned tubes [158], [159] are 

used in an HDH system for dehumidification purposes. However, they are typically heavy and 

expensive due to their large size and suffer from problems of corrosion and scaling. These 

problems can be partly solved by switching to direct contact heat/mass exchangers where 

lightweight and cheaper materials are used and latent heat due to the transportation exchanges 

directly between the air-water streams [160]. There are a few studies where a direct-contact 

dehumidifier is considered for condensate collection. A parametric analysis compared both types 

of dehumidifiers and concluded that using direct-contact dehumidification would reduce the cost 

of water production by nearly 3 fold [161].    

As introduced earlier, in addition to HDH, there are other desalination techniques that are 

primarily driven by a heat source and often give high efficiencies if sufficient number of stages 

are provided. In a very recent study, a 10-stage solar still device is investigated and a maximum 

GOR of 3.85 is reported as a result of a high degree of heat recovery [162]. However, the sample 

device is built in small dimensions (~15 cm) and the condensate production is purely relied on 
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conduction heat transfer which can limit the performance of such platforms if a larger scale 

design is desired. 

Research on water desalination systems using multi-string direct contact heat/mass 

exchangers started at UCLA (MTSLab) by introducing humidifiers and dehumidifiers that work 

with such structure [1], [163]. In our earlier works, the superior performance of the multi-string 

setups compared to other existing devices, in terms of exchanger effectiveness, rate of vapor 

exchange per device size, and air stream pressure drop were shown. In this project we take 

advantage of our multi-string exchanger design to build a desalination system that works with 

HDH concept and offers relatively high levels of thermal efficiency. Furthermore, we realize that 

a comprehensive experimental study on HDH devices is lacking in the literature where our 

present work tries to fill this gap. 

 

5.1.3 Direct-Contact Multi-String Heat/Mass Exchangers 

 

One example of exchangers based on the direct-contact concept are bubble columns where 

they can be used as humidifiers and/or dehumidifiers in an HDH system [164]–[166]. A stream 

of air injected to a pool of water through small holes can create large liquid-gas interfacial areas 

for effective heat and mass transfer. A past study [167] experimentally investigated the effects of 

water temperature, hole diameter, and air flow rate on the performance of a bubble column 

humidifier. Although these devices guarantee complete humidification of passing air, bubble 

columns introduce significant gas-stream pressure drops and thereby require high electric energy 

consumption resulting in high SEEC values.   
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We propose a new direct-contact design for heat/mass exchangers to be utilized in an HDH 

system to overcome the issues with the existing exchangers. Our novel exchanger is based on a 

multi-string structure consisting of a dense array of vertically aligned strings as illustrated in Fig. 

5.3. A heated brine stream is flown down the strings in the humidifier while making direct 

contact with a counterflowing gas stream that carries the evaporated water. Then the humidified 

air enters the dehumidifier and loses a portion of its water content on the surface of the 

counterflowing clean water stream. The unique configuration of our multi-string humidifier 

design affords high interface-to-volume ratios necessary for high heat/mass exchanger 

effectiveness in a compact and light-weight unit at very low gas-stream pressure drops. Our 

system also enables performance enhancement of the device by introducing intermediate 

extractions/injections between the humidifier and the dehumidifier. We further discuss the effect 

of mass extractions in subsequent sections.  

 

 

Figure 5.3: (a) Top view schematic and (b) a picture of a dense array of strings in a multi-string 

exchanger.  

 

Pitch(a) (b)
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Past studies explored the use of liquid films flowing down strings for direct contact heat or 

mass transfer applications. Hattori et al. [168] presented approximate analytical models for the 

temperature distribution of a liquid film on a string subjected to cross-flows of a cooling gas. A 

later study performed CO2 absorption experiments where they compared the performance of 

spray columns, packed beds and wetted string columns and demonstrated the superiority of 

wetted string columns[169]. Extending this work, Uchiyama et al. [170] reported an analytical 

model to predict the CO2 absorption performance. Migita et al. [171] constructed a prototype 

containing an array of 109 strings to study CO2 absorption effectiveness. They successfully 

demonstrated that, under the same inlet liquid and gas conditions, wetted string columns perform 

better in terms of absorption effectiveness and gas pressure drop over conventional packed 

columns and spray columns. Pakdehi et al. [172] investigated the hydrazine absorption by a 

wetted string column with different number of strings and confirmed the advantage of wetted 

string columns in gas-phase pressure drop. Hosseini et al. [173] developed a computational fluid 

dynamics (CFD) model and performed a parametric study to examine CO2 absorption by a liquid 

film flowing along a single string. A recent study [174] also developed a numerical model for a 

CO2 absorption process in a wetted string column and reported good agreement with the previous 

experimental results [171]. In addition to mass transfer studies, many experimental studies focus 

on heat transfer performance of a turbulent liquid film around a uniformly heated tube [175]–

[177]. Shmerler et al. [178] measured the wall heat flux and temperature gradients across the 

liquid films to develop correlations for the normalized liquid-side heat transfer coefficients and 

the Reynolds number. These experiments focused on subcooled liquid films or saturated liquid 

films undergoing evaporation. However, very few studies were reported on heat transfer 

characteristics of liquid films flowing down thin strings with a counterflowing gas. A previous 
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study [95] reported a rather limited experimental investigation of the cooling of thin films of a 

heated silicone oil flowing down a single string. They compared the effectiveness of string-of-

bead flow and annular film flow at the same liquid flow rate and demonstrated that the string-of-

bead flow exhibited a higher overall heat transfer coefficient than the annular film flow. 

The multi-string exchanger has advantages of the high interfacial heat/mass transfer rate, low 

gas phase pressure drops, and light foot weight/cost. Implementing multi-string exchanger 

platforms in industrial dry cooling or thermal desalination can greatly reduce the facilities size 

and expense. These advantages make the multi-string exchanger superior to other direct contact 

methods and competitive among existing commercial exchangers. In this study, we investigate 

the performance of direct-contact multi-string heat/mass exchangers in an HDH desalination 

system. 

 

5.1.4 Research idea 

 

From both fundamental laws of thermodynamics and heat and mass transfer analysis we later 

prove that higher water production rate per unit heat input (i.e., GOR) is achievable by adjusting 

the ratio of air and water flow rates along heat/mass exchangers in a given HDH desalination 

system. This is a result of minimizing entropy generation per freshwater production in the 

thermodynamic cycle which results in higher heat recovery, and hence, lowers the amount of 

energy input that is needed for the device operation.         

The idea here is to use such scientific findings and incorporate it into our multi-string 

heat/mass exchangers to build a thermal desalination device that can produce high quality fresh 

water by processing highly saline brines at relatively low energy consumption rates.    
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5.2 Experimental setup and methods used for numerical and  

experimental analysis  

 

 
5.2.1 Design criteria 

Design criteria is to develop an innovative low-cost, lightweight heat and mass exchanger 

technology specifically optimized to enable economic and energy efficient (high GOR) thermal 

desalination systems based on the humidification-dehumidification (HDH) process. The system 

is designed to provide ~60 L/day of fresh water. The prototype is also designed to tolerate 

simulated feed water streams at TDS >250,000 ppm. Furthermore, total size/height of the device 

is designed to accommodate limited space availability.  

 

5.2.2 Multi-string HDH desalination system prototype 

We construct the multi-string heat and mass exchangers based on results from our 

thermodynamic and optimization model for a CAOW HDH thermal desalination system with 

mass extractions. In this system, as shown in Fig. 5.4 the hot and humid air exits through 2 

different paths from the humidifier into the dehumidifier: one at an intermediate section and the 

other at the outlet, located respectively at x1 = 0.73 m and x1 = 1.79 m. After cooling down and 

condensing its surplus water content, air exits the dehumidifier and enters the humidifier and 

completes the loop. Each setup consists of a vertical acrylic cylindrical pipe with an inner 

diameter of 7.62 cm for air flow, a top liquid reservoir, a bottom liquid reservoir, and a dense 

(with a pitch of 5mm) 2D array of 148 vertically aligned cotton strings as illustrated in Fig. 5.3. 

All the strings are under tension to ensure their verticality and sturdiness. Plastic nozzles, 

engraved directly into the plexi-glass sheets, with an inner diameter of 1.25 mm are used to 
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supply water from the reservoir (Fig. 5.5). For the airflow extraction and injection, tee sections 

are chosen with respect to the flow configuration to minimize irreversibility due to flow bending. 

Moreover, we minimize unwanted pressure drops and condensations by using channels with 

same dimensions throughout the device and only airflow controller to control the amount of mid-

point extracted air stream.     

A two-step heating system consisted of immersion heater and an in-line heater is used to heat 

the inlet brine to high temperatures up to 90 ℃. A circulation pump keeps the brine 

concentration and temperature uniform by constantly mixing the brine in the tank and feeds the 

hot brine stream into the top humidifier reservoir. Another pump supplies the clean (condensing) 

water to the dehumidifier. The liquid in each device is then divided into multiple uniform 

streams using an array of nozzles built into the top reservoirs. As the liquid streams flow down 

the strings under gravity, they form traveling liquid beads due to intrinsic instability caused by 

the interplay among surface tension, viscous, gravity, and inertia forces [16]. A total of 30 micro 

thermocouples are mounted at different sections including different axial locations along the 

body of the exchangers (x1 = 0 or liquid inlet, 0.92, and 1.79 m in the humidifier, and x2 = 0, 

1.08, and 2.09 m in the dehumidifier) and different radial positions to capture the temperature 

profile of the airflow, as shown in Fig. 5.4 (locations 1 to 3 for humidifier and dehumidifier). 

Moreover, multiple thermocouples are used to monitor inlet and outlet temperatures of the 

brine/water streams. All piping, reservoirs, and junctions are insulated using fiberglass with 

different R-values (up to 13). 

12V DC brushless fan placed in-line with the side channel, capable of withstanding 

temperatures up to 85˚ C and saturated conditions (i.e., 100% relative humidity), guides the air 

flow in the system and is controlled using a 25 kHz signal. 2 set of venturi tubes (throat 
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diameter: 24.5 mm, inlet diameter: 62.5 mm) attached to pressure transducers (Dwyer, 648C 

series) and placed at reasonable distances from the fan measure the air flowing through the side 

air channels. Pressure transducers are chosen based on the range of air flow rate (0-62 Pa) and 

always remain attached to the system. During operation, top reservoir nozzles and bottom outlet 

openings are filled with water, keeping the airflow in a closed loop. We ensure the accuracy of 

venturi tubes by comparing measured values with standard calibrated rotameters. Venturi tube 

measurements are used for calculating the wet and dry airflow rate through the system. The air 

flow through the mid-point extraction line is controlled via both fan speed and a flow controller 

(i.e., an orifice).  

We use National instrument (NI, models:  6009, 9162, 9213) devices for measuring electrical 

signals and transferring them to temperature and pressure/flowrate readings. We use turbine flow 

meters (GEMS, FT-210) and precision scales (Ohaus SP, 0.01 g precision) to measure the inlet 

and outlet water flow rates.  A precise conductivity meter (LAQUA, F-74G) is used to analyze 

the feed, concentrated bine, and the produced water and, also, to verify the amount of 

evaporation/condensation calculated based on the concentration balance.     

Uncertainty in the measured water temperatures at inlets and outlets is measured to be ±0.5 

°C. Uncertainty in the measured air mass flow rate is estimated to be 0.05 g/s, and uncertainty in 

the measured liquid flow rates is 0.1 g/s. A picture of our experimental setup is shown in Fig.5.6. 
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Figure 5.4: Schematic of the experimental setup. 

 

 

Figure 5.5: Plastic nozzles for liquid distribution in the multi-string exchanger. 

 

FWT

FM

BT

CV

FM

3WV

DH
H

IM-H

Fan

Flow 
controller

TCH1

TCH2

IN-H

TC TC

TCDH1

TCDH2

RH

RH

TCH3
RH

TCDH3
RH

PT

Air tube

Multi-string 
exchanger

CV

DH

FM

FWT

H

PT

RH

TC

Control valve

Dehumidifier

Flow meter

Fresh water tank

Humidifier

Pressure transducer

Thermocouple

IM-H Immersion heater

Relative humidity sensor

IN-H In-line heater

BT Brine tank

3WV Three-way valve

Airflow

Venturi

  =  

  =  

Pump

Pump



120 

 

 

 

Figure 5.6: An image of the HDH experimental setup and the equipment. Solid lines are 

pointing at different parts of the exchangers and dashed lines are pointing at the equipment. 

Note that some parts are not shown in this figure. 

 

H
u

m
id

ifie
r

D
e

h
u

m
id

ifie
r

W
astew

ater 
co

lle
cto

r

Data monitoring 
and control

Power 
supplies

Extraction 
point

Injection 
point

Water 
tank

Top liquid 
reservoir

Multi-string 
exchanger



121 

 

5.2.3 Methods used 

We first build a heat and mass transfer model and validated it using our comprehensive 

experimental results from the previously-studied scaled version multi-string exchangers [1], 

[163]. Then we conduct a general thermodynamics analysis on thermal desalination with HDH 

approach to create an initial design concept based on the effect of parameters on the performance 

of the system. We build a multi-string desalination system and predict its performance using our 

prior modeling knowledge and experience. We confirm our predictions (within ~20%) by 

conducting experiments on the setup. In the final step, we develop a system-level optimization 

model to find a highly efficient design and took the following as key inputs: the feed water 

(brine) input temperature (e.g., output from the solar heater) and flow rate, the condensing water 

inlet temperature and flow rate, the target clean water production rate, the heat and mass transfer 

conductance rates, and the maximum acceptable number of intermediate connections (i.e., 

extraction/injection points). The key outputs are the GOR, RR, the stream-to-stream flow rate 

ratio at all sub-sections, and each sub-section’s height. The system-level model is implemented 

in an optimization scheme in MatLab.  

 

5.2.4 Runs and experiments done 

Using our developed heat and mass transfer model for HDH systems, the effect of feed and 

condensing water inlet temperatures and their flow rates, the effect of total dry air circulation 

rate, and the effect of amount of air extraction are studied on the built setup. The numerical 

modeling helps identifying the operating conditions at which the system offers its maximum 

efficiency. Similarly, the experiments are conducted to find the optimum performance point (i.e., 

highest GOR) of the HDH system as a function of inlet temperatures and flow rates for both no 

extraction and with extraction cases. Highly saline brine (up to ~250,000 TDS) is used in the 
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experiments to monitor the performance as a function of brine quality and to investigate any 

potential maintenance/reliability challenges that they might cause.   

The optimization problem is run for a variety of cases including having zero, one, or two 

extraction points on the desalination system to see what design approach we need to follow to 

reach high values of GOR with respect to the practical constraints (e.g., height limitation).   

We use the pressure transducers, precision scales, turbine flow meters, and temperature 

readings to locate the operating points on the performance curves and calculate both RR and 

GOR values from the experimental runs. We analyze the obtained data to find the necessary 

parameters. For instance, we first convert the airflow measurements to dry airflow rates, by 

assuming the air is fully saturated, to find the water to dry air mass flow rate ratio (i.e., Mr). 

Equation (5.3) shows how we calculate the Mr 

𝑀𝑟 = �̇�𝑏.𝑖𝑛/�̇�𝑑𝑎 (5.3) 

where �̇�𝑏,𝑖𝑛 is the mass flowrate of the brine or the feed applied to the system and �̇�𝑑𝑎 is the 

masss flow rate of the dry air. Note that, unlike the wet airflow, the mass flow rate of dry air is 

consistent throughout the whole device.  

We calculate rate of evaporation/condensation by comparing the inlet and outlet water mass 

flow rates (Eq. (5.4a)) as well as utilizing the saturated air assumption (Eq. (5.4b)) 

𝑅𝑅 = (�̇�𝑏,𝑖𝑛 − �̇�𝑏,𝑜𝑢𝑡)/�̇�𝑏,𝑖𝑛 (5.4a) 

𝑅𝑅 = (�̇�𝑑𝑎,ℎ𝑜𝑡 (
1

1−𝜙ℎ𝑜𝑡
−

1

1−𝜙𝑐𝑜𝑙𝑑
) +(�̇�𝑑𝑎,𝑐𝑜𝑙𝑑 − �̇�𝑑𝑎,ℎ𝑜𝑡) (

1

1−𝜙𝐸𝑥𝑡
−

1

1−𝜙𝑐𝑜𝑙𝑑
)) /�̇�𝑏,𝑖𝑛 (5.4b), 
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where �̇�𝑏,𝑜𝑢𝑡 is the masss flow rate of the condsnsate being discharged at the outlet of 

humidifier. Also, �̇�𝑑𝑎,ℎ𝑜𝑡 is the dry air mass flow rate exiting the humidifier and �̇�𝑑𝑎,𝑐𝑜𝑙𝑑 refers 

to the dry air exiting the dehumidifier. Also, 𝜙ℎ𝑜𝑡, 𝜙𝐸𝑥𝑡, and 𝜙𝑐𝑜𝑙𝑑 represent the saturation mass 

ratios (or absolute humidity ratios) at the humidifier outlet, extraction point, and dehumidifier 

outlet, respectively. Obviously, when there is no air extraction, dry air mass flow rate is constant 

everywhere and the second term in Eq. (5.4b) becomes zero. 

By having the RR and the outlet dehumidifier water temperature, one can easily calculate the 

GOR based on Eq. (5.5).  

𝐺𝑂𝑅 = 𝑅𝑅 × ℎ𝑓𝑔/ (𝐶𝑝,𝑏 × (𝑇𝑏 − 𝑇𝐷𝐻,𝑜))                                           (5.5) 

Here, 𝐶𝑝,𝑏 is the specific heat of brine at the averaged temperature, 𝑇𝑏 is the brine inlet 

temperature and 𝑇𝐷𝐻,𝑂 is the temperature of hot water from dehumidifier outlet. Note that we use 

this simplified form for presenting the GOR where we are assuming that a perfect heat exchanger 

(100% effectiveness) is used to preheat the new brine with the hot water being discharged from 

the dehumidifier. However, Eq. (5.6) shows a more general form for calculating the GOR when 

the effectiveness (η) of the preheating heat exchanger is less than 100% and 𝑇𝑖 is the initial (new) 

brine temperature. 

𝐺𝑂𝑅 = 𝑅𝑅 × ℎ𝑓𝑔/ (𝐶𝑝,𝑏 × (𝑇𝑏 − 휂(𝑇𝐷𝐻,𝑜 − 𝑇𝑖)−𝑇𝑖))                                     (6) 

We use Eq. (5.5) to plot and compare experimental results as a function of the operating 

parameters. But we later demonstrate and discuss the effect of heat exchanger effectiveness on 

the overall performance of the device using Eq. (5.6). 
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5.2.5 Air-side Pressure Drop in Multi-String Heat/Mass Exchangers 

A key consideration in an HDH system, aside from the thermal efficiency and water 

recovery, is the rate of electricity consumption consumed by fans and pumps during operation. 

By knowing this, one can calculate electrical consumption per unit produced water which 

contributes to overall water production cost. Since the water flows by its own weight in multi-

string exchangers (i.e., gravity driven), we focus more on developing a model that predicts air-

side pressure drop to find out how much power is needed to provide the desired circulation air 

flow. The air-side pressure drop 
𝑑𝑃

𝑑𝑧
 consists of three major components: the frictional pressure 

drop (
𝑑𝑃

𝑑𝑧
)
𝑓
, the pressure drop due to gravity (

𝑑𝑃

𝑑𝑧
)
𝑔

, i.e. hydrostatic, and the pressure drop due to 

the momentum change (
𝑑𝑃

𝑑𝑧
)
𝑚

 as shown in Eq. (5.7). Air momentum changes since we have 

expansion/compression due to evaporation/condensation (Eq. (5.8)).  

𝑑𝑃

𝑑𝑧
= (

𝑑𝑃

𝑑𝑧
)
𝑓
+ (

𝑑𝑃

𝑑𝑧
)
𝑔
+ (

𝑑𝑃

𝑑𝑧
)
𝑚

    (5.7) 

(
𝑑𝑃

𝑑𝑧
)
𝑚
= (

�̇�

𝐴𝑐
)
2

(
1

𝜌𝑚
+

1

𝜌𝑤
)
𝑑𝜔

𝑑𝑧
     (5.8) 

In the above equations, Ac represents the cross-section area for the air stream, ρw is the 

density of water, and ω is the humidity ratio.  

The frictional pressure drop for laminar flows along the strings can be calculated using Eqs. 

(5.9) and (5.10), in terms of the friction factor fL [179].  

𝑓𝐿𝑅𝑒 (
𝐷𝑓

𝐷ℎ
) =  

8𝜎2

2(1−𝜎)−ln(1−𝜎)−0.5(1−𝜎)2−1.5
     (5.9) 

(
𝑑𝑃

𝑑𝑧
)
𝑓
=

2𝑓𝐿𝜌𝑚𝑉𝑎𝑖𝑟

𝐷ℎ
     (5.10) 
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Here, Re = ρmVDh/μ where V and μ are the relative air stream velocity and viscosity, 

respectively. Also, Dh and Df are the hydraulic diameter and the average liquid film diameter 

calculated from Nusselt solution, respectively [104]. Parameter 𝜎 represents the fraction of the 

total cross section available to the air flow. 

 
5.3 Numerical analysis, performance prediction, and experimental       

data  

 

 
5.3.1 Balancing an HDH desalination System 

Many studies in the literature on heat exchangers address the flow condition at which a given 

device performs at its best, or in other words, minimizes the exergy (recoverable energy) loss. 

This study is crucial for any thermodynamic cycle such as HDH systems since heat (or energy) 

recovery plays a significant role in the overall efficiency of the system. It has been proven that if 

a heat exchanger working in a thermodynamic cycle runs at the heat capacity rate ratio (HCR) of 

one, heat recovery in the cycle becomes maximum. In this condition, the heat exchanger is 

considered to be “balanced”. Similarly, for a heat/mass exchanger device, a general expression, 

called modified HCR, is defined to quantify the exchange between the streams: 

𝐻𝐶𝑅 =
△�̇�𝑚𝑎𝑥.𝐶

△�̇�𝑚𝑎𝑥.𝐻
,      (5.11) 

where △ �̇�𝑚𝑎𝑥 represents the maximum rate of enthalpy change that can possibly happen in the 

exchanger for each (hot (H) or cold (C)) stream. By having HCR = 1 for the heat and mass 

exchanger, the amount of heat recovery becomes maximum in the thermodynamic cycle [180], 

[181]. However, we also note that, since mass flow rates and heat capacity rates are not constant 

for the streams as they pass through the system, it is not possible to maintain the HCR = 1 
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condition at all locations in the device. Therefore, we need to somehow adjust the flow rates, for 

example by extracting or injecting moist air from/into the exchangers, to keep the HCR closer to 

one at all locations. Theoretically, by applying an infinite number of injections/extractions we 

can fully balance an exchanger which, of course, is not realistic. However, thermodynamic 

analysis shows that, even a few numbers of extraction/injections can substantially increase the 

overall efficiency of an HDH system. 

Similar to the effectiveness defined in the literature for heat exchangers, an energy-based 

effectiveness can be defined for heat and mass exchangers. Equation (5.12) shows the relation 

for effectiveness of heat and mass exchangers which is defined as the ratio of change in total 

enthalpy rate (△ �̇�) to the maximum possible change in total enthalpy rate (△ �̇�𝑚𝑎𝑥) [142]. The 

maximum possible change in total enthalpy rate can be found from Eq. (5.13). The definition 

given in Eq. (5.12), however, does not give a meaningful result for a humidifier as the streams 

can never reach the terminal temperatures, even for humidifiers with infinitely large area. Hence, 

other relations have been proposed in the literature to overcome this issue [43].   

휀 =
△�̇�

△�̇�𝑚𝑎𝑥
      (5.12) 

△ �̇�𝑚𝑎𝑥 = min (△ �̇�𝑚𝑎𝑥.𝐶 .  △ �̇�𝑚𝑎𝑥.𝐻)  (5.13) 

From thermodynamics point of view, McGovern et al. [45] proposed that it is advantageous 

to normalize enthalpy rates by the amount of dry air flowing through the system (ℎ∗). Hence, the 

effectiveness can be presented as in Eq. (5.14).  

휀 =
△ℎ∗

△ℎ∗+𝛹
      (5.14) 
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𝛹 in Eq. (5.14) is called the “enthalpy pinch” and is defined as the minimum loss in enthalpy 

rate due to a finite device size at any point in the exchanger device. Equation (5.15) shows the 

mathematical description. 

𝛹 = 𝑚𝑖𝑛𝑙𝑜𝑐𝑎𝑙(△ ℎ𝑚𝑎𝑥
∗ −△ ℎ∗)   (5.15) 

We use the 𝛹 expression, despite using physical dimensions directly, in order to express the 

size of the device (i.e., the transfer area) in our primary thermodynamics’ calculations. In this 

respect, as 𝛹 approaches zero, the device size becomes nominally infinity. Equation (5.16) 

shows the relation between the slope of temperature-normalized enthalpy curves and the mass 

flow rate ratio [181]. Considering constant specific heat for water and assuming a linear 

temperature-enthalpy relation for the water stream, one can obtain the mass flow rate ratio from 

the temperature-enthalpy diagram:   

slope =
𝑑𝑇𝑤

𝑑ℎ∗
=

1

𝑀𝑟𝐶𝑝.𝑤
      (5.16) 

where the mass flow rate ratio, 𝑀𝑟, is the ratio of the mass flow rate of water to that of dry air.  

As discussed earlier, one useful way to enhance the thermal efficiency of HDH systems is to 

minimize the entropy generated within the cycle per unit water produced. Equation (5.17) can be 

used for both humidifiers and dehumidifiers to calculate the amount of entropy generated in each 

device. �̇�𝑤 is the mass flow rate of water/brine,  �̇�𝑎𝑖𝑟 is the mass flow rate of moist air, 𝑠𝑤 is the 

entropy of water/brine, 𝑠𝑎𝑖𝑟 is the entropy of moist air, and subscripts in and out denote inlet and 

outlet conditions. The overall entropy generated, therefore, can be calculated from Eq. (5.18), 

where subscripts H, DH, and heater denote humidifier, dehumidifier, and the heat source, 
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respectively.   

�̇�𝑔𝑒𝑛 = �̇�𝑤,𝑜𝑢𝑡𝑠𝑤,𝑜𝑢𝑡 − �̇�𝑤,𝑖𝑛𝑠𝑤,𝑖𝑛 + �̇�𝑎𝑖𝑟,𝑜𝑢𝑡𝑠𝑎𝑖𝑟,𝑜𝑢𝑡 − �̇�𝑎𝑖𝑟,𝑖𝑛𝑠𝑎𝑖𝑟,𝑖𝑛   (5.17) 

�̇�𝑔𝑒𝑛,𝑡𝑜𝑡 = �̇�𝑔𝑒𝑛,𝐻 + �̇�𝑔𝑒𝑛,𝐷𝐻 + �̇�𝑔𝑒𝑛,ℎ𝑒𝑎𝑡𝑒𝑟   (5.18) 

Previous studies have utilized entropy generation minimization to find the optimum 

operating point for an HDH system as well as proving the positive effect of adding 

extractions/injections in such systems [43], [180], [182].  

Figure 5.7 shows the temperature-enthalpy diagram for a system having enthalpy pinch of 15 

kJ/kg working with zero (a), one (b), and two (c) extractions/injections. The cold-water stream 

enters the dehumidifier at 20o C and the hot brine stream enters the humidifier at 90o C. The 

slope of the water line in the temperature-enthalpy diagram can be used to evaluate the mass 

flow rate ratio at any given point in the device. By comparing the curves in Figure 5.7, we note 

the flow adjustment created by the intermediate connection points and the resulting GOR 

enhancement due to further reducing the total specific entropy produced in the system.  
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Figure 5.7: Temperature-Enthalpy diagram for a thermodynamically balanced HDH system 

with an enthalpy pinch (Ψ) of 15 kJ/kg with zero (a), one (b), and two (c) extractions/injections.   

 

Figure 5.8 shows GOR variation for HDH systems working at the same temperature range of 

90-20 ℃ but having different enthalpy pinches and number of extractions/injections. At 

relatively high values of enthalpy pinch (𝛹 > 15 kJ/kg), higher number of extractions does not 

necessarily lead to a better performance. On the other hand, for a fixed temperature range, as the 

enthalpy pinch decreases, the size of device must increase. We also note that, from experimental 

point of view, adding more extractions will introduce more complexity to the system which 

might not seem reasonable considering the small percentage of enhancement after adding 

subsequent sections. Therefore, these important factors need to be considered during designing 

HDH systems.   
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Figure 5.8: GOR of balanced systems as a functions of enthalpy pinch for different number of 

extractions (N). The inlet brine temperature and the inlet condensing water temperature for all 

cases are the same (90 and 20 ˚C, respectively).    

 
5.3.2 Heat and Mass transfer model for multi-string exchangers 

Although thermodynamics give us some general insight on how to improve the performance 

of HDH systems, we still need to develop a numerical model that is specific to the multi-string 

design to calculate details needed for building an actual desalination system. Moreover, 

thermodynamic parameters such as enthalpy pinch and exchanger effectiveness do not give any 

information on the operation parameters that need to be set on an actual device to give the 

desired outcome. We, therefore, build a 1-D heat/mass transfer model implemented in MATLAB 

for our multi-string design to further specify physical and flow parameters that give better 

performance with respect to the flow and other physical parameters. Because the air stream in a 

CAOW HDH system undergoes a closed loop, we assume that the air is saturated at all locations 

in the system, and its moisture level is only a function of the temperature. We have verified this 

assumption during our experiments on the scaled multi-string exchangers. Hence, we calculate 

the amount of water vapor being carried by the air from its temperature distribution. Figure 5.9 

shows the discretized domain for our heat/mass transfer model. Equations (5.19-23) are used 

throughout the domain to find the temperature distribution and amount of mass transfer. Here, �̇� 
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is the mass flow rate, 𝑔𝑚 is the mass transfer conductance,  𝑔ℎ is the heat transfer 

conductance, dA is the water-air contact area for an element, 𝜙 is the saturation mass ratio (i.e. gr 

of water vapor / gr of total air), ℎ is the enthalpy, ℎ𝑓𝑔 is the enthalpy of vaporization and 𝑞𝑐𝑜𝑛𝑣 

represents the amount of convection heat transfer. Subscripts 𝐿, 𝑔, amd 𝑛 refer to liquid stream, 

air stream, and number of the corresponding element, respectively.  We estimate the heat transfer 

conductance using the heat and mass transfer analogy (Eq. (5. 24)) where Lewis number (Le = 

ρDCp/k) is a dimensionless number defined as the ratio of the mass diffusivity to the thermal 

diffusivity where ρ is density, D is the diffusion coefficient, and k is the thermal conductivity. 

Note that these equations are used for both humidifier and dehumidifier. Equations (5.19) & 

(5.20) are for air and water mass balance, and Eqs. (5.21) & (5.22) are for air and water energy 

balance. Although the equations used guarantee mass and energy conservation at each element, 

we also check the conservations for each exchanger and the overall HDH setup as well. In 

addition to that, we make sure inlet and outlet temperatures match their corresponding points on 

the other setup since we assume no temperature drop when the air stream is flowing from a 

device to the other one. As noted from the indexing, we use an explicit scheme for discretizing 

and solving the equations where we run adequate iterations until the maximum change in any 

parameter is less than 0.01% with respect to its previous value.      

�̇�𝐿.𝑛 = �̇�𝐿.𝑛+1+ 𝑔𝑚* dA * (𝜙𝐿,𝑛+1- 𝜙𝑔,𝑛+1)    (5.19) 

�̇�𝑔.𝑛 = �̇�𝑔.𝑛+1+ 𝑔𝑚* dA * (𝜙𝐿,𝑛+1- 𝜙𝑔,𝑛+1)    (5.20) 

�̇�𝐿.𝑛 ∗ ℎ𝐿,𝑛= �̇�𝐿.𝑛+1* ℎ𝐿.𝑛+1+ dA * (𝑞𝑐𝑜𝑛𝑣.𝑛+1 + 𝑔𝑚 * (𝜙𝐿,𝑛+1-𝜙𝑔,𝑛+1)  * ℎ𝑓𝑔,𝑛+1)   (5.21) 

�̇�𝑔.𝑛 ∗ ℎ𝑔.𝑛= �̇�𝑔.𝑛+1* ℎ𝑔.𝑛+1+ dA * (𝑞𝑐𝑜𝑛𝑣.𝑛+1 + 𝑔𝑚 * (𝜙𝐿.𝑛+1-𝜙𝑔.𝑛+1)  * ℎ𝑓𝑔.𝑛+1) (5.22) 
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𝑞𝑐𝑜𝑛𝑣.𝑛+1 = 𝑔ℎ ∗  (𝑇𝐿.𝑛+1 − 𝑇𝑔.𝑛+1)     (5.23) 

𝑔𝑚

𝑔ℎ
= (𝐿𝑒)

2

3    (5.24) 

 

Figure 5.9: Discretized physical and computational domain for the 1D heat and mass transfer 

model. 

 

Figure 5.10 (a) shows the experimental setup we used for model validation and 

characterizing the performance of a scaled (~1 meter tall) multi-string exchanger. Curves shown 

in 5.11 (b) and (c) are from two sample cases that demonstrate the promising performance of the 

model for predicting the temperature profile in the exchanger while operating as a humidifier (b) 

or a dehumidifier (c).  
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Figure 5.11 shows linear curve-fits to the resulting measured experimental mass transfer 

conductance rates for both humidification and dehumidification processes. Horizontal axis 

represents superficial air velocity, and each line is for a specific mass flow rate per string (or 

cell). In our numerical analysis, we incorporate the effect of air velocity change on the heat/mass 

transfer rates because of change in the volumetric flow rate due to continuous 

humidification/dehumidification along the exchangers.    

 

Figure 5.10: (a) Experimental setup used for model validation and characterizing the 

performance of a scaled multi-string exchanger for both humidification and dehumidification 

applications. (b) and (c) show sample temperature profiles while the exchanger is used as a 

humidifier and a dehumidifier, respectively.   
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Figure 5.11: Linear curve-fits to experimentally measured mass transfer conductance in (a) 

humidifier and (b) dehumidifier as a function of superficial air velocity for different mass flow 

rates per string. Maximum uncertainty is 0.002 kg/(m2s). 

 

5.3.3 Performance prediction for the multi-string HDH desalination           

system, zero extraction case (N = 0) 
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function of the physical parameters that are initially assigned. We assume perfect mixing 

condition at the injection point when the extraction is enabled. All the subsequent sections show 

our performance prediction results on a setup with dimensions shown in Table 5.1 while 

processing a brine stream at sea level salinity (~35 g/ (kg water)). The latent heat and the specific 

enthalpy of the saline water can be calculated from: 

ℎ𝑓𝑔,𝑠𝑤  =  ℎ𝑓𝑔,𝑤 (1 − 𝑆),    (5.25) 

and 

ℎ𝑠𝑤  =  ℎ𝑤 – 𝑆 × (𝑎1 + 𝑎2 𝑆 + 𝑎3 𝑆
2 + 𝑎4𝑆

3 + 𝑎5 𝑡 + 𝑎6 𝑡
2 + 𝑎7 𝑡

3 + 𝑎8 𝑆 𝑡 + 𝑎9 𝑆
2 𝑡 +

𝑎10 𝑆 𝑡
2).    (5.26) 

The values of ai coefficients can be found from [163].  hfg,sw and hfg,w denote the latent heat of the 

brine and the pure water in J/kg, respectively. Similarly, hsw and hw are the enthalpy of the brine 

and the pure water, respectively, in J/kg.  S is the salinity in kg/kg, and t is the temperature in °C. 

The vapor pressure of the brine is estimated using Raoult's correlation: 

𝑃𝑣,𝑤

𝑃𝑣,𝑠𝑤
= 1 + 0.57357 × (

𝑆

1−𝑆
),     (5.27) 

where Pv,w and Pv,sw represent the vapor pressure of pure water and saline water, respectively.   

In the following discussions, at first, the effect of the mass flow rate ratio (Mr, Eq. (5.3)), that 

represents how fast the airflow is recirculating through the system, on the overall performance of 

the HDH device is demonstrated. Next, the effect of air extraction is shown by varying the 

extraction flow rate while keeping the overall Mr at a constant level.      
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Table 5.1: The multi-string HDH system prototype with single extraction 

 

Parameter Amount Unit 
   

Humidifier height (𝐿𝐻.1 (top), 𝐿𝐻.2 
(bottom)) 

 

Dehumidifier height (𝐿𝐷𝐻.1(top), 

𝐿𝐷𝐻.2(bottom)) 
 

Cross-sectional diameter of exchanger 
 

Number of strings 
 

Water mass flow rate per string 
  

1.79 (0.73, 1.06) 
 
 

2.09 (1.06, 1.03) 
 
 

7.62 
 

148 
 

0.06 
  

m 
 
 

m 
 
 

cm 
 

# 
 

g/s 

Figure 5.12 shows how the GOR and RR change with the top brine temperature and the 

overall water to dry air mass flowrate ratio (Mr) in the setup with no extractions (N = 0). 

Although the maximum GOR increases by ~16% as the top brine temperature goes down from 

90 ˚C to 60 ˚C, the RR decreases by ~45% at the same operating points. Also, the figure shows a 

clear peak for each curve that addresses the so-called “balanced” state in the system giving the 

best thermal efficiency. These results are consistent with thermodynamics analysis as well as 

data reported by previous works [183]. Note that the performance is primarily dependent on the 

ratio of the air and water streams (i.e., Mr) and changing the flow rates, while keeping the ratio at 

a constant value, would impose a negligible effect. The other point can be realized from Figure 

5.12 is that each GOR curve has a sharper peak compared to its respective RR curve. This is 

because of the fact that GOR depends on both water recovery (RR) and heat recovery (𝑇𝐷𝐻,𝑜 in 

Eq. (5.55)) and due to the significant effect of latent heat on the heat transfer between the air and 

water streams in each exchanger, the numerator and the denominator in GOR’s relation (Eq. 

(5.5)) respectively become maximum and minimum at the same time, resulting in a sharp peak in 

GOR curves. In other words, the more evaporation/condensation we get, the more heat we can 
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recover which ultimately results in more efficient desalination, i.e., higher GOR. This relation, 

however, holds when no heat is wasted and all the heat from condensation is transferred to the 

condensing water stream. Hence, in the presence of heat loss, maximum GOR and maximum RR 

might not become coincident.       

 

Figure 5.12: Effect of water to dry air mass flow rate ratio (Mr) and brine inlet temperature (Tb) 

on the (a) GOR and (b) RR of the Multi-string HDH system when no extraction is applied (i.e., 

N = 0). 

 

Previously, researchers showed the importance of entropy generation minimization in order 

to reach the peak GOR for a given HDH system [43]. Those analysis, however, were 

characterized by the heat capacity rate ratio in the dehumidifier rather than controllable 

parameters such as the airflow circulation rate. Here, in Fig. 5.13 (a), we show the normalized 
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entropy generation as a function of Mr for the case Tb = 80 ℃. The peak GOR happens at the 

point where the normalized entropy generation becomes minimized. Similarly, Fig. 5.13 (b) 

demonstrates that maximum GOR and minimum normalized entropy generation essentially 

happen at the same operating point where the value of heat capacity rate ratio in the dehumidifier 

equals one. This indeed shows the importance of flow conditions on the device performance. If 

we keep every parameter at a constant level and only change the rate of airflow circulation, we 

reach the maximum GOR at a single operating point where it corresponds to the dehumidifier’s 

balanced state. This, again, is because more entropy is produced in the dehumidifier compared to 

the humidifier due to the relatively large entropy generation during condensation in the presence 

of non-condensable gases.    

 

Figure 5.13: Effect of (a) water to dry air mass flow rate ratio (Mr) and (b) heat capacity rate 

ratio in dehumidifier on the normalized entropy generation and GOR of the Multi-string HDH 

system when N = 0 and Tb = 80 ℃. 

 

 

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6

S
p

e
c

if
ic

 E
n

tr
o

p
y
 G

e
n

e
ra

ti
o

n
 

(k
J
/K

/k
g

_
P

ro
d

u
c

t)

Water to Dry Air Mass Flow Rate Ratio, Mr

0

1

2

3

4

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2

G
a

in
e

d
 O

u
tp

u
t R

a
tio

, G
O

R
S

p
e
c

if
ic

 E
n

tr
o

p
y
 G

e
n

e
ra

ti
o

n
 

(k
J
/K

/k
g

_
p

ro
d

u
c

t)

Heat Capacity Rate Ratio in Dehumidifier, HCRDH

(a)

(b)

N = 0

Tb = 80 ℃

N = 0

Tb = 80 ℃



139 

 

5.3.4 Performance prediction for the multi-string HDH desalination system, 

single extraction   case (N = 1) 

Figure 5.14 (a) and (b) show the performance of the system after adding an extraction line, in 

terms of GOR and RR, as a function of airflow extraction rates for different overall airflow 

circulation rates (Mr) while Tb is fixed at 90 ℃. This figure clearly shows the effect of amount of 

dry air extraction rate on the performance. Moreover, by comparing Fig. 5.14 to Fig. 5.12 one 

can find that the overall dry air circulation rate at the optimum operating point has increased by 

adding the extraction line. This indeed is consistent with our previous thermodynamic analysis 

where we realized that changing the airflow within different sections of the system changes the 

state of the whole HDH system with respect to its balanced condition.  

 

Figure 5.14: Effect of overall water to dry air mass flow rate ratio (Mr) and percent of dry air 

mass extraction rate on the (a) GOR, and (b) RR of the Multi-string HDH system when single 

extraction is applied (i.e., N = 1) and Tb is fixed at 90 ℃. 
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We previously saw the critical effect of balancing the dehumidifier for achieving the 

maximum GOR in the HDH system. We also realize that by adding an intermediate line for the 

airflow, the dehumidifier is basically operating via two stages. Our analysis shows that balancing 

the bottom stage dehumidifier, where it deals with the hotter airflow, is more critical and 

maximum GOR happens when HCRDH_bot gets very close to unity. Figure 5.15 (a) shows how the 

normalized entropy generation and GOR change with varying the amount of extracted dry air 

while the overall dry air flowrate and inlet brine temperature are held constant. Figure 5.15 (b) 

shows the relation between the heat capacity rate ratios in each stage of the dehumidifier for the 

same system discussed in Fig. 5.15 (a). As mentioned earlier, balancing the bottom stage 

dehumidifier for given inlet conditions, results in achieving the peak performance. 

 

Figure 5.15: (a) Effect of dry air mass extraction rate on the GOR and normalized entropy 

generation for given conditions of Mr = 1.8 and Tb = 80 ℃. (b) Effect of balancing dehumidifier 

bottom stage on achieving peak GOR. 
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5.3.5 Effect of brine salinity, zero & single extraction cases (N = 0 & 1) 

Figure 5.16 shows the effect of brine salinity on the multi-string desalination device for both 

no extraction (first row) and single extraction (second row) cases. As discussed in the numerical 

modeling section, we incorporate the effect of salinity on the brine’s vapor pressure in the 

humidifier. By comparing the two cases in Fig. 5.16, we can see that increasing brine salinity has 

a stronger effect on the single extraction cases. The main reason is that, by changing the brine 

salinity, the optimum operating point that gives the best performance for the given system 

changes and hence, maximum GOR happens at a different Mr.      

 

Figure 5.16: Effect of brine salinity on (a) RR, and (b) GOR of the Multi-string HDH system 

when there is no extraction line (first row) and when single extraction is applied (second row). 

Tb is fixed at 80 ℃. For the single extraction results we have Mr = 1.5. 

 

 

3

5

7

9

0 20 40 60 80 100

R
e
c
o

v
e
ry

 R
a
ti

o
, 
R

R
(%

)

Fraction of Dry Air Mass Extraction Rate (%)

S = 35 g/L

S = 100 g/L

S = 150 g/L

S = 200 g/L

Tb = 80 ℃

0

1

2

3

4

0 1 2 3 4 5 6 7

G
a
in

e
d

 O
u

tp
u

t 
R

a
ti

o
, 
G

O
R

Water to Dry Air Mass Flow Rate Ratio, Mr

S = 35 g/L

S = 100 g/L

S = 150 g/L

S = 200 g/L

N = 0

Tb = 80 ℃

(a1) (b1)

N = 1

Mr = 1.5

(a2) (b2)

3

5

7

9

0 1 2 3 4 5 6 7

R
e
c
o

v
e
ry

 R
a
ti

o
, 
R

R
 (

%
)

Water to Dry Air Mass Flow Rate Ratio, Mr

S = 35 g/L

S = 100 g/L

S = 150 g/L

S = 200 g/L

Tb = 80 ℃

N = 0

0

1

2

3

4

0 20 40 60 80 100

G
a
in

e
d

 O
u

tp
u

t 
R

a
ti

o
, 
G

O
R

Fraction of Dry Air Mass Extraction Rate (%)

S = 35 g/L

S = 100 g/L

S = 150 g/L

S = 200 g/L

N = 1

Mr = 1.5 Tb = 80 ℃



142 

 

5.3.6 Experimental results, zero extraction case (N = 0) 

Figure 5.17 compares the experimental GOR (a), RR (b), and normalized entropy generation 

(c) values obtained for Tb = 80 ˚C and N = 0 with the predictions from the numerical analysis. As 

noted, RR is measured using both methods introduced earlier. Similarly, Fig. 5.17 (d) and (e) 

compare results at different inlet brine temperatures. Maximum GOR increases and maximum 

RR decreases as we lower the inlet brine temperature which is consistent with the predictions 

from our prior numerical analysis. The maximum GOR and RR we reach are 2.3 and 6.6 % 

which happen at Tb = 60 ℃ and Tb = 80 ℃, respectively. We see 20-25% difference between the 

peak performance from the experiments and the predicted values. This is due to heat loss to the 

ambient and non-uniformity in the airflow which results in having lower levels of water recovery 

and of heat recovery in our experiments compared to the predicted values. We later discuss these 

factors in more detail.      
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Figure 5.17: (a) RR, (b) GOR, and (c) normalized entropy generation of the constructed Multi-

string HDH device with no extraction (i.e., N = 0) for Tb = 80 ℃. (d) Comparing RR, and (e) 

comparing GOR for inlet brine temperatures of Tb = 80 ℃, and 60 ℃. Uncertainties are not 

shown in (d) and (e).  
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Figure 5.18 shows the temperature profile of air and water streams for three different 

operating points of Mr = 2.2 (low Mr), Mr = 2.9 (intermediate Mr, maximum GOR), and Mr = 4.0 

(high Mr) when Tb is at 80 ˚C. Note that the prediction lines are using both inlet air and water 

temperatures as their boundary values for predicting the whole profile. From this figure, it can be 

inferred that, unlike the humidifier, the dehumidifier is not quite following the predictions hence 

resulting in degrading performance. Comparing inlet dehumidifier and outlet humidifier 

temperatures, we see the contribution of temperature drop in the connecting tubes on the total 

heat loss from the system to the ambient. Also, by looking at the trend in the prediction lines one 

can see that at high and low Mr values, the temperature difference becomes very small in a 

significant portion of the dehumidifier which means that not all the available heat and mass 

transfer area is being used in a proper way. In other words, this means that the dehumidifier is 

not being used at its full potential and the resulting temperature range, in fact, could be 

reproduced with an alternate exchanger with a smaller size. On the other hand, the intermediate 

Mr is giving the best performance since we are taking advantage of the most part of the 

dehumidifier. This result is consistent with previous discussions in the literature where it has 

been claimed that the best performance is obtained when the variance of the driving force (i.e., 

the stream-to-stream temperature difference) becomes minimum.     

There are a few factors contributing to the experimental results deviating from the numerical 

predictions which we found after investigating the device in more details. As shown and 

discussed earlier, we characterized the performance of exchangers based on our experimental 

analysis on a scaled setup. We, however, used those analysis to predict the performance of the 

HDH setup having a much larger size. Furthermore, the temperature range that the air stream 

experiences in the prototype has become bigger compared to the scaled setup, which means the 



145 

 

effect of free convection has become more significant. This is an important point to note for the 

dehumidifier since the mainstream airflow and the free convection effect work in opposite 

directions causing some non-uniformities in the airflow. The negative effect of string 

misalignment on both waterflow and airflow is another reason contributing to the performance 

degradation. As the device size/height increases, it becomes more challenging to keep the strings 

straight and aligned. This is mainly because each string needs to get under higher tension and 

cotton strings may not withstand those levels of stress (i.e., tightness). We, however, can 

overcome these challenges by switching to plastic type strings and re-characterizing the 

performance of multi-string exchangers by conducting a comprehensive experimental study on 

those larger scale setups. By using plastic strings we will also be able to reduce the string pitch, 

down to ~4mm, which can help reducing the non-uniformity in the airflow and giving results that 

are closer to the prediction values.           
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Figure 5.18: Temperature as a function of location for air and water streams in (a) humidifier 

and (b) dehumidifier for the case Tb = 80 ˚C, N = 0, and three Mr values of 2.2, 2.9, and 4.0. 

Solid symbols show the measured values, and the lines are obtained from the numerical 

modeling based on the streams inlet conditions, i.e., mass flow rates and temperatures. 

 

5.3.7  Experimental results, single extraction case (N = 1) 

Figure 5.19 shows result we obtain while enabling the extraction airline. The maximum GOR 

and RR we reach are 2.9 and 7.5. We observe ~26% and ~14% enhancement in both GOR and 

RR, respectively, compared to the no-extraction case. In addition to the problem with the heat 

loss to the ambient, non-perfect mixing of the air streams contribute to the deviation from the 

20

30

40

50

60

70

80

0 0.5 1 1.5 2 2.5

T
e

m
p

e
ra

tu
re

 (
℃

)

Position (m)

Water
Air

N = 0

Mr = 2.2

Tb = 80 ℃

Dehumidifier

20

30

40

50

60

70

80

0 0.5 1 1.5 2

T
e

m
p

e
ra

tu
re

 (
℃

)

Position (m)

Water
Air

N = 0

Mr = 2.2

Tb = 80 ℃

Humidifier

20

30

40

50

60

70

80

0 0.5 1 1.5 2

T
e

m
p

e
ra

tu
re

 (
℃

)

Position (m)

Water
Air N = 0

Mr = 2.9

Tb = 80 ℃

Humidifier

(a1) (b1)

20

30

40

50

60

70

80

0 0.5 1 1.5 2 2.5
T

e
m

p
e
ra

tu
re

 (
℃

)
Position (m)

Water
Air

N = 0

Mr = 2.9

Tb = 80 ℃

Dehumidifier

(a2) (b2)

20

30

40

50

60

70

80

0 0.5 1 1.5 2 2.5

T
e

m
p

e
ra

tu
re

 (
℃

)

Position (m)

Water
Air

N = 0

Mr = 4.0

Tb = 80 ℃

Dehumidifier

20

30

40

50

60

70

80

0 0.5 1 1.5 2

T
e

m
p

e
ra

tu
re

 (
℃

)

Position (m)

Water

Air

N = 0

Mr = 4.0

Tb = 80 ℃

Humidifier

(a3) (b3)



147 

 

predictions.  

 

Figure 5.19: Experimental results (symbols) showing (a) RR, and (b) GOR as a function of air 

extraction from the intermediate point while the water mass flowrate to overall air mass flow 

circulation rate is within 1.5 to 2.1, and Tb is at 80 ℃. Dashed line shows the results from 

numerical prediction for Mr = 1.5. 

 

5.3.8 Air-side pressure drop in multi-string heat/mass exchangers  

Figure 5.20 shows the pressure drop due to friction, (dP/dz)f, in a multi-string exchanger with 

three different pitches, 10 mm, 7 mm, and 5 mm. Symbols show the pressure drops measured 

from our experiments and the lines show predictions obtained from Eqs. (5.17) and (5.18). 
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Figure 5.20: Pressure drop due to friction, (dp/dz)f per unit cross-section (1/m2) per unit length 

(1/m) in a multi-string exchanger with three different pitches, 10 mm, 7 mm, and 5 mm. 

Symbols show the pressure drops measured from our experiments and the lines show 

predictions obtained from Eqs. (7) and (8). Water flow rate per cell is 0.06 g/s. 

  

5.3.9 Effect of heat recovery on the overall performance 

 

We already discussed the importance of heat recovery in an HDH system to maintain its 

thermal efficiency at a reasonable level. This, however, needs careful attention as we need to add 

another part (i.e., a heat exchanger) to preheat the new brine using the hot freshwater stream 

exiting the dehumidifier (refer to Fig. 5.23). Figure 5.21 shows how the GOR changes as a 

function of the effectiveness of the defined heat exchanger assuming the new brine is at 20 ℃ (Ti 

in Eq. (5.6)). Note that RR remains at a constant level as long as the temperature range and the 

applied flow rates do not change. 

 

Figure 5.21: Effect of heat exchanger effectiveness on GOR of the multi-string HDH system for 

both no extraction and single extraction scenarios. Note that the lines with hollow symbols 

show projections based on the experimental values obtained in this project.   
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5.3.10 Effect of brine salinity on the overall performance 

 

Figure 5.22 shows how RR and GOR change with brine salinity for the single extraction 

cases. This plot confirms that our prototype is capable of maintaining its performance within 

23% of the peak GOR value even when a highly-saline brine stream at 100 gr /(kg water) salinity 

is fed to the system. We further validated our results by measuring the 

conductivity/concentration of the initial brine and the concentrated brine and calculating the 

resulting evaporation.      

 

Figure 5.22: Effect of Brine salinity on (a) RR and (b) GOR of the multi-string HDH system for 

single extraction cases. Dashed lines show the predictions, and symbols are experimental 

values.   
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5.3.11 Balancing an HDH desalination System Optimization study 

According to the previous thermodynamics discussion and aiming at achieving a GOR value 

of 7 or higher, we conduct and report the optimization study for an HDH system having two 

intermediate air extractions from the humidifier. During the optimization study, we consider the 

brine inlet temperature to be at 90 ˚C, the condensing water temperature to be at 20 ˚C, and the 

brine stream being fed to the system to be at sea level salinity (~ 35 g/ (kg water)). We therefore 

deal with six sub-sections where heat and mass transfer equations should be solved for each 

section separately. However, all these sub-sections are connected by their boundary values. For 

instance, the inlet temperature of the water stream at the mid-section of each device should be 

equal to the water temperature coming from the top-section. Using the simplified 1-D model 

introduced earlier, energy and mass conservation equations are solved for all the elements 

present in the desalination system in order to find out how the system would perform as a 

function of the physical parameters that are initially assigned. In this optimization model, we are 

considering two intermediate air stream extractions from humidifier where the extracted air 

streams join the dehumidifier main air stream at two intermediate injection points. Furthermore, 

perfect mixing condition is assumed at the injection points. 

The assigned/given parameters are the pitch between the strings, brine inlet flow rate and 

temperature (�̇�𝑏.𝑖𝑛, 𝑇𝑏), and dehumidifier water inlet flow rate and temperature (�̇�𝑐𝑜𝑛𝑑.𝑖𝑛, 

𝑇𝑐𝑜𝑛𝑑). It should be noted that, however, these values are assigned to a single cell (i.e., isolated 

string) in the humidifier and dehumidifier. Hence, for calculating the overall throughput of the 

desalination system, the total number of cells (i.e., strings) should be assigned.  

 



151 

 

A schematic of the desalination device showing the given and optimized parameters is 

presented in Fig. 5.23. Parameters highlighted in yellow are the optimization parameters which 

are the location of humid air extractions (𝐿𝐻.1, 𝐿𝐻.2, 𝐿𝐻.3), the location of humid air injections 

(𝐿𝐷𝐻.1, 𝐿𝐷𝐻.2, 𝐿𝐷𝐻.3), and the amount of dry air mass flow rate in each section (�̇�𝑑𝑎.1, �̇�𝑑𝑎.2, 

�̇�𝑑𝑎.3) of humidifier/dehumidifier. Note that we have considered a total length of 3.5 meters for 

both devices. Figure 5.24 shows the flowchart of the optimization scheme. 

 

Figure 5.23: Multi-string HDH desalination system and the related optimization parameters. 

Same alphabets address the connecting points. Parameters highlighted in yellow are unknown 

during each optimization run. 
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Figure 5.24: Flowchart of the optimization process. Points mentioned here refer to Figure 23.  
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performance of the system described in terms of GOR, RR, and entropy generation. Note that the 

overall and intermediate dry air mass flow rate values are considered to stay constant, but the dry 

air flow rate passing the top section of the humidifier changes as we change the amount of 

extraction. Also, by comparing the results with similar plots for zero and single-extraction cases 

(Fig. 5.11, Fig. 5.13), one can notice that adding another extraction line has lowered the 

normalized entropy generation rate which confirms our earlier statement that lowering the 

entropy generation is crucial for getting higher GOR. 

 

Table 5.2: The optimized multi-string HDH system with two extractions 

 
Parameter Amount Unit 

   

Humidifier height (𝐿𝐻.1, 𝐿𝐻.2, 𝐿𝐻.3) 
 

Dehumidifier height (𝐿𝐷𝐻.1, 𝐿𝐷𝐻.2, 

𝐿𝐷𝐻.3) 
 

Tbrine,in 

 

T𝑐𝑜𝑛𝑑,in 

3.5 (05, 1.25, 1.75) 
 
 

3.5 (1.75, 1.25, 0.5) 
 
 

90 
 

20 

m 
 
 

m 
 
 

℃ 
 

℃ 

𝑀𝑟,1 = �̇�𝑏/�̇�𝑑𝑎.1 

 

𝑀𝑟,2 = �̇�𝑏/�̇�𝑑𝑎.2 

 

𝑀𝑟,3 = �̇�𝑏/�̇�𝑑𝑎.3 

1.3 
 

3.5 
 

14.0 
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ratio 
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Figure 5.25: (a) GOR, (b) RR, and (c) normalized entropy generation of the proposed Multi-

string HDH system with two intermediate extraction lines (i.e., N = 2) while Tb = 90 ℃, Mr,1 = 

1.3, Mr,2 = 3.5, and brine to water mass flow rate ratio is 1.10. 

 

5.3.12 Reliability study 

In parallel to our numerical design study, we also designed and built a scaled device to help 
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pressure drop increased with time at the distributing nozzles resulting in higher water level in the 

top reservoir for providing same amount of flow rate. This problem was easily addressed by 

switching the hypersaline water with clean water to wash the contaminated nozzles. Another 

solution to this problem is using pressurized air to wipe out any contamination from the nozzles.   

 

Figure 5.26: Scaled version of the multi-string exchanger for reliability study. 

 

5.4 Summary 

We present both numerical and experimental studies on an HDH desalination setup that 

works with novel string-based exchangers. The unique configuration of our exchangers enables 

high mass exchange rates per device volume which results in enhanced exchanger effectiveness 

and its highly porous structure allows air circulation at low electrical consumption rates. Our 

prototype reaches a GOR of 2.9 and an RR of 7.5% while providing fresh water at a rate of ~60 
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L/day. Considering the electrical consumption rate, this performance corresponds to an SEEC of 

~2 kWh/m3 which look promising compared to previous desalination prototypes, both thermally 

and non-thermally driven. Furthermore, as we discussed in the optimization section, there is still 

room for improvement and very high values (>7) of GOR can be achieved in a single-stage by 

utilizing larger devices (~3.5 meters-tall) that support two extraction air lines between the 

humidifier and the dehumidifier.      

Table 5.3 provides a comparison from different aspects between the present work and other 

similar desalination prototypes studied by various research groups around the world. Based on 

the data shown, our design provides much more purified water compared to other efficient 

devices at the same exchanger size by nearly 2.7-fold. Note that, compared to the other works 

presented in this table, our device also offers a higher GOR in a single-stage single-pass 

configuration while running only on its own (i.e., not integrated with any other systems).  

Also, the multi-string platform offers much lower pressure drop due to its highly porous 

structure (97.5% porosity) and can tolerate brackish waters with very high level of salinity while 

demanding a low-level maintenance. These ultimately result in producing fresh water at lower 

costs.         
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Table 5.3: Performance comparison among thermal desalination systems and the presented 

multi-string HDH system. All results are from experimental studies.  

Desalination 
system type 

Cylindrical 
Fresnel lens 

driven 
(HDH) [156] 

Heat 
pump 
driven 
(HDH) 
[27] 

Solar 
driven 
(HDH) 
[184] 

Porous ball 
humidifiers 

(HDH) 
[155] 

Multi-
stage 
solar 
still 

[162] 

Spiral 
wound 

membrane 
distillation 

[185] 

4-stage 
vacuum 

membrane 
distillation 

[186] 

Multi-
String 
HDH 

(present 
work) 

Temperature 
range (℃) 

51-16 40-27.5 118-40 85-25 72-25 80-20 60-25 80-20 

Air side 
pressure drop 

(Pa/m) 
----- ------ ------- ------ ----- ------ ------ 6 

Maximum 
GOR 

2.1 4.071 2.3 2.65 3.852 2.53 2.79 2.93 

Maximum 
water 

recovery (%) 
----- 4.9 ------- 9.1 ----- 4.6 40 7.5 

Water 
production 

per 
humidifier 

volume 
(m3/day/m3) 

------ 2.36 0.16 1.0 2.77 1.09 ------ 7.3  

Maximum 
salinity 

tolerance 
(gr/kg water)  

----- 2.44 ------ ------ 35 35 35 >2504 

SEEC 
(kWh/m3) 

----- 312 ------ ------ ----- ------ ------ ~2 

Packing 
porosity (%) 

78 ------ ------ ------ ------ 80 ------- 97.5 

Humidifier 
packing 

specific area 
(m2/m3) 

350 400 ------ ------ 200 ----- ------- 150 

1 This value is for the integrated system. The GOR value for the stand-alone HDH system has not 
been reported.  
2 This value is reported over the total 10-stage device which corresponds to ~0.4 GOR per stage.  
3 This value is for a stand-alone single-stage single-pass desalination system.   
4 This value comes from our reliability study.  
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Chapter 6 

 

6. Summary and future work recommendations 

 
6.1 Summary 

 

This dissertation presents research on the characteristics and applications of wetting liquids 

flowing down thin vertical fibers and their interaction with small nozzles. Through a combined 

experimental and numerical study, we uncovered the crucial impact of nozzle geometry and 

liquid properties on the dynamics and statics of capillary-driven rise, an area largely overlooked 

in previous studies. Our proposed regime maps and analytical models accurately predict different 

capillary-driven flow regimes, evolution of droplet meniscus on a cylindrical nozzle, and their 

highest wetting height for any given case. Furthermore, our investigation on the effect of heat 

and/or mass exchange on flow regime of train of beads on a fiber demonstrated that stream-wise 

liquid property change can contribute to regime transition for a liquid film flowing on a thin 

vertical fiber. We proposed simplified mathematical modeling capable of predicting the flow 

regime transitions at relatively low computational cost.  

We also made significant strides in the area of desalination, adapting our multi-string 

exchangers for a humidification-dehumidification approach to desalinating hypersaline water. 

Our fundamental thermodynamics analysis and simplified heat and mass transfer model for 

string-based exchangers allowed us to specify physical design parameters and ideal working 

conditions of the thermal desalination system. Our optimized design exhibited comparable 
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thermal efficiency and recovery rates compared to previous designs while producing higher 

water vapor per device volume at significantly low electrical consumption rates. Overall, our 

research has important implications for both the field of fluid mechanics and the sustainable 

management of water resources. 

 

 
6.2 Future work recommendations 

 

6.2.1 A comprehensive study on the effect of fiber thickness and nozzle size        

on heat/mass transfer  

We have already performed a combination of experimental, numerical, and theoretical 

modeling study to quantify the amount of heat and/or mass transfer between the liquid films 

flowing down a thin fiber and a passing gas stream. The results showed increasing the liquid and/or the 

counter-flow gas stream velocity generally enhances the heat/mass exchanges at the interface. We also realize 

that using a different fiber and/or nozzle size changes both bead shapes and the train of beads characteristics 

(i.e., bead spacing, bead velocity, etc.). However, a comprehensive study is still needed to find an 

optimized fiber/nozzle size for a given liquid-gas combination and their respective flow rates to 

maximize the exchange rates. Such finding enables researchers in the field to better understand 

the necessary design considerations for string-based exchangers and to help with efficiently 

optimizing the multi-string design for various applications. 
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6.2.2 A double-extraction Humidification-Dehumidification desalination     

system using string-based heat/mass exchangers 

 

As discussed in chapter 5, our multi-string HDH desalination system prototype, compared to 

the existing designs, exhibits superior performance in terms of evaporation/condensation rates 

per volume of the device with significantly lower air-stream pressure drop. We propose an 

enhanced version of the system we built which takes advantage of larger surface area and two 

intermediate extraction/injection lines to offer a much higher thermal efficiency and throughput, 

i.e., GOR ~ 7.5 and RR ~ 10%.  This study would build upon the numerical prediction in this 

dissertation to experimentally examine the performance of the proposed desalination system. 

Although there are many numerical investigations in the literature on HDH systems with multiple 

interconnecting channels, this would potentially be the first experimental study on an HDH system 

that takes advantage of two extractions/injections to further enhance the GOR of an HDH 

desalination system.  
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