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ABSTRACT: Large protein macromolecules in enzymatic catalysis have been

shown  to  exert  a  specific  electric  field  that  reduces  the  reorganization

energy  upon  barrier  crossing  and  thus  reduces  the  reaction  free  energy

barrier. In this work we suggest that the charge density in the active site of

an enzyme investigated using formalisms embodied by the quantum theory

of  atoms  in  molecules  (QTAIM)  provides  a  sensitive  and  quantum

mechanically rigorous probe of electrostatic  preorganization.  We focus on

the active site of  ketosteroid isomerase,  a well-studied enzyme for which

electrostatic  preorganization  has  been  modeled  theoretically  and  studied

experimentally.  We  study  the  charge  density  in  the  active  site,  and  the

reaction  mechanism  in  the  presence  of  small  external  electric  fields  of

various directions and magnitudes. We show that the geometry of the full

charge density is a sensitive reporter on the external field experienced by

the active  site.  Changes  are  observed  in  the  relative  positions  of  critical

points and amount of charge at critical points as a function of the field. At

the same time, a subset of these features correlates linearly with the barrier

of the first reaction step in catalysis. Small changes in the barrier, within 1-2

kcal/mol, are reflected in the charge density, suggesting the existence of a
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field -  reactant state charge density -  reaction barrier  correlation.  Hence,

QTAIM can be used for the analysis of electric field in enzyme active sites,

and further investigations and exploitations of the found correlations may

prove useful in enzyme design where preorganization is optimized.

INTRODUCTION

Nature developed large protein macromolecules to host enzyme active

sites. While part of the macromolecules’ role is to shield the active site from

the cell  environment,  it  does not  necessarily  justify  their  sizes,  structural

complexity,  and  diversity.  As  a  way  to  account  for  these  large  protein

scaffolds it was hypothesized and recently confirmed: the charged groups in

the protein  create an electric  field preorganized to favor the rate-limiting

transition  state  (TS)  of  the  catalytic  reaction.  This  phenomenon,  called

electrostatic  preorganization,  was  introduced  in  1998  by  Warshel.1,2 Non-

enzymatic  reactions  occurring  in  solvents  are  accompanied  by  solvent

reorganization, which lowers the enthalpy of the TS.  However, there is an

entropic  penalty  for  solvent  reorganization.  Thanks  to  the  enzymes’

electrostatic environment, which minimizes transition state energies relative

to those of the reactants, enzymatic catalytic reactions pay no such entropic

penalty, and thus have overall lower free energy barriers. It was additionally

shown  by  several  groups3 that  the  majority  of  this  effect,  expectedly,  is

rather short-range and comes mainly from the first and second coordination

sphere  residues.  It  is  therefore  a  role  of  the  protein  macromolecule  to

position  those  amino  acids  in  just  the  right  orientation  so  that  the  field

produced  will  align  with  the  charge  redistribution  along  the  reaction

coordinate.

Electrostatic preorganization can be probed experimentally using time-

resolved fluorescence and vibrational Stark spectroscopy.4–6 In 2014, Boxer
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investigated the preorganization by probing local electric field in ketosteroid

isomerase (KSI), which was also the example protein studied by Warshel. KSI

is well-studied with an extremely high unimolecular rate constant, making it

an ideal candidate for computational studies. KSI forms a charged enolate

intermediate  possessing  a  polar  carbonyl.  The  ability  of  the  enzyme  to

stabilize this enolate is a key feature of its remarkable catalytic efficiency.

Boxer showed that the electric field acting on the carbonyl of the substrate

(or bound inhibitor) is directly correlated to the free energy barrier of the

reaction, with the slope corresponding to the change in dipole moment of the

carbonyl between the reactant state and transition state.5,6

In addition to these experimental studies, significant theoretical efforts

have computationally examined the origins, magnitude, and consequences

of  electrostatic  preorganization.  Warshel  evaluated  the  effect  of

preorganization  through the empirical  valence bond (EVB)  method,  which

probes the changes in the contributions of different resonance forms to the

TS.7,8 Hammes-Schiffer and co-workers have verified Boxer’s results on KSI

using computational vibrational probes.9  They also used thiocyanite probes

to track changes to the active site electrostatic environment of dihydrofulate

reductase,  which  undergoes  large  conformational  changes  during  the

reaction.10 The protein conformational rearrangements were shown to induce

changes  in  the  electrostatic  interactions  between  the  probes  and  their

surroundings.  Furthermore,  contributions to the electric field of the active

site  from  individual  residues  throughout  the  protein  were  identified

computationally, and this information may be used to identify mutations that

could affect the electric field and hence the catalytic rate. Head-Gordon’s

group used a polarizable force field to detect the fields and also proposed

mutations in the second coordination sphere which they suggested would

improve the activity of artificial enzymes catalyzing Kemp elimination.11,12

Several  theoretical  and even experimental  works  demonstrated that

charge density,  , in the active site can report on protein electrostatics.13–23

Quantum topological  analyses via QTAIM and ELF as well  as experimental
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ways to access   have been used to gain insight into enzyme functionality

and  inhibition.21,22 In  our  enzyme  redesign  study  focusing  on

carboxypeptidase A (CPA),  we uncovered a relationship between the   of

enzyme-substrate  reactant  complexes  and  the  first  reaction  step’s  free

energy  of  activation.24  Moreover,  we  recently  demonstrated  that

electrostatic preorganization could be probed via charge density critical point

(CP) analysis.25 Using HDAC8 as a test case,25,26 we showed that the positions

of active site CPs in  are perturbed by the protein’s extended environment,

especially by the polar or charged groups. The distances between CPs and

the curvature of the charge density at these points have been related to the

vibrational  frequency along the reaction coordinates  through the electron

preceding  perspective  proposed  by  Ayers  and  co-workers.  27,28  Bader’s

application  of  catastrophe  theory  to  chemical  reactions  implies  that

mechanisms  may be  described  solely  in  terms  of  relative  CP  positions.29

Jones et al. have demonstrated the applicability of this approach by using the

distance  between  CPs  as  an  order  parameter  for  structural  phase

transformations.30 

Here,  we advance the argument that  it  may be possible  to  extract

barrier  information  directly  from  by  demonstrating that  features  of  the

charge density in the chemically relevant parts of a reaction complex under

the  effect  of  the  external  field  are  indicative  of  the  reaction  barrier’s

magnitude. 

The  system  that  we  interrogate  is  KSI,  for  which  a  wealth  of

experimental and theoretical data is available. In order to decouple the sole

effect of the field from the possible conformational and dynamical changes in

the protein upon the change of its sequence, we apply external, well-defined,

and uniform fields of different magnitudes. From our findings, we propose

that   in  the  active  site  with  the  bound  substrate  (or  rate-determining

intermediate)  emerges  as  a  feasible  quantum  mechanical  descriptor  of

electrostatic preorganization. 
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METHODS

Previous mechanistic studies as well as works by Boxer and Markland3

demonstrated  that  the  majority  of  the  field  that  affects  the  reaction

mechanism and barrier  in KSI comes from the residues in the immediate

vicinity  of  the  substrate.  This  informed  our  choice  of  the  active  site

considered explicitly (included residues are shown in Scheme 1 and Figure

1). These residues comprise the catalytic base and the residues forming the

hydrogen bond network around the substrate and catalytic base. The specific

electronic effects of these hydrogen bonds are important for catalysis and

cannot  be  modeled  with  a  uniform  external  electric  field,  so  they  were

modeled explicitly. The starting structure of KSI with the bound substrate

was  built  based  on  the  crystal  structure  (PDB  code  1OH0).31 Scheme  1

depicts  the  proposed  reaction  mechanism  while  Figure  1  shows  the

positioning of the active site within the full protein.  The attachment points

through which the ligands of Scheme 1 connect to the rest of the protein

were fixed to the positions defined by the rest of the protein. For the purpose

of our model, the rest of the protein was deleted. 

Scheme  1.  Schematic  representation  of  the  active  site  of  KSI  and  the

reaction mechanism. Residues shown in this Scheme were included explicitly

in the present study. 
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Figure 1. The full KSI protein with the region selected for this study shown

in blue. 

This model was used for the mechanistic study with and without an

applied  electric  field.  All  calculations  were  done  with  Turbomole,  32–42

employing the M06-2X density functional.43 The def2-SVP basis set was used

for  geometry  optimizations,  and  the  def2-TZVP  basis  set  was  used  for

electronic  energies.44 Solvation  was  modeled  with  COSMO45 with  the

dielectric  constant set to 4, which is typical  for studies of buried enzyme

active sites.46 

Other  studies,  as  well  as  our  own,  based  on  the  classical  AMBER

charges and truncated multiple expansion, predict that the protein beyond

the active site produces a field on the order of 10 MV/cm, i.e., roughly an

order of magnitude lower than the field produced by the first and second

coordination sphere residues. Hence, in this work, we will apply the highly-

controlled, uniform, external electric fields to the active site of KSI shown in

Figure 2. Specifically, the selected directions of the field are along the C=O

bond  (with  the  positive  direction  defined  as  C  to  O),  along  the  vector

connecting the carbonyl oxygen and the  -carbon being deprotonated, and

along  the  vector  connecting  the  carbonyl  oxygen  and the  oxygen  of  the

catalytic base. The active site was optimized at every stationary point along
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the reaction profile with each applied field, subject to constraints imposed by

the attachments to the protein macrostructure. The nature of the stationary

points was confirmed by frequency calculations: zero imaginary frequencies

for the reaction intermediates and one imaginary frequency for the transition

states (TSs). The majority of the field at the active site originate from the

residues modeled explicitly, and hence the electronic structure calculations

implicitly include this field as well as local chemical bonding and geometric

effects. The effect of the rest of the protein is subtler, and it is not obvious

that our usual methods would have the sensitivity and rigor to account for

the fields of smaller magnitudes produced by the protein. We investigate the

extent to which the topological and geometric structure of  can be used as

such a probe. For the present development and calibration of the method,

the simple and uniform field was essential; if in contrast the field variations

are  achieved  through  mutations  to  the  protein  sequence,  the  protein

structure and dynamics responds, many charged groups move, and that may

affect not only the field in the active site but also its structure. Hence, the

isolated effect of the field on the reaction barrier will not be easily extracted.

Our model targets the isolated effect of the field, since our goal is to use the

geometry  of   specifically  to  detect  the  field  and  electrostatic

preorganization.

Figure 2. Selected directions of the applied electric field in this study.
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The QTAIM formalism was used to analyze the charge density in the

active site model of KSI in the presence of the mentioned external fields. The

density used in the QTAIM analysis was produced by DFT calculations in the

reactant state with the calculation settings described above. The features in

the charge density that were scrutinized as a first approximation to charge

density geometry include the bond CPs’ charge densities, and their locations.

The analysis focused on the bond CPs relevant to the catalytic mechanism:

the activated carbonyl, the network of hydrogen bonds participating in the

carbonyl activation, and the network of hydrogen bonds that includes the

Asp-40 residue, which participates in the deprotonation/reprotonation events

in the two reaction steps (Figure 3). 

Figure  3. The  objects  in   analyzed  by  QTAIM  in  this  work:  (center)

schematic representation,  (sides) actual typical plot of the charge density

built using the DFT density in this study; the orange and cyan rectangles in

the center diagram indicate the regions shown in the panels. The orange

rectangle corresponds to the cut  plane defined by atoms (1,2,3)  and the

cyan to the plane defined by atoms (5,6,7). Bond CPs are shown in as small

red dots.

RESULTS AND DISCUSSION

Figure 4A shows the calculated reaction profile for the mechanism of

Scheme 1 with varying applied field. The reaction profile derived from the

experiment is also shown for comparison. The field of -10 MV/cm (in the O to
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C direction along the carbonyl bond) favors the activation of the carbonyl

group by pushing the electrons toward its O atom. As a result, the first step

of  the  reaction  is  facilitated  and  the  barrier  is  reduced  by  2.1  kcal/mol

compared to the reaction profile calculated without the applied electric field.

However, the following enolate intermediate is stabilized even more, by 5.4

kcal/mol. In the second reaction step, consisting of the reprotonation of the

substrate, the electron movement in the area of the activated carbonyl is

opposite  to  that  in  the  first  reaction  step.  Hence,  with  the  -10  MV/cm

external  field,  this  step  becomes  slower:  the  barrier  increases  by  3.5

kcal/mol. With the +10 MV/cm field applied opposing the carbonyl activation,

the situation is reversed, and the first barrier grows by 1.8 kcal/mol.  The

enolate  intermediate  is  accordingly  destabilized  by  5.8  kcal/mol  and  the

second  barrier  drops  by  2  kcal/mol.  The  changes  found  in  the  reaction

energetics  should  not  be  taken  as  suggestions  for  altering  enzyme

performance through an applied field,  because our fields are uniform and

thus unphysical. In reality, the heterogeneity of the protein structure would

produce  more  complicated  fields  and  more  complicated  effects  on  the

reaction profile. Notice, also, that the zero field reaction profile is the closest

to experiment,47 in-line with the fact that the majority of the electric field

required to facilitate the reaction comes from the residues in the immediate

proximity,3 i.e.,  the ones explicitly included in the model.  Relatively small

changes in the reaction energetics and no change of mechanism are the

desirable  effects  for  the  purposes  of  this  work  so  we  can  analyze  the

sensitivity and rigor of our approach in probing the field effects in isolation

from other factors.

Depicted in Figure 4B are the barriers for the two reaction steps as

functions of the applied external field. Both barriers show near perfect linear

correlations. The slopes of the lines are opposite, as expected, since different

directions of the field favor different reaction steps. Hence, reaction kinetics

readily and predictably respond to the external field. 
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Figure 4. (A) KSI reaction profiles from experiment (blue, from ref. 45)
and calculations with varying applied external fields: +10 MV/cm (yellow), -
10 MV/cm (green),  and zero field (black).  The directions  of  the field with
respect to the active site are shown in the inset for clarity. (B) Correlations of
the computed barriers  for  the two steps of  the reaction with the applied
electric fields. 
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Figure  5. Geometric  and  QTAIM  parameters  found  to  exhibit  the  best
correlations  with  the  computed  reaction  barriers  for  the  first  step  of  the
reaction at varying external electric fields: (A) the Asp-40 O-H distance, (B)
the  distance  between  the  Asp-40  CPO-H and  the  Asp-40  O  atom,  (C)  the
charge density at the Asp-40 CPO-H, and (D) the Asp-103 O-H distance.
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Table 1. Computed correlations between reactant properties and barrier 
heights.

Property
R2 (vs.

∆E‡)

Asp-40 O-H distance (Å) 0.92490

Asp-40 O-CPO-H distance (Å) 0.92044

density at Asp-40 CPO-H 0.89403
Asp-103 O-H distance (Å) 0.85884
Tyr-16 O-H distance (Å) 0.81701

Asp-40 H-CPO-H distance (Å) 0.49461

density at Tyr-16 CPO-H 0.24130

density at Asp-103 CPO-H 0.20801
Asp-103 O-CPO-H distance 
(Å) 0.19741

C-CPC=O distance (Å) 0.07380

Tyr-16 O-CPO-H distance (Å) 0.03876

C-CPC-H distance (Å) 0.01902

O-CPC=O distance (Å) 0.00392
density difference (CPC-H – 
CPO-H) 0.00376

H-CPC-H distance (Å) 0.00104

density at CPC=O 0.00006

density at CPC-H 0.00002

Next we investigated the extent to which features of  in the active site

of the reactant state (i) respond to the applied field and (ii) are indicative of

the  subsequent  reaction  energetics.  In  Figure  5  and  Table  1  we  show

correlations  between  several  active  site  CPs  characteristic  subjected  to

applied external fields, and the corresponding reaction barriers. Surprisingly,

the  investigated  characteristics  of  the  activated  carbonyl  group  do  not

exhibit the strongest correlations. Instead, the best correlations are found in

the area of coordination to Asp40, where the reaction takes place. 
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Our findings indicate that CP characteristics of the charge density in

the reactant state of the active site correlate nicely with the reaction barrier.

At the same time, the barrier correlates linearly with the applied electric field

across its full  range. We also note that the features that best reflect the

electric field originating outside of the active site are the CPs of the oxygen-

hydrogen bonds. Notice that the geometry of the active site CPs is capable of

differentiating between electronic structures of the active site that produce

very small changes to the reaction barriers, on the order of 1–3 kcal/mol.

This sensitivity is remarkable, especially considering that the charge density

is  analyzed  in  the  reactant  state.  Accordingly,  we  hypothesize  a  -field-

activity correlation, and conclude that CP analysis may serve as a sensitive

probe for electrostatic preorganization.

Even so,  simple  CP analysis  has  its  limitations.   For  one thing,  the

applied  field  causes  the  overall  charge  redistribution,  and  not  just  the

change of charge in the CPs. Because   is a continuous smooth function,

changes in one region necessarily affects at other active site locations. It is

likely  that  nature  produces  optimized  charge  densities  with  finely  tuned

heterogeneous electrostatic fields that exploit such correlations. The overall

charge  redistribution  is  controlled  by  the  Ehrenfest  force  from  the

electrostatic field, which acts on surfaces of zero flux (ZFS) in the gradient of

the  charge  density,  surfaces  that  contain  the  CPs.   Effectively,  CPs  are

tethered together by these surfaces.48 Hence the correlated response of the

charge density to an electrostatic field may be investigated by observing the

motion  of  the ZFS due to an electrostatic  field.   In  our  preliminary  work

addressing  this  type  of  motion,  we  find  that  cage  CPs  (local  minima  of

play a consequential role in charge redistribution. We will discuss these

finding in more detail in a subsequent paper.   

In this paper we address only electronic energy rather than free energy

barriers  to  the  reaction.  It  is  an  approximation  since  the  theory  of

electrostatic  preorganization  concerns free energy barriers.  However,  it  is

important to recognize that the protein is preorganized in the sense that the
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field that it exerts is optimal for the reaction. Therefore, the entropic penalty

to  reorganize  the  environment  upon  crossing  the  reaction  barrier  will  be

minimal.  Still,  the  field  itself  can  affect  only  the  enthalpic  barrier  to  the

reaction, while entropic contributions will be minimized if the system evolves

through  the  reaction  into  configurations  providing  optimal  fields.  Also,

because enthalpy and entropy correlate, it is a reasonable to consider the

effects of the field on the reaction enthalpy and probe the effects with the

QTAIM  formalism.  Later  the  entropic  effect  can  be  addressed  separately

though molecular dynamics.

CONCLUSIONS

Electrostatic preorganization - the effect of the specific electric  field

exerted by the protein macromolecule on the active site, and favoring the

catalyzed reaction – needs to be understood, accurately captured in theory

and  experiment,  and  eventually  designed  in  artificial  enzymes.  We

demonstrate  that  geometric  features  of  the  enzyme  active  site  charge

density  serve  as  quantum  mechanically  rigorous  probes  of  electrostatic

preorganization.  The  exemplar  explored  in  this  work  is  the  KSI  enzyme,

modeled  as  an isolated  large  cluster  representing  the  active  site,  in  the

presence of small, well-defined external electric fields of varying directions.

The  charge  density  of  the  KSI  active  site  calculated  at  the  DFT  level

sensitively responds to the subtle changes in the external electric field, and

at the same time reports on (and predicts) the reaction barrier. We note the

uniform field is a necessary feature of the model, ensuring that the captured

changes  in  the  QTAIM  features  of  the  active  site  are  due  solely  to  the

changing field. In a real protein system, the field is heterogeneous. Firstly,

this would mean that every CP studied in this work would experience very

different fields due to the protein heterogeneity. Secondly, any changes in

protein macromolecule would induce both the complex changes in the local

electric fields, and the subtle structural changes in the active site that in turn

would induce additional field changes. Given such a convoluted picture, it
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would hard to deconvolute the QTAIM signal. Hence, in this study, the simple

model was required to validate QTAIM as a rigorous and sensitive reporter on

the fields and the resultant changes in the reaction barriers.   The features in

 that both respond to the field, and correlate with the reaction newbarrier

are the ones involved in the KSI catalyzed reaction. The best correlations are

found for the objects in   at the contact of the substrate with Asp40, the

residue directly participating in the proton abstraction and reprotonation, in

the first and second reaction steps, respectively. We find nearly perfect field-

density-barrier  correlations,  with  the  field-induced  differences  in  reaction

barriers  on  the  order  of  1-2  kcal/mol  faithfully  detected/predicted  by  CP

analysis. 

We note the uniform field is a necessary feature of the model, ensuring

that the captured changes to the active site CPs were attributable only the

changing  field.  However,  we  note  that  real  proteins  certainly  optimize

electrostatic preorganization via heterogeneous fields that exploit correlated

charge  redistribution  around  separated  CPs.  Also,  any  changes  in  a  real

protein macromolecule would induce both the complex changes in the local

electric fields, and the subtle structural changes in the active site that in turn

would induce additional field changes, making the signal detected by QTAIM

highly convoluted. Hence, in this study, the simple model was required to

validate QTAIM as a rigorous and sensitive reporter on the fields and the

resultant changes in the reaction barriers. However, we propose a further

refinement to the method employed here that would permit a more detailed

description of such correlated charge redistribution induced by electrostatic

preorganization. The correlated feature space of  could eventually be used

in  sequence  engineering  and  enzyme  design  that  includes  electrostatic

preorganization as a parameter. 

Supporting Information. M06-2X/def2-TZVP//M06-2X/def2-SVP COSMO( =

4)  -  Solvated  Electronic  Energies  (Hartrees)  and  Cartesian  Coordinates

(Bohr).
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	Nature developed large protein macromolecules to host enzyme active sites. While part of the macromolecules’ role is to shield the active site from the cell environment, it does not necessarily justify their sizes, structural complexity, and diversity. As a way to account for these large protein scaffolds it was hypothesized and recently confirmed: the charged groups in the protein create an electric field preorganized to favor the rate-limiting transition state (TS) of the catalytic reaction. This phenomenon, called electrostatic preorganization, was introduced in 1998 by Warshel.1,2 Non-enzymatic reactions occurring in solvents are accompanied by solvent reorganization, which lowers the enthalpy of the TS. However, there is an entropic penalty for solvent reorganization. Thanks to the enzymes’ electrostatic environment, which minimizes transition state energies relative to those of the reactants, enzymatic catalytic reactions pay no such entropic penalty, and thus have overall lower free energy barriers. It was additionally shown by several groups3 that the majority of this effect, expectedly, is rather short-range and comes mainly from the first and second coordination sphere residues. It is therefore a role of the protein macromolecule to position those amino acids in just the right orientation so that the field produced will align with the charge redistribution along the reaction coordinate.



