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Abstract
How to Train Your Robot: Techniques for Enabling Robotic Learning in the Real World
by
Abhishek Gupta
Doctor of Philosophy in Computer Science
University of California, Berkeley
Professor Sergey Levine, Co-chair

Professor Pieter Abbeel, Co-chair

Reinforcement learning has been a powerful tool for building continuously improving systems in
domains like video games and animated character control, but has proven relatively more challenging
to apply to problems in real world robotics. In this talk, I will argue that this challenge can be
attributed to a mismatch in assumptions between typical RL algorithms and what the real world
actually provides, making data collection and utilization difficult. In this talk, I will discuss how
to build algorithms and systems to bridge these assumptions and allow robotic learning systems
to operate under the assumptions of the real world - under realistic and practical assumptions
on non-determinism, uncertainty and human supervision. In particular, I will describe how we
can develop algorithms to ensure easily scalable supervision from humans, perform safe, directed
exploration in practical time scales and enable uninterrupted autonomous data collection at scale. I
will show how these techniques can be applied to real world robotic systems. Lastly, I will provide
some perspectives on how this opens the door towards future deployment of robots into unstructured
human-centric environments such as our homes, hospitals and shopping malls.
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Chapter 1

Introduction

1.1 Why Care About Robotic Learning?

The ultimate goal for many roboticists is to build robotic systems that are able to master complex
skills involving object interaction, contact rich manipulation and unmapped navigation in complex,
unstructured real world environments. The challenge with complex real world environments is the
fact that these environments introduce a massive amount of diversity, complexity and variability that
are significantly different from the environments that most robots find use in today —warehouses
and very controlled navigation problems. The question becomes - what perception and control
techniques for robotics can actually scale to these kinds of unstructured real world environments?
For instance, can we build a robotic learning agent that is able to actually operate in someone’s ever
changing home?

A variety of techniques in control theory [[1]-[3], motion planning [4]-[6], state machine driven
robotic control [[7], [8] and task and motion planning [9] have seen a lot of success in a variety of
different problems like grasping and table-top rearrangement for instance. However, while these
techniques have seen success in these types of problems in controlled settings, they often have
prohibitively expensive requirements such as a known model of the world [6]] or assume that there
is minimal to no interaction with objects in the scene. These requirements are certainly fulfilled in
many of the domains where robots are currently applied - bin picking, warehouse navigation, flat
terrain navigation and so on. However, for the most general case discussed above, in unstructured
open-world environments like a home, hospital or shopping mall, these algorithms struggle to scale
without very significant human engineering and careful robot programming.

An alternative that has significant potential is using a learning based paradigm for robotic
perception and control. Machine learning techniques [[10]-[12] have shown tremendous potential in
extracting features and being able to process high dimensional, unstructured data in domains like
computer vision [10]], [12] and natural language processing [13], [14]. These successes are a product
of large amounts of data, powerful computational tools, expressive predictive models and powerful
optimization tools [[15]. Given the success of machine learning tools in these domains and their
ability to scale more gracefully than rule based or expert systems to complex but data rich domains,
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we posit that these types of tools have the potential to scale well to unstructured, open world,
environments like the home or a hospital with relatively little human engineering. This hypothesis
is tangentially based on the success of machine learning systems in dealing with unstructured data
in domains like computer vision, natural language and domains like protein folding.

Figure 1.1: The goal of this thesis is to enable a variety of real world robotic systems to learn behaviors via reinforcement
learning by training directly in the real world. Note that this is in contrast to the paradigm of training in simulation and
transferring to the real world, as discussed in detail in Section|'1;5|

1.2 What Learning Methodology should be used?

Given that we want to apply a learning based algorithm to the aforementioned robotics problems,
the question becomes —what type of learning algorithm should be utilized for robotic perception
and control in unstructured environments? The answer to this question lies in the desiderata for
a real world learning system; we want to be able to build continually improving learning systems
that can keep improving as they collect more and more data in the real world. Given that the world
is incredibly complex and unstructured, it’s unlikely a model will be perfect when deployed in
a new environment. In these scenarios, a continually improving learning system is able to adapt
to new scenarios and deal with the variety of scenarios encountered in the real world. A typical
supervised machine learning system would assume access to a large labeled dataset, use it to
learn a suitable model via techniques for maximum likelihood estimation and then simply deploy
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this model into the desired application. On the other hand, a continually improving learning system
continues to collect data in a directed way on deployment, improving it’s behavior as it is able to
collect more and more experience in the environment. For instance, given a robotic home assistant,
we’d want it to keep getting better the longer it actually spends in someone’s home practicing
different tasks.

Given the goal of building continually learning systems, reinforcement learning is a powerful
paradigm for actually building systems that can keep improving by collecting their own data.
Typically the paradigms of supervised or unsupervised learning rely on provided datasets, but
reinforcement learning systems collect their own data and use this data to continue improving their
behavior. While certain applications of supervised [16]] or unsupervised learning [17] have also
been explored in the continual setting where they are exposed to different tasks one after another,
these techniques do not actually collect their own data with an embodied system and rely on this
continuum of data to be provided by a human supervisor. To build systems that can collect their
own data to keep improving autonomously, we delve deeper into reinforcement learning next.

1.3 Reinforcement Learning

Reinforcement learning can most intuitively be understood as the process of learning behaviors
through repeated trial and error interactions with an environment, with the goal of maximizing some
notion of reward in the environment. An example of this in our day to day interactions includes
the mechanisms through which dogs are taught new tricks, through repeated interaction and tricks
and the mechanisms through which babies (and even adults!) learn new motor and higher order
skills. More formally, reinforcement learning usually operates in the formalism of Markov decision
processes (MDP), with a MDP being denoted as M = (S, A, T, R,~, p, H), where S represents
the state space, A represents the action space, 7 represents the transition likelihood (often referred
to as the dynamics of the world), R refers to the reward function, - the discount factor, p the initial
state distribution, and [ the episode horizon. Under this notation, the goal of a reinforcement
learning agent is to utilize interactions in the MDP to learn a policy 7(a|s) that learns how to
command actions a at a state s, such that it maximizes the expected sum of discounted rewards.

H
T < argmax ]ESONP,atNﬂ'(at|St),5t+1NT(5t+1‘5t7at) [Z Vtr(sta at)] (1.1)
4 t=0

This framework is particularly appealing because it simply requires sampling from the dynamics
model 7" and reward function R, rather than an actual analytic model of the world. This allows
reinforcement learning agents to operate with minimal pre-provided knowledge, instead obtaining
an understanding of the dynamics of the world 7, the reward function R through interaction with
the environment. While this formalism is very succinct and convenient, as we will discuss next,
there arise some challenges when the real world is represented under this formalism.

Very briefly, there are three major classes of solutions to problems in reinforcement learning -

model free policy-gradient algorithms [18[]-[20], model free dynamic programming algorithms [21]-
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[23] and model-based algorithms [24]]-[26]. While each of these techniques aim to maximize the
expected return, they do so in very different ways. The policy gradient aims to directly learn the
policy by performing gradient ascent on the expected return objective, model-based algorithms aim
to learn an explicit model of transition dynamics 7" and reward function R, which can then be used
to obtain an optimal policy, and dynamic programming algorithms make use of the famed notion of
Bellman consistency in order to learn representative models of expected future return. The focus of
this thesis is less on building better optimizers for the reinforcement learning objective and more on
actually bridging the gap between the formalism as described here and the conditions present in real
world robotics problems. Let us try and understand this gap next.

1.4 Real World Reinforcement Learning

The reinforcement learning formalism under the MDP framework is ideal for analytic problems [27],
certain types of games [11]], [28]], simulated domains [29], and has seen tremendous success in
these domains. However, the success of reinforcement learning in actually enabling “real-world"
reinforcement learning has been relatively limited, either being restricted to very simplistic tasks [30],
[31], tasks with significant instrumentation [32], [33]], or domains which require large amounts
of human engineering and intervention. This is not for lack of trying on the algorithmic front,
algorithms for RL are constantly getting better at optimizing the RL objective. This thesis posits the
limiting factor that has kept RL algorithms from widespread adoption in the domain of real world
robotic learning, is the mismatch between the assumptions made by the typical RL formulation
described above and what is actually available in the real world.

ATARI games Robot Learning

180 = 1

g
]U%Lm-

= Easily available rewards = Undefined rewards
= Unlimited free data * Finite experience
= Control over game state * No control over world state

Figure 1.2: Mismatched assumptions between ATARI games and real world robotics

This is perhaps best illustrated by an example —let us consider the difference between a domain
where the RL formalism is easy to satisfy, the ATARI video game domain, and domains where
this is more challenging, for instance a robot operating in a kitchen. As we can see in Fig the
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video game domain has naturally and easily available rewards in terms of the score, it allows for
the collection of unlimited amounts of data for free, and it provides essentially complete control
over game state to reset whenever needed to keep attempting the task over and over. On the other
hand, a robot operating in a kitchen does not have a clearly defined notion of reward, it is limited
to a finite amount of experience based on the system’s physical constraints, and there is no oracle
control over the state of the world to automatically provide resets and such. In addition, a real world
environment faces a variety of other conditions such as. uncertainty in state, non-determinism in
dynamics and complex physics that is often ignored in simulation or video games. There is clearly a
significant mismatch between the assumptions across these domains, how can this be characterized
more formally?

One way of thinking about this problem is through the lens of data. The mismatch be-
tween typical RL algorithms and the real world lies in how data is collected and utilized by
these algorithms. In RL, unlike supervised learning or unsupervised learning, there is no fixed
dataset that is provided to the agent; this has to be collected by the agent through interaction
with the environment. This dataset can be represented as a set of state-action-next state tuples
D = {(s0, ao, $1,70), (S0, ao, $1,70), - - (S5, an, Sn+1,7n)}. For the sake of notation, let us also
denote the (potentially non stationary) joint distribution that these tuples are drawn from by p. p
is obviously a product of the transition dynamics of the world 7" and the current policy 7. This
notation is illustrated more clearly in Fig[I.4]

Given this form of data collected in RL, the mismatch in
assumption lies in assumptions how the agent obtains the right
supervision 7 (i.e. the right rewards), collects data from the
right distribution p safely and efficiently, and finally ensuring
that these systems are able to autonomously collect enough data
N without unreasonable amounts of human effort. Most RL
algorithms as they stand now make unreasonable assumptions
about how r, p and N are obtained and these can often be
difficult to actually satisfy in the real world. In this thesis, we
argue that by dividing the real world RL problem into three
different sub-problems - obtaining the right supervision (r),
collecting data from the right distributions (p)and building
systems for large scale data collection (/NV), we can actually
start to deploy large scale deep reinforcement learning systems

RL
Algorithms

Figure 1.3: An overview of the different
components of this thesis. In order to en-
able real world robotic learning and over-
come mismatched assumptions between
most RL algorithms and the real world,
we require a combination of robust con-

into real world environments. Throughout the rest of this thesis,
I will provide a detailed account of different ways of tackling
these problems - supervision in Part I, distributions in Part II
and continual data collection in Part III.

Under Part I, in Section 2 we provide an overview of what
supervision signifies in the context of real world RL. Following

tinually learning robotic learning systems,
techniques for inferring suitable reward
supervision and algorithms for utilizing
these systems and rewards while boot-
strapping from small amounts of human
provided data.

this in Section 3 we discuss techniques for learning rewards from raw human video, in Section 4 we
discuss how to infer rewards from examples of successful outcomes, in Section 5 we discuss how
we can infer reward functions from language feedback and in Section 6, 7 we discuss how we can
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actually learn behaviors unsupervised without any task-specific rewards. Through this discussion
we show how moving reward inference towards a data driven process allows for scaling to real
world scenarios, inferring rewards under realistic assumptions.

Under Part II, in Section 10, we discuss an algo-
rithm for collecting data efficiently and in a directed Supervision (objectives)  Distributions (algorithms)
way by combining on-policy RL and human demon-
strations. Following this, in Section 11 we show how
this can be applied on dexterous manipulation tasks
in the real world. We then discuss how this paradigm
can be extended to long horizon behaviors with hi-
erarchical policy representations in Section 12. We
then discuss how we can move from on-policy algo-
rithms to significantly more efficient off-policy ones Autonomous Data Collection (systems)
in Section 13. Through this discussion, we show Figure 1.4: Data in the context of RL algorithms
how bootstrapping from a small amount of human
provided data can allow for much more directed data collection and learning, scaling to much more
complex tasks than was previously possible.

Under Part III, we largely study the problem of instrumentation free, reset-free learning. In
Section 17 we discuss a system for reset-free learning from visual inputs without any human
intervention for simple dexterous manipulation problems. We then show how this paradigm can be
extended to solve much more complex tasks via multi-task RL in Section 18. And finally, in Section
19 we discuss how the ideas from Part II can aid in improving the efficiency of the multi-task RL
algorithm described in Section 18. Through this lens, we show that it is important to think about
the systems problem for large scale robotic learning and we show that robotic learning systems
constructed with these principles in mind can leverage large amounts of autonomously collected
data to learn complex behaviors. In particular, this thesis covers content from the following papers
with the listed co-authors and venues.

1. Y. Liu*, A. Gupta*, P. Abbeel, and S. Levine, “Imitation from observation: Learning to imitate
behaviors from raw video via context translation,” International Conference on Robotics and
Automation (ICRA) 2018

2. K. Li*, A. Gupta®, A. Reddy, V. Pong, A. Zhou, J. Yu, S. Levine, "’MURAL: Meta-Learning
Uncertainty-Aware Rewards for Outcome-Driven," International Conference on Machine
Learning (ICML) 2021

3. JD. Co-Reyes, A. Gupta, S. Sanjeev, N. Altieri, J. Andreas, J. DeNero, P. Abbeel, S. Levine,
“Guiding Policies with Language via Meta-Learning," International Conference on Learning
Representations (ICLR) 2018

4. B. Eysenbach, A. Gupta, J. Ibarz, S. Levine, “Diversity is All You Need: Learning Skills
without a Reward Function", International Conference on Learning Representations (ICLR)
2018



CHAPTER 1. INTRODUCTION 7

91

10.

11.

12.

. A. Gupta*, B. Eysenbach*, C. Finn, S. Levine, “Unsupervised Meta-Learning for Reinforce-
ment Learning", arXiv preprint 2020

. A. Rajeswaran®, V. Kumar*, A. Gupta, G. Vezzani, J. Schulman, E. Todorov, S. Levine,
“Learning Complex Dexterous Manipulation with Deep Reinforcement Learning and Demon-
strations," Robotics Science and Systems (RSS) 2018

. H. Zhu*, A. Gupta*, A. Rajeswaran, S. Levine, V. Kumar, “Dexterous Manipulation with
Deep Reinforcement Learning: Efficient, General, and Low-Cost," International Conference
on Robotics and Automation (ICRA) 2018

. A. Gupta, V. Kumar, C. Lynch, S. Levine, K. Hausman, ‘“Relay Policy Learning: Solving
Long-Horizon Tasks via Imitation and Reinforcement Learning," Conference on Robot
Learning (CoRL) 2019

. A. Nair*, A. Gupta*, M. Dalal, S. Levine, “AWAC: Accelerating Online Reinforcement
Learning with Offline Datasets," arXiv preprint 2020

H. Zhu*, J. Yu*, A. Gupta*, D. Shah, K. Hartikainen, A. Singh, V. Kumar, S. Levine, “The
Ingredients of Real-World Robotic Reinforcement Learning," International Conference on
Learning Representations (ICLR) 2020

A. Gupta*, J. Yu*, Z. Zhao*, V. Kumar*, A. Rovinsky, K. Xu, T. Devlin, S. Levine, “Reset-Free
Reinforcement Learning via Multi-Task Learning: Learning Dexterous Manipulation Behav-
iors without Human Intervention," International Conference on Robotics and Automation
(ICRA) 2021

A. Gupta, C. Lynch, B. Kinman, G. Peake, S. Levine, K. Hausman, ‘“Demonstration-
Augmented Autonomous Practicing via Multi-Task Reinforcement Learning," under review
2021

These co-authors really were tremendous and all the credit goes to them for putting together
some amazing work.

1.5

It is

Where does this work fit into the bigger picture of robotic
learning?

important to understand how this thesis fits into the broader context of robotic learning. The

techniques described in this thesis are largely techniques for enabling end to end deep reinforcement
learning systems to solve robotic manipulation tasks. In the broader literature, end-to-end algorithms
for robotic learning have been explored for manipulation [31], [34]-[37] as well as locomotion and

navi

gation [38]-[40]. While many of these techniques are able to use reinforcement learning as

a tool to learn how to solve certain tasks effectively, they have been restricted to relatively small
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amounts of training time [31]], [33]] or controlled training setups [31], [32], [35]]. This thesis aims
to remove those limitations and allow robotic learning agents to operate in natural environments,
with minimal amounts of human instrumentation or intervention.

An alternative paradigm that is often quite popular is the paradigm of simulation to reality
transfer for robotic learning [41]-[46]. In simulation to reality (sim2real) transfer algorithms, the
agent is first trained in simulation using suitable robustness or adaptation techniques [41]—[43],
following which the agent is deployed into the real world to perform a task at test time. The
convenient part about this paradigm is that it is able to avoid the various training wheels needed for
real world robotic learning and can utilize simulations in parallel [46], but it is challenging to scale
to many new environments and tasks (especially those which are hard to simulate [47]], [48]]), not to
mention the challenging transfer learning problem. For every new environment that the agent is
deployed in, the simulation must be accurately created, tested and designed. This becomes tedious
and impractical as robots are deployed at huge scale in homes, hospitals and shopping malls. This
thesis argues that with suitable algorithmic and system developments, real world RL will scale
significantly better than simulation to realty transfer. We would like to acknowledge the possibility
that simulators drastically improve and improved inverse graphics techniques [49]] make it easy to
generate simulated environments just via images of the real world. In this scenario, the. applicability
of simulation will probably be significantly increased but there is still likely to be some level of
model mis-specification and uncertainty in this process. This will need real world finetuning, with
actual real world data collection, making the ideas in this thesis very applicable even under this
training paradigm.

Lastly, it is important to also consider algorithms for non “end-to-end" robotic learning. These
techniques adopt a modular approach, where representations or state estimates are first extracted
for the purposes of perception, following which an explicit control or planning algorithm can be
deployed to command the robots actions [6]], [9], [SO]-[54]. Learning is often deployed in solving
perception in these cases [S0]], [52], [54] identifying object types and poses, which allows for
planning algorithms to solve high dimensional problems accordingly. While these techniques can be
effective in simple scenarios, as scenes get more complex the burden of actually providing labels and
supervision for a modular approach can become prohibitive. However, even more fundamentally,
for large scale problems, the choice of modular abstraction chosen by an algorithm designer may
not be the most effective given the data and can lead to poorly propagating errors between modules
if not designed properly [55]]. On the flip-side, some amount of structure can indeed make the
learning process significantly easier, for instance imposing structure on the state and action space
can make learning significantly more efficient. Answering the question of what structure is best,
and how much structure is useful is out of scope of this thesis but forms a fascinating topic of study.
In this thesis, we particularly focus on what it takes to actually enable (mostly) end to end learning
systems to scale. As we discuss in Part 2 and Part 3, this does not mean we begin tabula rasa,
it simply means that we are not imposing very particular modular abstractions onto the learning
process. We also want to acknowledge that this thesis shares its name with an excellent children’s
science book by Blooma Goldberg, Ken Goldberg, Ashley Chase [56].



Part 1

Supervision
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To start off our investigation, we think about the role of supervision in robotic reinforcement
learning. Reinforcement learning as described in Chapter 1 requires a well defined reward function
to optimize. While this is trivially available in games [11], [21] in terms of the score and certain
simulation domains [29], it is typically much more challenging to provide for robots in the real
world. What makes it so challenging is the fact that reward functions don’t simply exist in the real
world and must either be provided by hand or somehow inferred from the robots own observations,
both of which can be challenging in natural uninstrumented environments.

The typical pipeline as it stands now for most robotic RL applications is to first have a hand
engineering state estimation or tracking system, use this to identify entities and objects in the world.
These state estimates are then used in a hand defined reward function to provide reward for the
optimization. The challenge with this pipeline is that every new task and environment requires
considerable human effort to actually set up the reward provision mechanism, making it impractical
for large scale robot learning.

An alternative paradigm is to move the design of reward functions from a hand designed one
to a more data driven process. Given a small amount of human data, indicating the task to be
solved, we can try and learn reward inference models that are able to extract reward r from sensory
observations s, without actually requiring significant instrumentation or hand specification. This
data driven paradigm can come in several different forms —in this thesis we consider inferring
rewards from easy to provide and natural sources of supervision like learning from raw videos
of human performing tasks, learning from examples of successful outcomes only, learning from
language corrections and we even take this to its logical extreme, learning skills without any reward
functions at all. Through this investigation of data driven reward inference, we show that the
supervision problem can be tackled by utilizing human provided task specifications in a directed
way to infer rewards.
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Chapter 2

Supervision from Human Videos

As we described in Chapter 2, this work aims to make a move from programmatic rewards to a
more data driven approach for reward design. Raw video supervision from human experts is a
form of supervision that is relatively easy to provide, while still providing a significant amount of
guidance on how to perform tasks. We start our investigation into supervision in reinforcement
learning through a consideration of how we can actually infer rewards and learn from raw human
videos with reinforcement learning.

2.1 Why Should We Learn from Raw Human Videos?

Learning can enable autonomous agents, such as robots, to acquire complex behavioral skills that
are suitable for a variety of unstructured environments. In order for autonomous agents to learn such
skills, they must be supplied with a supervision signal that indicates the goal of the desired behavior.
This supervision typically comes from one of two sources: a reward function in reinforcement
learning that specifies which states and actions are desirable, or expert demonstrations in imitation
learning that provide examples of successful behaviors. Both modalities have been combined with
high-capacity models such as deep neural networks to enable learning of complex skills with raw
sensory observations [21], [31]], [S7], [58]]. One major advantage of reinforcement learning is that
the agent can acquire a skill through trial and error with only a high-level description of the goal
provided through the reward function. However, reward functions can be difficult to specify by
hand, particularly when the success of the task can only be determined from complex observations
such as camera images [59].

Imitation learning bypasses this issue by using examples of successful behavior. Popular
approaches to imitation learning include direct imitation learning via behavioral cloning [58|] and
reward function learning through inverse reinforcement learning [60]. Both settings typically
assume that an agent receives examples that consist of sequences of observation-action tuples, and
try to learn either a function that maps observations to actions from these example sequences or a
reward function to explain this behavior while generalizing to new scenarios. However, this notion
of imitation is quite different from the kind of imitation carried out by humans and animals: when
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videos teainiramslifion / predict expert behavior in \
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Figure 2.1: Imitation from Observation using Context-Aware Translation. We collect a number of videos of expert
demonstrations from a human demonstrator, and use them to train a context translation model. At learning time, the
robot sees the context of the task it needs to perform. Then, the model predicts what an expert would do in the robot
context. This predicted sequence is used to define a cost function for reinforcement learning thus enabling imitation
from observation. The task shown here is illustrative of a wide range of tasks that we evaluate.

we learn new skills from observing other people, we do not receive egocentric observations and
ground truth actions. The observations are obtained from an alternate viewpoint and the actions
are not known. Furthermore, humans are not only capable of learning from live observations of
demonstrated behavior, but also from video recordings of behavior provided in settings considerably
different than their own. Can we design imitation learning methods that can succeed in such
situations? A solution to this problem would be of considerable practical value in robotics, since
the resulting imitation learning algorithm could directly make use of natural videos of people
performing the desired behaviors obtained, for instance, from the Internet.

We term this problem imitation-from-observation. The goal in imitation-from-observation is
to learn policies only from a sequence of observations (which can be extremely high dimensional
such as camera images) of the desired behavior, with each sequence obtained under differences in
context. Differences in context might include changes in the environment, changes in the objects
being manipulated, and changes in viewpoint, while observations might consist of sequences of
images. We define this problem formally in Section[2.3]

Our imitation-from-observation algorithm is based on learning a context translation model that
can convert a demonstration from one context (e.g., a third person viewpoint and a human demonstra-
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tor) to another context (e.g., a first person viewpoint and a robot). By training a model to perform this
conversion, we acquire a feature representation that is suitable for tracking demonstrated behavior.
We then use deep reinforcement learning to optimize for the actions that optimally track the translated
demonstration in the target context. As we illustrate in our experiments, this method is significantly
more robust than prior approaches that learn invariant feature spaces [61], perform adversarial
imitation learning [62], or directly track pre-trained visual features [63]. Our translation method is
able to provide useful perceptual reward functions, and performs well on a number of simulated and
real manipulation tasks, including tasks that require a robot to emulate human tool use. Videos can
be foundonhttps://sites.google.com/site/imitationfromobservation/

2.2 Relationship to Prior Work

Imitation learning is usually thought of as the problem of learning an expert policy that generalizes to
unseen states, given a number of expert state-action demonstration trajectories [64], [65]]. Imitation
learning has enabled the successful performance of tasks in a number of complex domains such as
helicopter flight through apprenticeship learning [|66], learning how to put a ball in a cup and playing
table tennis [67]], performing human-like reaching motions [68]] among others. These methods
have been very effective however typically require demonstrations provided through teleoperation
or kinesthetic teaching, unlike our work which aims to learn from observed videos of other agents
performing the task. Looking at the imitation learning literature from a more methodological
standpoint, imitation learning algorithms can largely be divided into two classes of approaches:
behavioral cloning and inverse reinforcement learning.

Behavioral cloning casts the problem of imitation learning as supervised learning, where the
policy is learned from state(or observation)-action tuples provided by the expert. In imitation-from-
observation, the expert does not provide actions, and only provides observations of the state in
a different context, so direct behavioral cloning cannot be used. Inverse reinforcement learning
(IRL) methods instead learn a reward function from the expert demonstrations [60], [69]—[71]. This
reward function can then be used to recover a policy by running standard reinforcement learning
[72], [[73]], though some more recent IRL methods alternate between steps of forward and inverse
RL [62], [74]-[76]. While IRL methods can in principle learn from observations, in practice using
them directly on high-dimensional observations such as images has proven difficult.

Aside from handling high-dimensional observations such as raw images, our method is also
designed to handle differences in context. Context refers to changes in the observation function
between different demonstrations and between the demonstrations and the learner. These may
include changes in viewpoint, object positions, surroundings, etc. Along similar lines, [61]] directly
address learning under domain shift. However, this method has a number of restrictive requirements,
including access to expert and non-expert policies, directly optimizing for invariance between
only two contexts (whereas in practice demonstrations may come from several different contexts),
and performs poorly on the more complex manipulation tasks that we consider, as illustrated in
Section [63] proposes to address differences in context by using pretrained visual features, but
does not provide for any mechanism for context translation, as we do in our work, relying instead on
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the inherent invariance of visual features for learning. Follow-up work proposes to further increase
the invariance of the visual features through multi-viewpoint training [77]. [78] propose to learn
robotic skills from first person videos of humans by using explicit hand detection and a carefully
engineered vision pipeline. In contrast, our approach is trained end-to-end, and does not require any
prior visual features, detectors, or vision systems. [79] proposed to use demonstrations as input
to policies by training on paired examples of state sequences, however our method operates on
raw observations and does not require any actions in the demonstrations, while this prior method
operates only on low-dimensional state variables and does not deal with context shift like our
method.

Our technical approach is related to work in visual domain adaptation and image translation.
Several works have proposed pixel level domain adaptation [80]—[82], as well as translation of visual
style between domains [83]], by using generative adversarial networks (GANSs). The applications
of these methods have been in computer vision, rather than robotic control. Our focus is instead
on translating demonstrations from one context to another, conditioned on the first observation in
the target context, so as to enable an agent to physically perform the task. Although we do not
use GANS, these prior methods are complementary to ours, and incorporating a GAN loss could
improve the performance of our method further.

In our work we consider tasks like sweeping, pushing, ladling(similar to pouring) and striking.
Several prior methods have looked at performing tasks like these although typically with significantly
different methods. Tasks involving cleaning with a brush, similar to our sweeping tasks was studied
in [[84]] but is done using a low cost tool attachment and kinesthetic programming by demonstration.
Besides [63]], tasks involving pouring were also studied in [85] using a simple PID controller with
a specified objective volume rather than inferring the objective from demonstrations. Similar flavors
of tasks were also considered in [86], [87], but we leave those specific tasks to future work. Other
work [88] also considers tasks of pushing objects on a table-top but uses predictive models on
point-cloud data and uses a significantly different intuitive physics model with depth data.

2.3 Problem Formulation and Overview

In the imitation-from-observation setting that we consider in this work, an agent observes demon-
strations of a task in a variety of confexts, and must then execute the demonstrated behavior
in its own context. We use the term context to refer to properties of the environment and
agent that can vary across demonstrations, which may include the viewpoint, the background,
the positions and identities of objects in the environment, and so forth. The demonstrations
{Dy, Dy, ...D,} = {[0},0},....04], [0%, 0%, .....0%], ..., |08, OF, .....0%| } consist of observations o,
that are produced by a partially observed Markov process governed by an observation distribution
p(0¢|s4, w), dynamics p(s;41|s¢, ar, w), and the expert’s policy p(a;|s;, w), with each demonstration
being produced in a different context w. Here, s; represents the unknown Markovian state, a;
represents the action (which is not observed in the demonstrations), and w represents the context.
We assume that w is sampled independently from p(w) for each demonstration, and that the imitation
learner has some fixed w; from the same distribution. Throughout the technical section, we use of; to
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refer to the observation at time ¢ from a context w;.

While a practical real-world imitation-from-observation application might also have to contend
with systematic domain shift where, e.g., the learner’s embodiment differs systematically from
that of the demonstrator, and therefore the learner’s context w cannot be treated as a sample from
p(w), we leave this challenge to prior work, and instead focus on the basic problem of imitation-
from-observation. This means that the context can vary between the demonstrations and the learner,
but the learner’s context still comes from the same distribution. We elaborate on the practical
implications of this assumption in Section and discuss how it might be lifted in future work.

Any algorithm for imitation-from-observation must contend with two challenges: first, it must
be able to determine what information from the observations to track in its own context w;, which
may differ from those of the demonstrations, and second, it must be able to determine which actions
will allow it to track the demonstrated observations. Reinforcement learning (RL) offers a tool
for addressing the latter problem: we can use some measure of distance to the demonstration
as a reward function, and learn a policy that takes actions to minimize this distance. But which
distance to use? If the observations correspond, for example, to raw image pixels, a Euclidean
distance measure may not give a well-shaped objective: roughly matching pixel intensities does
not necessarily correspond to a semantically meaningful execution of the task, unless the match is
almost perfect. Fortunately, the solution to the first problem — context mismatch — naturally lends us
a solution to the problem of choosing a distance metric. In order to address context mismatch, we
can train a model that explicitly translates demonstrations from one context into another, by using
the different demonstrations as training data. The internal representation learned by such a model
provides a much more well-structured space for evaluating distances between observations, since
proper context translation requires understanding the underlying factors of variation in the scene.
As we empirically illustrate in our experiments, we can use squared Euclidean distances between
features of the context translation model as a reward function to learn the demonstrated task, while
using the model itself to translate these features from the demonstration context to the learner’s
context. We first describe the translation model, and then show how it can be used to create a reward
function for RL.

2.4 Learning to Translate Between Contexts

Since each demonstration Dy, is generated from an unknown context wy, the learner cannot directly
track these demonstrations in its own context w;. However, since we have demonstrations from
multiple unknown but different contexts, we can learn a context translation model on these demon-
strations without any explicit knowledge of the context variables themselves. We only assume that
the first frame of of a demonstration in a particular context wy, can be used to implicitly extract
information about the context wy.

Our translation model is trained on pairs of demonstrations D; = [0}, 0%...,0%] and D; =
[0}, 0]..., ojf], where D; comes from a context w; (the source context) and [); comes from a context
wj (the target context). The model must learn to output the observations in D; conditioned on D;
and the first observation 0{) in the target context w;. Thus, the model looks at a single observation
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from a target context, and predicts what future observations in that context will look like by
translating a demonstration from a source context. Once trained, this model can be provided with
any demonstration Dy, to translate it into the learner’s context w; for tracking, as discussed in the
next section.

The model (Fig @), assumes that the
demonstrations D; and D; are aligned in time,
though this assumption could be relaxed in fu- » : / /
ture work by using iterative time alignment [89]. : -

Sy
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The goal is to learn the overall translation func- g ‘C: ““g“: i
tion M (o}, o)) such that its output M (o}, of)) = ‘
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0] )wrans closely matches o] for all ¢ and each pair P
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the model translates observations from D; into A;
the context w;, conditioned on the first observa-
tion o}, in D;.

The model consists of four components: a  Figure 2.2: Context translation model: The source observa-
source observation encoder Enc;(0}) and a tar- tion o} is translated to give the prediction of the observation
get initial observation encoder Ency (o) that en- 10 the target context (07 Juuns, given the context image o
code the observations into source and target from the target cor.ltext. The convo!utlonal encoders are

Enc, and Ency, while the deconvolutional decoder Dec de-
features, referred to as z; and z, a translator codes features back into observations. Colors indicate tied
z3 = T'(z1, z7) that translates the features z; weights.
into features for the context of z,, which are _
denoted z3, and finally a target context decoder Dec(z3), which decodes these features into &;.
We will use F(o!,0}) = 23 to denote the feature extractor that generates the features z3 from an
input observation and a context image. The encoders Enc; and Enc, can have either different
weights or tied weights depending on the diversity of the demonstration scenes. To deal with the
complexities of pixel-level reconstruction, we include skip connections from Encs to Dec. The
model is supervised with a squared error 10ss Lyns = || (5g)trans — 0{ |3 on the output o} and trained
end-to-end.

However, we need the features 23 to carry useful information, in order to provide an informative
distance metric between demonstrations for feature tracking. To ensure that the translated features
z3 form a representation that is internally consistent with the encoded image features z;, we jointly
train the translation model encoder Enc; and decoder Dec as an autoencoder, with a reconstruction
loss Ly = ||[Dec(Ency(0})) — of||2. We simultaneously regularize the feature representation of
this autoencoder to align it with the features 23, using the loss Lojign = |23 — Ency(0})||3. This
forces the encoder Enc; and decoder Dec to adopt a consistent feature representation, so that the
observation from the target context 0{ is encoded into features that are similar to the translated
features z3. The training objective for the entire model is then given by the combined loss function
L= (i) (Lirans + A1 Lrec + A2 Laign ), With D; and D; being a pair of expert demonstrations chosen
randomly from the training set, and \; and )\, being hyperparameters. If we don’t regularize the
encoded features of learning trajectories and translated features of experts to lie in the same feature
space, the reward function described in Section is not effective since we are tracking features

i J
0y %o
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which have no reason to be in the same space. Examples of translated demonstrations are shown in
Section and the project website.

2.5 Learning Policies via Context Translation

The model described in the previous section can translate observations and features from the
demonstration context into the learner’s context w;. However, in order for the learning agent to
actually perform the demonstrated behavior, it must be able to acquire the actions that track the
translated features. We can choose between a number of deep reinforcement learning algorithms
to learn to output actions that track the translated demonstrations given the reward function we
describe below.

Reward Functions for Feature Tracking

The first component of the feature tracking reward function is a penalty for deviations from the
translated features. At each time step, the translation function F' (which gives us z3) can be used
to translate each of the demonstration observations o into the learner’s context w;. The reward
function then corresponds to minimizing the squared Euclidean distance between the encoding of
the current observation to all of these translated demonstration features, which is approximately
tracking their average, resulting in

R 1 <& .
Rieat(0}) = —||Ency (0}) — - Z F (o}, )15,

where Ency (0}) computes the features of the learner’s observation at time step ¢, given by ol, and

F (0}, o)) computes translated features of experts.

Unfortunately, feature tracking by itself may be insufficient to successfully imitate complex
behaviors. The reason for this is that the distribution of observations fed into Enc, during policy
learning may not match the distribution from the demonstrations that are seen during training:
although a successful policy will closely track the translated policy, a poor initial policy might
produce observations that are very different. In these cases, the encoder Enc; must contend with
out-of-distribution samples, which may not be encoded properly. In fact, the model will be biased
toward predicting features that are closer to the expert, since it only saw expert data during training.
To address this, we also introduce a weak image tracking reward. This reward directly penalizes
the policy for experiencing observations that differ from the translated observations, using the full
observation translation model M:

. 1 <& ;
Framg (01) = =Ilok = >~ M (0}, ob)

The final reward is then the weighted combination R(0}) = Rpeu(0}) + Wree Rimg (01), Where wye is a
small constant (tuned as a hyperparameter in our implementation).
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Reinforcement Learning Algorithms for Feature Tracking

With the reward described in Section [2.5] we perform reinforcement learning in order to learn control
policies in our learning environment. Our method can be used with any reinforcement learning
algorithm. We use trust region policy optimization (TRPO) [90] for our simulated experiments
but not for real world experiments because of it’s high sample complexity. For the real-world
robotic experiments, we use the trajectory-centric RL. method used for local policy optimization in
guided policy search (GPS) [31]], which is based on fitting locally linear dynamics and performing
LQR-based updates. We compute image features z3, and include these as part of the state. The cost
function for GPS is then a squared Euclidean distance in state space, and we omit the image tracking
cost described in Section [2.5] For simulated striking and real robot pushing, this cost function is
also weighted by a quadratic ramp function weighting squared Euclidean distances at later time
steps higher than initial ones.

Figure 2.3: Four simulated tasks, from left to right: reaching (goal is to reach the red circle), pushing (goal is to push
the white can to the red goal), sweeping (goal is to sweep grey balls into the pan), and striking (goal is to strike the
white ball to the red goal).

2.6 Experiments

Our experiments aim to evaluate whether our context translation model can enable imitation-from-
observation, and how well representative prior methods perform on this type of imitation learning
task. The specific questions that we aim to answer are: (1) Can our context translation model
handle raw image observations, changes in viewpoint, and changes in the appearance and positions
of objects between contexts? (2) How well do prior imitation learning methods perform in the
presence of such variation, in comparison to our approach? (3) How well does our method perform
on real-world images, and can it enable a real-world robotic system to learn manipulation skills?
All results, including illustrative videos, video translations and further experiment details can be
found on: https://sites.google.com/site/imitationfromobservation/

In order to provide detailed comparisons with alternative prior methods for imitation learning,
we set up four simulated manipulation tasks using the MuJoCo simulator [91]]. To provide expert
demonstrations, we hand-specified a reward function for each task and used a prior policy optimiza-
tion algorithm [90] to train an expert policy. We collected video demonstrations of rollouts from the
final expert policy acting in a number of randomly generated contexts.
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Figure 2.4: Comparisons with prior methods on the reaching, pushing, sweeping, and striking tasks. The results show
that our method successfully learned each task, while the prior methods struggled to perform the reaching, pushing
and striking tasks, and only the pretrained visual features approach was able to make a reasonable improvement on the
sweeping task. Third person imitation learning and generative adversarial imitation learning are both at 0%
success rate on the graph.

The tasks are illustrated in Fig. [I8.T1] The first task requires a robotic arm to reach varying
goal positions indicated by a red disk, in the presence of variation in color and appearance. The
second task requires pushing a white cylinder onto a red coaster, both with varying position, in the
presence of varied distractor objects. The third task requires the simulated robot to sweep five grey
balls into a dustpan, under variation in viewpoint. The fourth task involves using a 4 DoF arm to
strike a white ball toward a red target which varies in position. The project website illustrates the
variability in appearance and object positioning in the tasks, and also presents example translations
of individual demonstration sequences.

Network Architecture and Training

For encoders Enc; and Enc, in simulation we perform four 5 x 5 stride-2 convolutions with filter
sizes 64, 128, 256, and 512 followed by two fully-connected layers of size 1024. We use LeakyReLU
activations with leak 0.2 for all layers. The translation module 7'(z1, z5) consists of one hidden
layer of size 1024 with input as the concatenation of z; and z,. For the decoder Dec in simulation
we use a fully connected layer from the input to four fractionally-strided convolutions with filter
sizes 256, 128, 64, 3 and stride % We have skip connections from every layer in the context encoder
Enc, to its corresponding layer in the decoder Dec by concatenation along the filter dimension. For
real world images, the encoders perform 4 convolutions with filter sizes 32, 16, 16, 8 and strides 1,
2, 1, 2 respectively. All fully connected layers and feature layers are size 100 instead of 1024. The
decoder uses fractionally-strided convolutions with filter sizes 16, 16, 32, 3 with strides %, 1, %, 1
respectively. For the real world model only, we apply dropout for every fully connected layer with
probability 0.5, and we tie the weights of Enc; and Enc,.

We train using the ADAM optimizer with learning rate 10~%. We train using 3000 videos for
reach, 4500 videos for simulated push, 894 videos for sweep, 3500 videos for strike, 135 videos
for real push, 85 videos for real sweep with paper, 100 videos for real sweep with almonds, and 60
videos for ladling almonds. We downsample videos to 36 x 64 pixels for simulated sweeping and
48 x 48 for all other videos.
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Comparative Evaluation of Context Translation

Results for the comparative evaluation of our approach are presented in Fig[2.4] Performance is
evaluated in terms of the final distance of the target object to the goal during testing. In the reaching
task, this is the distance of the robot’s hand from the goal, in the pushing task, this is the distance of
the cylinder from the goal, in the sweeping task, this corresponds to the mean distance of the balls
from the inside of the dustpan, and in the striking task this is the final distance of the ball from the
goal position. All distances are normalized by dividing by the initial distance at the start of the task,
and success is measured as a thresholding of the normalized distance. We evaluate each task on 10
randomly generated environment conditions, each time performing 100 iterations of reinforcement
learning with 12,500 samples per iteration.

Our comparisons include our method with TRPO for policy learning, an oracle that trains a
policy with TRPO on the ground truth reward function in simulation, which represents an upper
bound on performance, and three prior imitation learning methods. The first prior method learns
a reward using pre-trained visual features, similar to the work of [63]]. In this method, features
from an Inception-v3 network trained on ImageNet classification [92] are used to encode the goal
image from the demonstration, and the reward function corresponds to the distance to these features
averaged over all the training demonstrations. We experimented with several different feature
layers from the Inception-v3 network and chose the one that performed best. The second prior
method, third person imitation learning (TPIL), is an IRL algorithm that explicitly compensates
for domain shift using an adversarial loss [61]], and the third is an adversarial IRL-like algorithm
called generative adversarial imitation learning (GAIL) [62], using a convolutional model to process
images as suggested by [93]]. Among these, only TPIL explicitly addresses changes in domain or
context.

The results, shown in Fig [2.4] indicate that our method was able to successfully learn each
of the tasks when the demonstrations were provided from random contexts. Notably, none of the
prior methods were actually successful on the reaching, pushing or striking tasks, and struggled
to perform the sweeping task. This indicates that imitation-from-observation in the presence of
context differences is an exceedingly challenging problem.

l
;-

Source Video Context Image Translated Video

)

Figure 2.5: Translations from a video in the holdout set to a new context for the reaching task (top) and paper sweeping
task (bottom).
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Figure 2.6: Ablations on model losses and reward functions for the simulated reaching and pushing tasks.Our method
with all components does consistently the best across tasks. Note: for the Push Simulation task, we did not perform
ablations "without Lyqns", "Without £,...", and "without Lyec, Latign"
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Figure 2.7: Top Row: Demonstratlons by a human demonstrator showing the robot how to perform the pushing,
sweeping and ladling almonds task in the real world. Bottom Row: Execution of the robot successfully performing the
pushing, sweeping and ladling almonds tasks.

Ablation Study

To evaluate the importance of different loss functions while training our translation model, and the
different components for the reward function while performing imitation, we performed ablations
by removing these components one by one during model training or policy learning. To understand
the importance of the translation cost, we remove cost L., to understand whether features z3 need
to be properly aligned we remove model losses L. and Lyjign. In Fig @ we see that the removal of
each of these losses significantly hurts the performance of subsequent imitation. On removing the
feature tracking loss Rfeat or the image tracking loss leage we see that overall performance across
tasks is worse.

Natural Images and Real-World Robotic Manipulation

To evaluate whether our method is able to scale to real-world images and robots, we focus on
manipulation tasks involving tool use, where object positions and camera viewpoints differ between
contexts. All demonstrations were provided by a human, while the learned skills were performed
by a robot. Since our method assumes that the contexts of the demonstrations and the learner are
sampled from the same distribution, the human and the robot both used the same tool to perform the
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tasks, avoiding any systematic domain shift that might result from differences in the appearance
of the human or robot arm. To this end, we apply a cropping of each video around task-relevant
areas of each demonstration. Investigating domain shift is left for future work, and could be
done, for example, using domain adaptation [94]. In the present experiments, we assume that the
demonstration and test contexts come from the same distribution, which is a reasonable assumption
in settings such as tool use and navigation, or tasks where the focus is on the objects in the scene
rather than the arm or end-effector.
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Figure 2.8: Plot depicting success rate for our method versus other baselines on the real world tasks with the Sawyer
robot. Success metrics differ per task as described in Section[2.6] As is seen clearly, our method consistently performs
well on all the real world tasks, and outperforms the baseline methods.

Pushing

In the first task, the goal is to push a cylinder to a marked goal position. The success metric is
defined as whether the final distance between the cylinder and goal is within a predefined threshold.
We evaluate our method in the setting where real-world demonstrations are provided by a human
and imitation is done by a robot in the real world.

We evaluated how our method can be used to learn a pushing behavior with a real-world robotic
manipulator, using a 7-DoF Sawyer robot. Since the TRPO algorithm is too data intensive to learn
on real-world physical systems, we use GPS for policy learning (Section [2.5)).

For comparison, we also test GPS with a reward that involves tracking pre-trained visual features
from the Inception-v3 network (Section [2.6)), as well as a baseline reward function that attempts
to reach a fixed set of joint angles, specified through kinesthetic demonstration. Note that our
method itself does not use any kinesthetic demonstrations, only video demonstrations provided by
the human. In order to include the high-dimensional visual features in the state for guided policy
search, we apply PCA to reduce their dimensionality from 221952 to 100, while our method uses
all 100 dimensions of z3 as part of the state. We found that our method could successfully learn the
skill using demonstrations from different viewpoints, and outperforms the pre-trained features and
kinesthetic baseline, as shown in Fig[2.8]
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Sweeping

The pushing task illustrates the basic capability of our method to learn skills involving manipulation
of rigid objects. However, one major advantage of learning visual reward functions from demonstra-
tion is the ability to acquire representations that can be used to manipulate scenes that are harder
to represent analytically, such as granular media. In this next experiment, we study how well our
method can learn two variants of a sweeping task: in the first, the robot must sweep crumpled paper
into a dustpan, and in the second it must sweep a pile of almonds. We used almonds in place of dirt
or fluids to avoid damaging the robot. Quantitative results are summarized in Fig[2.§]

On the easier crumpled paper task, both our method and the kinesthetic teaching approach works
well, but the reward that uses pre-trained visual features is insufficient to accomplish the task. On
the almond sweeping task (Fig[2.7), our method achieves a higher success rate than the alternative
approaches. The success metric is defined as the average percentage of almonds or paper pieces that
end up inside the dustpan.

Ladling Almonds

Our last task combines granular media (almonds) and a more dynamic behavior. In this task, the
robot must ladle almonds into a cooking pan (Fig [2.7). This requires keeping the ladle upright until
over the pan, and then dumping them into the pan by turning the wrist. The success metric is the
average fraction of almonds that were ladled into the pan. Learning from only raw videos of the
task being performed by a human in different contexts, our method achieved a success rate of 66%
, while the alternative approaches generally could not perform this task. An insight into why the
joint angles approach wouldn’t work on this task is that the spoon has to remain upright until just
the right position over the pan after which it should rotate and pour into the pan. The joint angle
baseline can simply interpolate between the final turned spoon position and the initial position and
pour the almonds in the wrong location. Quantitative results and comparisons are summarized in

Fig[2.8]

2.7 Discussion and Future Work

We investigated how imitation-from-observation can be performed by learning to translate demon-
stration observation sequences between different contexts, such as differences in viewpoint. After
translating observations into a target context, we can track these observations with RL, allowing
the learner to reproduce the observed behavior. The translation model is trained by translating
between the different contexts observed in the training set, and generalizes to the unseen context of
the learner. Our experiments show that our method can be used to perform a variety of manipulation
skills, and can be used for real-world robotic control on a diverse range of tasks patterned after
common household chores.

Although our method performs well on real-world tasks and several tasks in simulation, it
has a number of limitations. First, it requires a substantial number of demonstrations to learn the
translation model. Training an end-to-end model from scratch for each task may be inefficient in
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practice, and combining our method with higher level representations proposed in prior work would
likely lead to more efficient training [63]], [77]. Second, we require observations of demonstrations
from multiple contexts in order to learn to translate between them. In practice, the number of
available contexts may be scarce. Future work would explore how multiple tasks can be combined
into a single model, where different tasks might come from different contexts. Finally, it would be
exciting to explore explicit handling of domain shift in future work, so as to handle large differences
in embodiment and learn skills directly from videos of human demonstrators obtained, for example,
from the Internet.

We will place this work into the broader context and discuss connections to other work post
publication in Chapter 8.
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Chapter 3

Supervision from Outcome Examples

In the previous chapter, we considered how to learn from raw videos of humans demonstrating
particular tasks. While this technique can enable solving of several robotic tasks, it can still be
expensive to provide entire demonstrations, as opposed to just examples of what a successful
outcome would look like. In this chapter, we explore this paradigm, investigating whether we can
supervised RL algorithms, simply by utilizing examples of successful outcomes.

3.1 Why Should we Study Uncertainty-Aware Outcome
Driven RL?

While reinforcement learning (RL) has been shown to successfully solve problems with careful
reward design [95]], RL in its most general form, with no assumptions on the dynamics or reward
function, requires solving a challenging uninformed search problem in which rewards are sparsely
observed. Techniques that explicitly provide “reward-shaping” [96], or modify the reward function
to guide learning, can help take some of the burden off of exploration, but shaped rewards are often
difficult to provide without significant domain knowledge. Moreover, in many domains of practical
significance, actually specifying rewards in terms of high dimensional observations can be extremely
difficult, making it infeasible to directly apply RL to problems with challenging exploration.

Can the RL problem be made more tractable if the agent is provided with examples of successful
outcomes instead of an uninformative reward function? Such examples are often easier to provide
than, for example, entire demonstrations or a hand-designed reward function. However, they can
still provide considerable guidance on how to successfully accomplish a task, potentially alleviating
exploration challenges if the agent can successfully recognize similarities between visited states
and the provided examples. In this paper, we study such a problem setting, where instead of a
hand-designed reward function, the RL algorithm is provided with a set of successful outcome
examples: states in which the desired task has been accomplished successfully. Prior work [97], [98]]
aims to solve tasks in this setting by estimating the distribution over these states and maximizing the
probability of reaching states that are likely under this distribution. While this can work well in some
domains, it has largely been limited to settings without significant exploration challenges. In our
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Figure 3.1: MURAL: Our method trains an uncertainty-aware classifier based on user-provided examples of successful
outcomes. Appropriate uncertainty in the classifier, obtained via a meta-learning based estimator for the normalized
maximum likelihood (NML) distribution, automatically incentivizes exploration and provides reward shaping for RL.

work, we focus on the potential for this mode of task specification to enable RL algorithms to solve
more challenging tasks without the need for manual reward shaping. Intuitively, the availability
of extra information in the form of explicit success examples can provide the algorithm more
directed information for exploration, rather than having to simply rely on uninformed task agnostic
exploration methods. This allows us to formulate a class of more tractable problems, which we refer
to as outcome-driven RL.

However, in order to attain improved exploration, an outcome-driven RL agent must be able
to estimate some notion of similarity between the visited states and successful outcomes, so as to
utilize this similarity as a kind of automatic reward shaping. Our method addresses this challenge
by training a classifier to distinguish successful states, provided by the user, from those generated
by the current policy, analogously to generative adversarial networks [99] and previously proposed
methods for inverse reinforcement learning [[100]. In general, such a classifier may not provide
effective reward shaping for learning the policy, since it does not explicitly quantify uncertainty
about success probabilities and can be overly pessimistic in providing reward signal for learning.
We discuss how Bayesian classifiers incorporating a particular form of uncertainty quantification
based on the normalized maximum likelihood (NML) distribution can incentivize exploration in
outcome-driven RL problems. To understand its benefits, we connect our approach to count-based
exploration methods, while also showing that it improves significantly over such methods when
the classifier exhibits good generalization properties, due to its ability to utilize success examples.
Finally, we propose a practical algorithm to train NML-based success classifiers in a computationally
efficient way using meta-learning, and show experimentally that our method can more effectively
solve a range of challenging navigation and robotic manipulation tasks.

Concretely, this work illustrates the challenges of using standard success classifiers [97] for
outcome-driven RL, and proposes a novel technique for training uncertainty aware classifiers with
normalized maximum likelihood, which is able to both incentivize the exploration of novel states and
provide reward shaping that guides exploration towards successful outcomes. We present a tractable
algorithm for learning these uncertainty aware classifiers in practice by leveraging concepts from
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meta-learning. We analyze our proposed technique for reward inference experimentally across a
number of navigation and robotic manipulation domains and show benefits over prior classifier-based
RL methods as well as goal-reaching methods.

3.2 Relationship to Prior Work

While a number of methods have been proposed to improve exploration, it remains a challenging
open problem in RL [[101]. Standard exploration methods either add bonuses to the reward function
that encourage a policy to visit novel states in a task-agnostic manner [[102]—[/111]], or approximate
Thompson sampling from a posterior over value functions [112[]-[114]]. Whereas these techniques
are uninformed about the actual task, we consider a constrained, yet still widely applicable, set
of problems where the desired outcome can be specified by success examples, allowing for more
efficient task-directed exploration.

Designing well-shaped reward functions can also make exploration easier, but often requires
significant domain knowledge [41]], access to privileged information [31] or a human in the
loop providing rewards [115]], [116]. Prior work has considered specifying rewards by providing
example demonstrations and inferring rewards with inverse RL [62], [66], [/1], [100]. This requires
expensive expert demonstrations to be provided to the agent. In contrast, our work has the minimal
requirement of successful outcome states, which can be provided more cheaply and intuitively. This
subclass of problems is also related to goal-conditioned RL [30], [39], [117]-[125] but is more
general, since it allows for the notion of success to be more abstract than reaching a single state.

A core idea behind our method is using a Bayesian classifier to learn a suitable reward function.
Bayesian inference with expressive models and high dimensional data can often be intractable,
requiring strong assumptions on the form of the posterior [[126]—[|128]. In this work, we build on
the concept of normalized maximum likelihood [129], [130]], or NML, to learn Bayesian classifiers
that can impose priors over the space of outcomes. Although NML is typically considered from
the perspective of optimal coding [131], [[132], we show how it can be used for success classifiers,
and discuss connections to exploration in RL. We propose a novel technique for making NML
computationally tractable based on meta-learning, which more directly optimizes for quick NML
computation as compared to prior methods like [[133]] which learn an amortized posterior.

3.3 Preliminaries

In this section, we discuss background on RL using successful outcome examples as well as
conditional normalized maximum likelihood.

Reinforcement Learning with Outcome Examples

We follow the framework proposed by [97] and assume that we are provided with a Markov
decision process (MDP) without a reward function, given by M = (S, A, T, 7, i0), as well as
successful outcome examples S = {s% }X |, which is a set of states in which the desired task
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Figure 3.2: Comparison of rewards given by various classifier training schemes on a 2D maze example Typical
maximum likelihood (MLE) classifiers commonly suffer from either a lack of useful learning signal (if trained to
convergence) or misleading local optima (if regularized using standard methods such as weight decay or early stopping),
whereas CNML produces accurate and well-shaped rewards.

has been accomplished. This formalism is easiest to describe in terms of the control as inference
framework [134]]. The relevant graphical model (refer to [97]) consists of states and actions, as
well as binary success variables e; € {0, 1} that represent the occurrence of a particular event. The
agent’s objective is to cause this event to occur (e.g., a robot that is cleaning the floor must cause
the “floor is clean” event to occur). Formally, we assume that the states in S, are sampled from the
distribution p(s;|e; = 1) — that is, states where the desired event has taken place — and try to infer
the distribution p(e; = 1|s;) to use as a reward function. In this work, we focus on efficient methods
for solving this reformulation of the RL problem by utilizing a novel uncertainty quantification
method to represent p(e;|s;).

In practice, prior methods that build on this formulation of the RL problem [97] derive an
algorithm where the reward function in RL is produced by a classifier that estimates p(e; = 1|s;).
Following the derivation in [[100], it is possible to show that the correct source of negative examples
is the state distribution of the policy itself, 7(s). This insight results in a simple algorithm: at
each iteration of the algorithm, the policy is updated to maximize the current reward, given by
log p(e; = 1|s;), then samples from the policy are added to the set of negative examples S_, and
the classifier is retrained on the original positive set S, and the updated negative set S_. As noted
in prior work [97], this process is closely connected to GANs and inverse reinforcement learning,
where the classifier plays the role of the discriminator and the policy that of the generator. However,
as we will discuss, this strategy can often face significant exploration challenges.

Conditional Normalized Maximum Likelihood

Our work utilizes the principle of conditional normalized maximum likelihood (CNML) [131]],
[132], [[135]], which we review briefly. CNML is a method for performing k-way classification, given
a model class © and a dataset D = {(zo, ¥0), (z1,%1), ---, (Tn, Yn) }, and has been shown to provide
better calibrated predictions and uncertainty estimates with minimax regret guarantees [136]. More
specifically, the CNML distribution can be shown to provably minimize worst-case regret against an
oracle learner that has access to the true labels, but does not know which point it will be tested on.
We refer the reader to [132]], [[133]] for a more complete consideration of the theoretical properties
of the CNML distribution.

To predict the class of a query point x,, CNML constructs &£ augmented datasets by adding z,,
with a different label in each dataset, which we write as D U (x4, y =4),7 € (1,2, ..., k). CNML
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then defines the class distribution by solving the maximum likelihood estimation problem at query
time for each of these augmented datasets to convergence, and normalizes the likelihoods as follows:

, Ay =1z
s (= i) = kpez(y | q.) (3.1)
Ko, (y = jlzy)
0; = arg rgleag E (2,4)~DU(zq,y=i) [log pa(y|z)] 3.2)

If z, is close to other datapoints in D, the model will struggle to assign a high likelihood to labels
that differ substantially from those of nearby points. However, if x, is far from all datapoints
in D, then the different augmented maximum likelihood problems can easily classify z, as any
arbitrary class, providing us with likelihoods closer to uniform. We refer readers to [[131]] for
an in-depth discussion of CNML and its connections to minimum description length and regret
minimization. Intuitively, the CNML classifier provides a way to impose a uniform prior for
uncertainty quantification, where we predict the uniform distribution on unseen inputs since they
are maximally uncertain, and defer more to the maximum likelihood solution on frequently seen
inputs since they are minimally uncertain.

3.4 Bayesian Success Classifiers for Reward Inference

As discussed in Section [3.3] a principled way of approaching outcome-driven RL is to train a
classifier to determine whether a particular state is a successful outcome or not. However, while
such a technique would eventually converge to the correct solution, it frequently suffers from
uninformative or incorrect rewards during the learning process. For example, Figure depicts
a simple 2D maze scenario where the agent starts at the top left corner and the positive outcomes
are at the bottom right corner of the environment. Without suitable regularization, the decision
boundary may take on the form of a sharp boundary anywhere between the positive and negative
examples in the early stages of training. As a result, the classifier might provide little to no reward
signal for the policy, since it can assign arbitrarily small probabilities to the states sampled from the
policy. Given that the classifier-based RL process is essentially equivalent to training a GAN (as
described in Section [3.3)), this issue is closely related to the challenges of GAN training as noted by
[137], where an ideal maximum likelihood discriminator provides no gradient signal for training
the generator.

We note that this issue is not pathological: our experiments in Section [13.7| show that this
phenomenon of poor reward shaping happens in practice. In addition, introducing naively chosen
forms of regularization such as weight decay, as is common in prior works, may actually provide
incorrect reward shaping to the algorithm, making it more challenging to actually accomplish the
task (as illustrated in Figure [3.2). This often limits classifier-based RL techniques to tasks with
trivial exploration challenges. In this section, we will discuss how a simple change to the procedure
for training a classifier, going from standard maximum likelihood estimation to an approach based
on the principle of normalized maximum likelihood, allows for an appropriate consideration of
uncertainty quantification that can solve problems with non-trivial exploration challenges.
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Algorithm 1: RL with CNML-Based Success Classifiers

1: User provides success examples S,

2: Initialize policy 7, replay buffer S_, and reward classifier parameters 0z

3: for iteration: = 1,2, ... do

4:  Add on-policy examples to S_ by executing 7.

5:  Sample n points from S, (label 1) and nyy points from S_ (label 0) to construct a dataset
D

6:  Assign state rewards as r(s) = pcnmL(e = 1|s, D)

7: Train 7 with RL algorithm

8: end for

Regularized Success Classifiers via Normalized Maximum Likelihood

It 1s important to note that for effective exploration in reinforcement learning, the rewards
should not just indicate whether a state is a successful outcome (since this will be 0 everywhere
but successful outcomes), but should instead provide a sense of whether a particular state may
be on the path to a successful outcome and should be explored further. The standard maximum
likelihood classifier described in Section[I5.2]is overly pessimistic in doing so, setting the likelihood
of all intermediate states to 0 in the worst case, potentially mislabeling promising states to explore.
To avoid this, we want to use a classification technique that minimizes this worst-case regret,
maintaining some level of uncertainty about whether under-visited states are on the path to successful
outcomes. As discussed in Section[3.3] the technique of conditional normalized maximum likelihood
provides us a straightforward way to obtain such a classifier. CNML is particularly well suited to
this problem since, as discussed in [138]], it essentially imposes a uniform prior over the space of
outcomes. It thus avoids pathological collapse of rewards by maintaining a measure of uncertainty
over whether a state is potentially promising to explore further, rather than immediately bringing its
likelihood to 0 as maximum likelihood solutions would.

To use CNML for reward inference, the procedure is similar to the one described in Section[I5.2]
We construct a dataset using the provided successful outcomes as positives and on-policy samples
as negatives. However, the label probabilities for RL are instead produced by the CNML procedure
to obtain rewards 7(s) = pcnmr(e = 1|s) as follows:

po, (e = 1]s)
r(s) = 3.3)
)= e = 115) + oy (e = 019
90 = ar% n(;ax ]E(Sj,ej)N'DU(s,eZO) Uogpﬁ(ej‘sj)] (34)
S
0, = arg max E(s;,e,)~Du(s,e=1) 108 po(e;]s;)] (3.5)
S

This reward is then used to perform policy updates, new data is collected with the updated
policy, and the process is repeated. A full description can be found in Algorithm |}

To illustrate how this change affects reward assignment during learning, we visualize a potential
assignment of rewards with a CNML-based classifier on the problem described earlier in Fig
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When the success classifier is trained with CNML instead of standard maximum likelihood, interme-
diate unseen states would receive non-zero rewards rather than simply having vanishing likelihoods
like the maximum likelihood solution, thereby incentivizing exploration. In fact, the CNML likeli-
hood has a strong connection to count-based exploration, as we show next. Additionally, we also
see that CNML is able to provide more directed shaping towards the successful outcomes when
generalization exists across states, as explained below.

Relationship to Count-Based Exploration

In this section we relate the success likelihoods obtained via CNML to commonly used exploration
methods based on counts. Formally, we prove that the success classifier trained with CNML is
equivalent to a version of count-based exploration in the absence of any generalization across states
(i.e., a fully tabular setting).

Theorem 1. Suppose we are estimating success probabilities p(e = 1|s) in the tabular setting,
where we have an independent parameter for each state. Let N (s) denote the number of times state

s has been visited by the policy, and let G(s) be the number of occurrences of state s in the set of

positive examples. Then the CNML success probability pcnmr (e = 1|s) is equal to % For

states that are not represented in the positive examples, i.e. G(s) = 0, we then recover inverse counts
1

N(s)+2°

Refer to Appendix A.1 for a full proof. While CNML has a strong connection with counts as
described above, it is important to note two advantages. First, the rewards are estimated without
an explicit generative model, simply by using a standard discriminative model trained via CNML.
Second, in the presence of generalization via function approximation, the exploration behavior from
CNML can be significantly more task directed, as described next.

In most problems, when the classifier is parameterized by a function approximator with non-
trivial generalization, the structure of the state space actually provides more information to guide the
agent towards the successful examples than simply using counts. In most environments [29], [[139]
states are not completely uncorrelated, but instead lie in a representation space where generalization
correlates with the dynamics structure in the environment. For instance, states from which successful
outcomes can be reached more easily (i.e., states that are “close” to successful outcomes) are likely
to have similar representations. Since the uncertainty-aware classifier described in Section [3.4]is
built on top of such features and is trained with knowledge of the desired successful outcomes,
it is able to incentivize more fask-aware directed exploration than simply using counts. This
phenomenon is illustrated intuitively in Fig[3.2] and demonstrated empirically in our experimental
analysis in Section|13.7
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Figure 3.3: Diagram of using meta-NML to train a classifier. Meta-NML learns an initialization that can quickly adapt
to new datapoints with arbitrary labels. At evaluation time, it approximates the NML probabilities (right) fairly well
with a single gradient step.

3.5 MURAL: Training Uncertainty-Aware Success Classifiers
for Outcome Driven RL via Meta-Learning and CNML

In Section[15.3] we discussed how success classifiers trained via CNML can incentivize exploration
and provide reward shaping to guide RL. However, the reward inference technique via CNML
described in Section [3.4]is in most cases computationally intractable, as it requires optimizing
separate maximum likelihood estimation problems to convergence on every data point we want to
query. In this section, we describe a novel approximation that allows us to apply this method in
practice.

Meta-Learning for CNML

We adopt ideas from meta-learning to amortize the cost of obtaining the CNML distribution. As
noted in Section [3.4] computing the CNML distribution involves repeatedly solving maximum
likelihood problems. While computationally daunting, these problems share a significant amount
of common structure, which we can exploit to estimate the CNML distribution more efficiently.
Meta-learning uses a distribution of training problems to explicitly meta-train models that can
quickly adapt to new problems and, as we show next, can be directly used to accelerate CNML.
To apply meta-learning to computing the CNML distribution, we can formulate each of the
maximum likelihood problems described in Equation [3.2] as a separate task for meta-learning,
and apply a standard meta-learning technique to obtain a model capable of few-shot adaptation
to the maximum likelihood problems required for CNML. While any meta-learning algorithm is
applicable, we found model agnostic meta-learning (MAML) [140] to be effective. MAML aims
to meta-train a model that can quickly adapt to new tasks via a few steps of gradient descent by
explicitly performing a bi-level optimization. We refer readers to [140] for a detailed overview.
The meta-training procedure to enable quick querying of CNML likelihoods can be described
as follows. Given a dataset D = {(xXo,Yo), (X1,¥1), ---, (Xn, ¥n) },» We construct 2n different tasks
7;, each corresponding to performing maximum likelihood estimation on the original dataset D
combined with an additional point (x;,y’), where ¢/ is a proposed label of either 0 or 1 and x;
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is a point from the dataset D. Given these constructed tasks S(7), we perform meta-training as
described by [140]:

meax ExiN'D,y’.G{O,I} [E(D U (Xi> y/>7 92)]7 (36)
st 0. =0—aVeL(DU (x3,y),0). (3.7)

This training procedure produces a set of parameters ¢ that can then be quickly adapted to provide
the CNML distribution with a step of gradient descent. The model can be queried for the CNML
distribution by starting from the meta-learned 6 and taking one step of gradient descent for the
dataset augmented with the query point, each with a different potential label. These likelihoods are
then normalized to provide the CNML distribution as follows:

pmeta—NML(yle D) = Z Poy (y‘x> (38)

yey p@y (y|3])
Oy = 0 — aVeE (e, y)~pU(ay) [L(Ti, yi, 0)]. (3.9)

This process is illustrated in Fig[3.3] which shows how the meta-NML procedure can be used to
obtain approximate CNML likelihoods with just a single gradient step.

This scheme for amortizing the computational challenges of NML (which we call meta-NML)
allows us to obtain normalized likelihood estimates without having to retrain maximum likelihood to
convergence at every single query point. A complete description, runtime analysis and pseudocode
of this algorithm are provided in Appendix A.2 and A.3. Crucially, we find that meta-NML is able
to approximate the CNML outputs well with just one or a few gradient steps, making it several
orders of magnitude faster than standard CNML.

(a) Zigzag (©) Sawyer (d) Sawyer (e) Sawyer
Maze (b) Spiral Maze Push Pick Door (f) Locomotion (g) Dex. Hand
Figure 3.4: We evaluate on two mazes, three robotic arm manipulation tasks, one locomotion task and one dexterous
manipulation task: (a) the agent must navigate around an S-shaped corridor, (b) the agent must navigate a spiral corridor,
(c) the robot must push a puck to location, (d) the robot must raise a randomly placed tennis ball to location, (e) the
robot must open the door a specified angle. (f) the quadruped ant must navigate the maze to a particular location (g) the

dexterous robotic hand must reposition an object on the table.

Applying Meta-NML to Success Classification

We apply the meta-NML algorithm described previously to learning uncertainty-aware success
classifiers for providing rewards for RL in our proposed algorithm, which we call MURAL. Similarly
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Algorithm 2: MURAL: Meta-learning Uncertainty-aware Rewards for Automated
Outcome-driven RL
1: User provides success examples S,
2: Initialize policy m, replay buffer S_, and reward classifier parameters 65
3: for iteration: = 1,2, ... do
Add on-policy samples to S_ by executing 7.
if iteration ¢ mod k == 0 then
Sample 7, states from S_ to create 2n,,;, meta-training tasks
Sample ng total test points equally from S, (label 1) and S_ (label 0)
Meta-train 6 via meta-NML using Equation|3.7
end if
10:  Assign state rewards via Equation [3.5]
11:  Train 7 with RL algorithm
12: end for

R A

to [97], we can train our classifier by first constructing a dataset D for binary classification, using
success examples as positives, and on-policy samples as negatives, balancing the number of sampled
positives and negatives in the dataset. Given this dataset, the classifier parameters 6z can be trained
via meta-NML as described in Equation The classifier can then be used to directly and quickly
assign rewards to a state s according to its probabilities 7(s) = Pmeranmr(e = 1|s), and perform
standard reinforcement learning, as noted in Algorithm [2| Further details are in Appendix A.2.

3.6 Experimental Evaluation

In our experimental evaluation we aim to answer the following questions: (1) Can MURAL make
effective use of successful outcome examples to solve challenging exploration tasks? (2) Does
MURAL scale to dynamically complex tasks? (3) What are the impacts of different design decisions
on the effectiveness of MURAL?
Further details, videos, and code can be found athttps://sites.google.com/view/mural-rl

Experimental Setup

We first evaluate our method on maze navigation problems, which require avoiding several local
optima. Then, we consider three robotic manipulation tasks that were previously covered in [116]
with a Sawyer robot arm: door opening, tabletop object pushing, and 3D object picking. We also
evaluate on a previously considered locomotion task [125]] with a quadruped ant navigating to a
target, as well as a dexterous manipulation problem with a robot repositioning an object with a
multi-fingered hand. In the hand manipulation experiments, the classifier is provided with access
to only the object position, while in the other tasks the classifier is provided the entire Markovian
state. As we show in our results, exploration in these environments is challenging, and using naively
chosen reward shaping often does not solve the problem at hand.


https://sites.google.com/view/mural-rl
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Figure 3.5: MURAL outperforms prior goal-reaching and exploration methods on all our evaluation environments,
including ones with high-dimensional state and action spaces. MURAL also performs comparably to or better than a
heuristically shaped hand-designed reward that uses Euclidean distance (black line), demonstrating that designing a
well-shaped reward is not trivial in these domains. Shading indicates a standard deviation across 5 seeds. For details on
the success metrics used, see Appendix A.4.

We compare with a number of prior algorithms. To provide a comparison with a previous
method that uses standard success classifiers, we include the VICE algorithm [97]]. Note that
this algorithm is quite related to MURAL, but it uses a standard maximum likelihood classifier
rather than a classifier trained with CNML and meta-learning. We also include a comparison with
DDL, a technique for learning dynamical distances [141]. We additionally include comparisons to
algorithms for task-agnostic exploration to show that MURAL performs more directed exploration
and reward shaping. To provide a direct comparison, we use the same VICE method for training
classifiers, but combine it with novelty-based exploration based on random network distillation [[110]
for the robotic manipulation tasks, and oracle inverse count bonuses for maze navigation. We also
compare to prior task-agnostic exploration techniques which use intrinsic curiosity [106] and
density estimates [142]. Finally, to demonstrate the importance of shaped rewards, we compare to
running Soft Actor-Critic [23]] with two naive reward functions: a sparse reward, and a heuristic
reward which uses L2 distance. More details are included in Appendix A.4 and A.6.

Comparisons with Prior Algorithms

We compare with prior algorithms on the domains described above. As we can see in Fig[3.5]
MURAL is able to very quickly learn how to solve these challenging exploration tasks, often
reaching better asymptotic performance than most prior methods, and doing so more efficiently than
VICE [97] or DDL [[141]]. This suggests that MURAL is able to provide directed reward shaping
and exploration that is substantially better than standard classifier-based methods. We provide a
more detailed analysis of the shaping behavior of the learned reward in Section [3.6]

To isolate whether the benefits purely come from exploration or also from task-aware reward
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shaping, we compare with methods that only perform task-agnostic exploration. From these com-
parisons, it is clear that MURAL significantly outperforms methods that only use novelty-seeking
exploration. We also compare to a heuristically-designed reward function based on Euclidean
distance. MURAL generally outperforms simple manual shaping in terms of sample complexity
and asymptotic performance, indicating that the learned shaping is non-trivial and adapted to the
task. Of course, with sufficient domain knowledge, it is likely that this would improve. In addition,
we find that MURAL scales up to tasks with challenging exploration in higher dimensional state
and action spaces such as quadruped locomotion and dexterous manipulation, as seen in Fig[3.5]

Analysis of MURAL

MURAL and reward shaping. To better understand how MURAL provides reward shaping, we
visualize the rewards for various slices along the z axis on the Sawyer Pick-and-Place task, an
environment which presents a significant exploration challenge. In Fig[3.6) we see that the MURAL
rewards clearly correlate with the distance to the mean object position in successful outcomes,
shown as a white star, thus guiding the robot to raise the ball to the desired location even if it has
never reached this before. In contrast, the maximum likelihood classifier has a sharp, poorly-shaped
decision boundary.

2=0.18 z=0.19

2=0.20 (GOAL)

MURAL
rewards d'
2=0.18 z=0.19 z=0.20 (GOAL)
classmer
rewards

Figure 3.6: Visualization of reward shapmg for 3D Pick-and-Place at various z values. (helghts) MURAL learns rewards
that provide a smooth slope toward the successful outcomes, while the MLE classifier learns a sharp and poorly shaped
decision boundary.

MURAL and exploration. Next, to illustrate the connection between MURAL and exploration,
we compare the states visited by MURAL and by VICE [97] in Figure We see that MURAL
naturally incentivizes the agent to visit novel states, allowing it to navigate around local minima.
In contrast, VICE learns a misleading reward function that prioritizes closeness to the success
outcomes in xy space, causing the agent to get stuck.

Interestingly, despite incentivizing exploration, MURAL does not simply visit all possible
states; at convergence, it has only covered around 70% of the state space. In fact, in Figure
MURAL prioritizes states that bring it closer to the success outcomes and ignores ones that don’t,
making use of the positive examples provided to it. This suggests that MURAL benefits from both
novelty-seeking behavior and effective reward shaping.
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Figure 3.7: Plots of visitations and state coverage over time for MURAL vs. VICE. MURAL explores a significantly
larger portion of the state space and is able to avoid local optima.

3.7 Discussion

In this work, we consider a subclass of RL problems where examples of successful outcomes specify
the task. We analyze how solutions via standard success classifiers suffer from shortcomings, and
training classifiers via CNML allows for better exploration to solve challenging problems. To make
learning tractable, we propose a novel meta-learning approach to amortize the CNML process.
While this work has shown the effectiveness of Bayesian classifiers for reward inference for tasks in
simulation, it would be interesting to scale this solution to real world problems.

We will place this work into the broader context and discuss connections to other work post
publication in Chapter 7.
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Chapter 4

Supervision from Language Corrections

In the previous two chapters, we studied how we can infer supervision signal from raw human videos
as well as examples of successful outcomes. As we move to more scalable learning techniques, it is
prudent to wonder whether we can actually use very natural forms of supervision such as natural
language feedback in order to actually guide the learning of behaviors in reinforcement learning.
This chapter aims to study this question in detail.

4.1 Why Should We Use Language Feedback to Supervise RL
algorithms?

Behavioral skills or policies for autonomous agents are typically specified in terms of reward
functions (in the case of reinforcement learning) or demonstrations (in the case of imitation learn-
ing). However, both reward functions and demonstrations have downsides as mechanisms for
communicating goals. Reward functions must be engineered manually, which can be challenging
in real-world environments, especially when the learned policies operate directly on raw sensory
perception. Sometimes, simply defining the goal of the task requires engineering the very perception
system that end-to-end deep learning is supposed to acquire. Demonstrations sidestep this challenge,
but require a human demonstrator to actually be able to perform the task, which can be cumbersome
or even impossible. When humans must communicate goals to each other, we often use language.
Considerable research has also focused on building autonomous agents that can follow instructions
provided via language ([[143]], [144]). However, a single instruction may be insufficient to fully
communicate the full intent of a desired behavior. For example, if we would like a robot to position
an object on a table in a particular place, we might find it easier to guide it by telling it which way
to move, rather than verbally defining a coordinate in space. Furthermore, an autonomous agent
might be unable to deduce how to perform a task from a single instruction, even if it is very precise.
In both cases, interactive and iterative corrections can help resolve confusion and ambiguity, and
indeed humans often employ corrections when communicating task goals to each other.

In this paper, our goal is to enable an autonomous agent to accept instructions and then iteratively
adjust its policy by incorporating interactive corrections (illustrated in Figure [I3.1]). This type
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of in-the-loop supervision can guide the learner out of local optima, provide fine-grained task
definition, and is natural for humans to provide to the agent. As we discuss in Section4.2] iterative
language corrections can be substantially more informative than simpler forms of supervision, such
as preferences, while being substantially easier and more natural to provide than reward functions
or demonstrations.

In order to effectively use language corrections, the agent must be able to ground these correc-
tions to concrete behavioral patterns. We propose an end-to-end algorithm for grounding iterative
language corrections by using a multi-task setup to meta-train a model that can ingest its own
past behavior and a correction, and then correct its behavior to produce better actions. During a
meta-training phase, this model is iteratively retrained on its own behavior (and the corresponding
correction) on a wide distribution of known tasks. The model learns to correct the types of mistakes
that it actually tends to make in the world, by interpreting the language input. At meta-test time, this
model can then generalize to new tasks, and learn those tasks quickly through iterative language
corrections.

The main contributions of our work are the formulation of guided policies with language (GPL)
via meta-learning, as well as a practical GPL meta-learning algorithm and model. We train on
English sentences sampled from a hand-designed grammar as a first step towards real human-
in-the-loop supervision. We evaluate our approach on two simulated tasks - multi-room object
manipulation and robotic object relocation. The first domain involves navigating a complex world
with partial observation, seeking out objects and delivering them to user-specified locations. The
second domain involves controlling a robotic gripper in a continuous state and action space to
move objects to precise locations in relation to other objects. This requires the policy to ground the
corrections in terms of objects and places, and to control and correct complex behavior.

4.2 Relationship to Prior Work

Tasks for autonomous agents are most commonly specified by means of reward functions [27] or
demonstrations [65]]. Prior work has studied a wide range of different techniques for both imitation
learning [69]], [71] and reward specification, including methods that combine the two to extract
reward functions and goals from user examples [97]], [145] and demonstrations [[100], [[146]. Other
works have proposed modalities such as preferences [147]] or numerical scores [[148]]. Natural
language presents a particularly appealing modality for task specification, since it enables humans
to communicate task goals quickly and easily. Unlike demonstrations, language commands do
not require being able to perform the task. Unlike reward functions, language commands do not
require any manual engineering. Finally, in comparison to low-bandwidth supervision modalities,
such as examples of successful outcomes or preferences, language commands can communicate
substantially more information, both about the goals of the task and how it should be performed.
A considerable body of work has sought to ground natural language commands in meaningful
behaviors. These works typically use a large supervised corpus in order to learn policies that are
conditioned on natural language commands [143]], [[144], [149]-[157]]. Other works consider using
a known reward function in order to learn how to ground language into expert behaviors [[154]],
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Figure 4.1: An example where corrections disambiguate an instruction. The agent is unable to fully deduce the user’s
intent from the instruction alone and iterative language corrections guide the agent to the correct position. Our method
is concerned with meta-learning policies that can ground language corrections in their environment and use them to
improve through iterative feedback.

[158]. Most of these works consider the case of instruction following. However, tasks can often be
quite difficult to specify with a single language description, and may require interactive guidance in
order to be achieved. We focus on this setting in our work, where the agent improves its behavior
via iterative language corrections.

While the focus in our work is on incorporating language corrections, several prior works have
also studied reinforcement learning and related problems with in-the-loop feedback of other forms
[148], [159]-[164]. In contrast, we study how to incorporate language corrections, which are more
natural for humans to specify and can carry more information about the task. However, language
corrections also present the challenge that the agent must learn how to ground them in behavior. To
this end, we introduce an end-to-end algorithm that directly associates language with changes in
behavior without intermediate supervision about object identities or word definitions.

Our approach to learning to learn from language corrections is based on meta-reinforcement
learning. In meta-reinforcement learning, a meta-training procedure is used to learn a procedure
(represented by initial network weights or a model that directly ingests past experience) [1635]]
that can adapt to new tasks at meta-test time. However, while prior work has proposed meta-
reinforcement learning for model-free RL [140], [163], [166], [167], model-based RL [168], a wide
range of supervised tasks [[169]-[172]], as well as goal specification [173]], [[174], to our knowledge
no prior work has proposed meta-training of policies that can acquire new tasks from iterative
language corrections.
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4.3 Problem Formulation

In this work, the agent’s goal is specified by a language instruction L. This instruction describes what
the general objective of the task is, but may be insufficient to fully communicate the intent of a de-
sired behavior. The agent can attempt the task multiple times, and after each attempt, the agent is pro-
vided with a language correction. Each attempt results in a trajectory 7 = (So, Gg, S1, a1, ..., ST, AT )5
the result of the agent executing its policy my(al|s, L) in the environment. After each attempt, the user
generates a correction according to some unknown stochastic function of the trajectory ¢ ~ F (7).
Here, cis a language phrase that indicates how to improve the current trajectory 7 to bring it closer
to accomplishing the goal. This process is repeated for multiple trials, and we will use 7; to denote
the trajectory on the ™ trial, and c; to denote the corresponding correction. An effective model
should be able to incorporate these corrections to come closer to achieving the goal. This process is
illustrated in Figure[13.1]

In the next section, we will describe a model that can incorporate iterative corrections, and then
describe a meta-training procedure that can train this model to incorporate corrections effectively.

4.4 The Language-Guided Policy Learning Model

As described in Section §.3] our model for guiding policies with language (GPL) must take in an
initial language instruction, and then iteratively incorporate corrections after each attempt at the
task. This requires the model to ground the contents of the correction in the environment, and also
interpret it in the context of its own previous trajectory so as to decide which actions to attempt
next. To that end, we propose a deep neural network model, shown in Figure[5.1] that can accept the
instruction, correction, previous trajectory, and state as input. The model consists of three modules:
an instruction following module, a correction module, and a policy module.

The instruction following module interprets the initial language instruction. The instructions are
provided as a sequence of words which is converted into a sequence of word-embeddings. A 1D
CNN processes this sequence to generate an instruction embedding vector z;,,, which is fed into the
policy module.

The correction module interprets the previous language corrections ¢,, = (co, . .., ¢,) in the
context of the previous trajectories 7, = (7o. ..., 7, ). Each previous trajectory is processed by a
1D CNN to generate a trajectory embedding. The correction ¢;, similar to the language description,
is converted into a sequence of word-embeddings which is then fed through a 1D CNN. The
correction and trajectory embeddings are then concatenated and transformed by a MLP to form
a single tensor. These tensors are then averaged to compute the full correction history tensor
Zem = 7 21—y MLP(1dCNN(7;), 1dCNN(¢;)).

The policy module has to integrate the high level description embedded into z;,,, the actionable
changes from the correction module z.,,, and the environment state s, to generate the right action.
This module inputs z.,, z;,» and s and generates an action distribution p(a|s) that determine how
the agent should act. Specific architecture details are described in the appendix.
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Figure 4.2: The architecture of our model. The instruction module embeds the initial instruction L, while the correction
modules embed the trajectory 7; and correction ¢; from each previous trial. The features from these corrections are
pooled and provided to the policy, together with the current state s and the embedded initial instruction.

Note that, by iteratively incorporating language corrections, such a model in effect implements
a learning algorithm, analogously to meta-reinforcement learning recurrent models proposed in
prior work that read in previous trajectories and rewards [[163]], [166]. However, in contrast to
these methods, our model has to use the language correction to improve, essentially implementing
an interactive, user-guided reinforcement learning algorithm. As we will demonstrate in our
experiments, iterative corrections cause this model to progressively improve its performance on the
task very quickly. In the next section, we will describe a meta-learning algorithm that can train this
model such that it is able to adapt to iterative corrections effectively at meta-test time.

4.5 Meta-Training the GPL Model to Learn From Corrections

In order for the GPL model to be able to learn behaviors from corrections, it must be meta-trained
to understand both instructions and corrections properly, put them in the context of its own previous
trajectories, and associate them with objects and events in the world. For clarity of terminology, we
will use the term “meta-training” to denote the process of training the model, and “meta-testing” to
denote its use for solving a new task with language corrections.

During meta-training, we assume access to samples from a distribution of meta-training tasks
T ~ p(T). The tasks that the model will be asked to learn at meta-test time are distinct from the
meta-training tasks, though we assume them to be drawn from the same distribution, which is
analogous to the standard distribution assumption in supervised learning. The tasks have the same
state space S and action space A, but each task has a distinct goal, and each task T" can be described
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Figure 4.3: Left: Overall training procedure. We collect data for each task [1,2, ..., N] using DAgger, storing it in the
data buffer. This is used to train a GPL policy with supervised learning. The trained policy is then used to collect data
for individual tasks again, repeating the process until convergence. Right: Individual data collection procedure for a
single task. The GPL policy is initially executed to obtain a trajectory ;. This trajectory is corrected by an expert 7* to
generate data to be added to the buffer. The trajectory is then used to generate a correction, which is fed back into ,
along with 7 to generate a new trajectory 7». This repeats until a maximum number of corrections is given, adding data
to the buffer at each step.

by a different language instruction L. In general, more than one instruction could describe a single
task, and the instructions might contain ambiguity.

Each of the tasks during meta-training has a ground truth objective provided by a reward
function. We can use the reward function with any existing reinforcement learning algorithm to
train a near-optimal policy. Therefore, we derive the algorithm for the case where we have access
to a near-optimal policy 75.(a|s) for each task 7". In our experiments, 77 (a|s) is obtained via
reinforcement learning from ground truth rewards. For each meta-training task, we also assume that
we can sample from the corresponding correction function F7(c|7), which generates a correction ¢
for the trajectory 7 in the context of task 7'. In practice, these corrections might be provided by a
human annotator, though we use a computational proxy in our experiments. The key point is that we
can use rewards to transform a collection of task-specific policies learned offline into a fast online
learner during test time.

By using 7}.(als), L, and Fp(7), we can train our model for each task by using a variant of the
DAgger algorithm [175], which was originally proposed for single-task imitation learning, where a
learner policy is trained to mimic a near-optimal expert. We extend this approach to the setting of
meta-learning, where we use it to meta-train the GPL model. Starting from an initialization where
the previous trajectory 7y and correction ¢, are set to be empty sequences, we repeat the following
process: first, we run the policy corresponding to the current learned model 7 (als, Lt, T, o) to
generate a new trajectory 7; for the task 7'. Every state along 7y is then labeled with near-optimal
actions by using 75(als) to produce a set of training tuples (L, 7o, ¢o, s,a*). These tuples are
appended to the training set D. Then, a correction ¢; is sampled from Fr(c|m; ), and a new trajectory
is sampled from 7(a|s, L1, 71, ¢1). This trajectory is again labeled by the expert and appended to
the dataset. In the same way, we iteratively populate the training set D with the states, corrections,
and prior trajectories observed by the model, all labeled with near-optimal actions. This process is
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repeated for a fixed number of corrections or until the task is solved, for each of the meta-training
tasks. The model is then trained to maximum the likelihood of the samples in the dataset D. Then,
following the DAgger algorithm, the updated policy is used to again collect data for each of the
tasks, which is appended to the dataset and used to train the policy again, until the process converges
or a fixed number of iterations. This algorithm is summarized in Algorithm [3|and Figure [4.3]

4.6 Learning New Tasks with The GPL Model

Using a GPL model meta-trained as described in the previous section, we can solve new “meta-
testing” tasks Ti.s; ~ p(7T') drawn from the same distribution of tasks with interactive language
corrections. An initial instruction Ly is first provided by the user, and the procedure for adapting
with corrections follows the illustration in Figure[I3.1] The learned policy is initially rolled out in
the environment conditioned on L, and with the previous trajectory 7, and correction ¢y initialized
to the empty sequence. Once this policy generates a trajectory 71, we can use the correction function
JFr to generate a correction ¢; = Fr (7). The trajectory 71, along with the correction ¢; gives us a
new improved policy which is conditioned on Ly, 71, and c;. This policy can be executed in the
environment to generate a new trajectory 7o, and the process repeats until convergence, thereby
learning the new task. We provide the policy with the previous corrections as well but omit in the
notation for clarity. This procedure is summarized in Algorithm 4]

This procedure is similar to meta-reinforcement learning [140]], [[166]], but uses grounded natural
language corrections in order to guide learning of new tasks with feedback provided in the loop. The
advantage of such a procedure is that we can iteratively refine behaviors quickly for tasks that are
hard to describe with high level descriptions. Additionally, providing language feedback iteratively
in the loop may reduce the overall amount of supervision needed to learn new tasks. Using easily
available natural language corrections in the loop can change behaviors much more quickly than
scalar reward functions.

4.7 Experiments

Our experiments analyze GPL in a partially observed object manipulation environment and a block
pushing environment. The first goal of our evaluation is to understand where GPL can benefit from
iterative corrections — that is, does the policy’s ability to succeed at the task improve as each new
correction provided. We then evaluate our method comparatively, in order to understand whether
iterative corrections provide an improvement over standard instruction-following methods, and also
compare GPL to an oracle model that receives a much more detailed instruction, but without the
iterative structure of interactive corrections. We perform further experiments including ablations to
evaluate the importance of each module and additional experiments with more varied corrections.
We also compare our method to state of the art instruction following methods, other baselines
which use intermediate rewards instead of corrections, and pretraining with language. Our code and



CHAPTER 4. SUPERVISION FROM LANGUAGE CORRECTIONS 45

Algorithm 3: GPL meta- Algorithm 4: Meta-testing:
training algorithm. learning new tasks with the
1: Initialize data buffer D; GPL model.
2: for iteration j do 1: Given new task 7;, with
3 for task T do instruction Lp;
4: Initialize 7o = 0 and ¢y = 0 ; 2: Initialize 7o = O and ¢y = 0 ;
5 for corriter i € {0, ..., Cyas } 3: for corriter i € {0, ..., Cpaz ; dO

do 4. Execute 7(a|s, Ly, Ti,¢;) on T'
to collect 7,41 ;

5: Obtain Cit1 ~ ]:T<7-z'+1) )

6: end for

6: Execute 7(a|s, Lr, T, ¢;)
on 7' to collect 7;1;
Obtain Ciy1 ™ fT(Ti+1) )
Label a* ~ 7.(als),

Vs €T

9: Add all (Lp, 7, ¢, 8,a*) to
D;

10: end for

11:  end for

12:  Train m on D.

13: end for

supplementary material will be available at https://sites.google.com/view/1lgpl/
home

Experimental Setup

We describe the two experimental domains that we evaluate this method on. The first task is
underspecified while the second task is ambiguous so each task lends itself to the use of corrections.

Multi-room Object Manipulation

Our first environment is discrete and represents the floor-plan of a building with six rooms (Fig-
ure [4.4), based on [[176]. The task is to pickup a particular object from one room and bring it to
a goal location in another room. Each room has a uniquely colored door that must be opened to
enter the room, and rooms contain objects with different colors and shapes. Actions are discrete and
allow for cardinal movement and picking up and dropping objects. The environment is partially
observed: the policy only observes the contents of an ego-centric 7x7 region centered on the present
location of the agent, and does not see through walls or closed doors. The contents of a room can
only be observed by first opening its door.

This environment allows for the natural language instruction which specifies the task to be
underspecified. The instruction is given as "Move <goal object color> <goal object shape> to <goal
square color> square". Since the agent cannot see into closed rooms, it does not initially know the
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locations of the goal object or goal square. It must either explore or rely on external corrections
which guide the agent to the appropriate rooms.
Environments are generated by sampling a goal object color,

goal object shape, and goal square color which are placed at random
Goal

locations in different random rooms. There are 6 possible colors Object

and 3 possible object shapes. Decoy objects and goals are placed : Decoy/(‘)/bj‘ect

randomly among the six rooms. The only shared aspect between vWsauare

tasks are the color of the doors so the agent must learn to generalize ]

across a variety of different objects across different locations. Opseryed | ~Decoy
To generate the corrections, we describe a task as a list of sub-

goals that the agent must complete. For example, the instruction v

in Figure #.4]is "Move green triangle to green square", and the

" n

subgoals are "enter the blue room", "pick up the green triangle",
"exit the blue room", "enter the purple room", and "go to the green Figure 4.4: The multi-room object
goal". The correction for a given trajectory is then the first subgoal Mmanipulation environment with la-
that the agent failed to complete. The multistep nature of this task beled components.
also makes it challenging, as the agent must remember to solve previously completed subgoals
while incorporating the corrections to solve the next subgoal.

The training and test tasks are generated such that for any test task, its list of all five subgoals
does not exist in the training set. There are 3240 possible lists of all five subgoals. We train on 1700

of these environments and reserve a separate set for testing.

Robotic Object Relocation

The second environment is a robotic object relocation task built in
Mujoco [91] shown in Figure 4.5] The task is to apply force on a [ o
gripper to push one of three blocks to a target location. Five immov- §
able blocks scattered in the environment act as obstacles. States are B
continuous and include the agent and block positions. Actions are
discrete and apply directional forces on the gripper. & ) 2a
The instruction is given as "Move <goal block color> close to c -
<obstacle block color>," where the closest or 2™ closest obstacle @ =
block to the target location is randomly chosen. This instruction is  gigyre 4.5: The robotic object re-
ambiguous, as it does not describe the precise location of the target. location environment. The agent
Corrections will help guide the agent to the right location relative to must push the red block right of
the obstacles and previous actions of the agent. Environments are the magenta block.
generated by sampling one of the three movable blocks to push and sampling a random target
location. We generate 1000 of these environments and train on 750 of them. There are three types
of corrections, and feedback is provided by stochastically choosing between these types. The
correction types are directional ("Move a little left", "Move a lot down right"), relational ("Move
left of the white block", "Move closer to the pink block"), or indicate the correct block to push
("Touch the red block").
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This environment was chosen because of its continuous state space and configuration of objects
which allows for spatial relations between objects. It is more natural and convenient for a user to
specify a goal with language, e.g., "close to the pink block," than using exact spatial coordinates.
Furthermore, because the corrections can be relative to other blocks, the policy must learn to
contextualize the correction in relation to other objects and its own previous behavior.

Comparisons

We compare our method to two types of alternative methods - 1) alternative methods for instruction
following 2) methods using rewards for finetuning on new tasks.

We first compare our method to a standard instruction following method using our architecture,
a method that receives full information, and to an instruction following architecture from [|155]]
which we call MIVOA. We test MIVOA with both the instruction and full information. All methods
are trained with DAgger. The instruction following methods only receive the instruction, which
is ambiguous and does not contain the precise locations of objects or target positions. The full
information methods receive the exact information the agent needs but for which a human may not
always want to provide or have access to. For the multi-room environment the full information
method receives all the subgoals that are needed to solve the task, but does not receive them
interactively. The full information method for the robotic object relocation task receives which
block to move and the exact coordinates of the goal and so is an oracle. We measure the performance
of an agent on the task by computing the completion rate: the fraction of subgoals (max 5) that the
agent has successfully completed. The completion rate for the robotic domain is 1 — %.
We expect our model to perform better than the instruction following baseline as it can receive the
missing information through the corrections and we expect it to come close to performing as well
as the full information method. The results for this comparison is shown in Table 4.1}

In the second set of comparisons, we compare the sample complexity of learning new tasks with
GPL against other baselines which utilize the reward function for learning new tasks (Figure {.06)).
We compare against a reinforcement learning (RL) baseline that trains a separate policy per task
using the reward. In addition, we run a baseline that does pretraining with DAgger on the training
tasks and then finetunes on the test tasks with RL, thereby following a similar procedure as [[156].
In both domains, the pretrained policy receives the instruction. For RL and finetuning we use the
same algorithm [18] and reward function used to train the expert policies. Additionally, in order
to evaluate if the language corrections provide more information than just a scalar correction we
also run a version of our method called GPR (Guiding Policies with Reward) which replaces the
language correction with the reward. The correction for a trajectory is the sum of rewards of that
trajectory. The performance of all of these methods is shown in Figure §.6]

Learning New Tasks Quickly with Language Corrections

As described above, we consider two domains - multi-room object manipulation and a robotic object
relocation task. In the object relocation domain, the test tasks here consist of new configurations of
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objects and goals. For the robotic domain, the test tasks consist of pushing to new target locations.
Details on the meta-training complexity of our method are in appendix [18.2]

In the first set of comparisons mentioned in Section we measure the completion rate of
our method for various numbers of corrections on the test tasks. The instruction baseline does
not have enough information and is unable to effectively solve the task. As expected, we see
increasing completion rates as the number of corrections increases and the agent incrementally
gets further in the task. For the multi-room domain our method matches the full information
baseline with 3 corrections and outperforms it with 4 or more corrections. Since the full information
baseline receives all 5 subgoals, this means our method performs better with less information. The
interactive nature of our method allows it to receive only the information it needs to solve the task.
Furthermore, our model must learn to map corrections to changes in behavior which may be more
modular, disentangled, and easier to generalize compared to mapping a long list of instructions to a
single policy that can solve the task. For the robotic domain, our model exceeds the performance
of the instruction baseline with just 1 correction. With more corrections it comes close to the full
information method which receives the exact goal coordinates.

In the second set of comparisons mentioned in Section 4.7, we compare against a number of
baselines that use the task reward (Fig[4.6). We see that our method can achieve high completion
rate with very few test trajectories. While GPL only receives up to five trajectories on the test
task, the RL baseline takes more than 1000 trajectories to reach similar levels of performance.
The RL baseline is able to achieve better final performance but takes orders of magnitude more
training examples and has access to the test task reward. The pretraining baseline has better sample
complexity than the RL baseline but still needs more than 1000 test trajectories. The reward guided
version of our method, GPR, performs poorly on the multi-room domain but obtains reasonable
performance for the robotic domain. This may indicate that language corrections in the multi-room
domain provide much more information than just scalar rewards. However, using scalar rewards or
binary preferences may be an alternative to language corrections for continuous state space domains
such as ours.

Env ‘ Instruction Full Info MIVOA (Instr.) MIVOA (Full Info) ‘ Coy cy Co C3 Cy Cs
Multi-room 0.075 0.73 0.067 0.63 0.066 046 0.65 0.73 0.77 0.82
Obj Relocation 0.64 0.96 0.65 - 0.65 080 0.84 0.85 0.88 0.90

Table 4.1: Mean completion rates on test tasks for baseline methods and ours across 5 random seeds. c; denotes that
the agent has received ¢ corrections. GPL is able to quickly incorporate corrections to improve agent behavior over
instruction following with fewer corrections than full information on the multi-room domain. MIVOA is an architecture
from [[155]).

Analyzing the Behavior of GPL

To understand GPL better, we perform a number of different analyses - model ablations, extrapola-
tion to more corrections, more varied corrections and generalization to out of distribution tasks.
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Multi-Room Object Manipulation

Pretraining with RL Finetuning

Completion Rate
Completion Rate

0 500 1000 1500 2000 2500 3000 0 500

Robotic Object Relocation

— GPL
—— GPR
—— Pretraining with RL Finetuning

1000 1500 2000 2500 3000

Meta-test complexity (trajectories per task) Meta-test complexity (trajectories per task)

Figure 4.6: Sample complexity on test tasks. The mean completion rate is plotted against the number of trajectories

using during training per task. Our method (GPL) is shown in green.

Ablations Co (] Co C3 Cy Cs

Base 0.066 046 0.65 0.73 0.77 0.82
No instruction 0.059 045 0.62 0.72 0.78 0.79
No trajectory 0.077 044 0.62 0.70 0.76 0.77
Only immediate correction | 0.067 0.49 044 0.58 0.59 0.63

Table 4.2: Ablation Experiments analyzing the importance of various components of the model on the multi-room env.
We see that removing previous corrections (only ¢;) performs the worst, while removing instruction L is less impactful.

We perform ablations on the multi-room domain to analyze the importance of each component
of our model in Figure @ For the three ablations, we remove the instruction L, remove the
previous trajectory 7;, and provide only the immediate previous correction ¢; instead of all previous
corrections. We find that removing the instruction hurts the performance the least. This makes sense
because the model can receive the information contained in the instruction through the corrections.
Removing the previous corrections hurts the performance the most. Qualitatively, the agent that does
not have access to the previous tends to forget what it had done previously and erases the progress it
made. This explains the dip in performance from c; to ¢, for the only immediate correction.

We also investigate if performance continues to increase
if we provide more corrections at meta-testing time than seen
during training. In Table d.3] we provide up to 10 corrections
during test time while only up to 5 corrections are seen during
training. We see that completion rate increases from 0.82 to 0.86
for the multi-room domain and from 0.90 to 0.95 for the object
relocation domain. These are small gains in performance and we
expect to see diminishing returns as the number of corrections
increases even further.

In Table 4.4] we investigate what happens if we give an agent

Env Cs Cr Cio

Multi-room 0.82 0.83 0.86
Obj Relocation | 0.90 0.91 0.95

Table 4.3: Mean completion rates on
test tasks for 5, 7, 10 corrections. Only
up to 5 corrections are seen during train-
ing.

more varied corrections in the multi-room environment. We add two new correction types. The first
is directional and specifies which of the eight cardinal direction the next goal is in, e.g. "goal room
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is southwest." The second type is binary and consists of simple "yes/no" type information such as
"you are in the wrong room".

Type Cq Co C3 Cy Cs

Directional | 0.242 0.343 043 051 0.56
Binary 0.073 0.078 0.08 0.089 0.09
All 0.236 0.363 0.44 0.538 0.606

Table 4.4: Experiments investigating different correction types and effect on performance (mean completion). The
experiments agree with intuition that binary carries little information and results in a small increase of the completion
rate. Directional corrections which gives an intermediate amount of information result in a fair increase in performance,
but less than fully specified correction.

We also experiment with if our method can generalize to unseen objects in the multi-room
domain. We holdout specific objects during training and test on these unseen objects. For example,
the agent will not see green triangles but will see other green objects and non-green triangles during
training and must generalize to the unseen combination at test time. In Table we see that our
method achieves a lower completion rate compared to when specific objects are not held out but is
still able to achieve a high completion rate and outperforms the baselines.

Env | FullInfo  MIVOA (Fulllnfo) | ¢, ¢ e ¢ ¢ ¢
Multi-room | 0.57 0.62 10073 044 058 0.65 073 0.75

Table 4.5: Experiments on holding out specific objects during training to see if our method can generalize to unseen
objects at test time.

Discussion and Future Work

We presented meta-learning for guided policies with language (GPL), a framework for interactive
learning of tasks with in-the-loop language corrections. In GPL , the policy attempts successive
trials in the environment, and receives language corrections that suggest how to improve the next
trial over the previous one. The GPL model is trained via meta-learning, using a dataset of other
tasks to learn how to ground language corrections in terms of behaviors and objects. While our
method currently uses fake language, future work could incorporate real language at training time.
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Chapter 5

Learning Skills Without Reward
Supervision

In this chapter, we discuss how we can actually move from supervising RL systems using things like
raw video or natural language to actually learning skills without any task directed reward functions.
In this chapter, we discuss a technique for unsupervised skill discovery which is able to propose and
learn a set of tasks without any human provided reward functions, and we then discuss how this
framework can be incorporated into a broader framework for pre-training reinforcement learning
agents with unsupervised reinforcement learning using ideas from meta-reinforcement learning in
the following chapter. In this chapter, we start by describing a procedure for unsupervised skill
discovery.

5.1 Why Is Unsupervised Skill Discovery Important?

Deep reinforcement learning (RL) has been demonstrated to effectively learn a wide range of reward-
driven skills, including playing games [11], [[177], controlling robots [35], [178]], and navigating
complex environments [39]], [179]. However, intelligent creatures can explore their environments
and learn useful skills even without supervision, so that when they are later faced with specific
goals, they can use those skills to satisfy the new goals quickly and efficiently.

Learning skills without reward has several practical applications. Environments with sparse
rewards effectively have no reward until the agent randomly reaches a goal state. Learning useful
skills without supervision may help address challenges in exploration in these environments. For
long horizon tasks, skills discovered without reward can serve as primitives for hierarchical RL,
effectively shortening the episode length. In many practical settings, interacting with the environ-
ment is essentially free, but evaluating the reward requires human feedback [|147]]. Unsupervised
learning of skills may reduce the amount of supervision necessary to learn a task. While we
can take the human out of the loop by designing a reward function, it is challenging to design a
reward function that elicits the desired behaviors from the agent [180]. Finally, when given an
unfamiliar environment, it is challenging to determine what tasks an agent should be able to learn.
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Unsupervised skill discovery partially answers this question[]

Autonomous acquisition of useful skills without any reward signal is an exceedingly challenging
problem. A skill is a latent-conditioned policy that alters the state of the environment in a consistent
way. We consider the setting where the reward function is unknown, so we want to learn a set of
skills by maximizing the utility of this set. Making progress on this problem requires specifying a
learning objective that ensures that each skill individually is distinct and that the skills collectively
explore large parts of the state space. In this paper, we show how a simple objective based on mutual
information can enable RL agents to autonomously discover such skills. These skills are useful for
a number of applications, including hierarchical reinforcement learning and imitation learning.

We propose a method for learning diverse skills with deep RL in the absence of any rewards.
We hypothesize that in order to acquire skills that are useful, we must train the skills so that they
maximize coverage over the set of possible behaviors. While one skill might perform a useless
behavior like random dithering, other skills should perform behaviors that are distinguishable from
random dithering, and therefore more useful. A key idea in our work is to use discriminability
between skills as an objective. Further, skills that are distinguishable are not necessarily maximally
diverse — a slight difference in states makes two skills distinguishable, but not necessarily diverse
in a semantically meaningful way. To combat this problem, we want to learn skills that not only
are distinguishable, but also are as diverse as possible. By learning distinguishable skills that are
as random as possible, we can “push” the skills away from each other, making each skill robust
to perturbations and effectively exploring the environment. By maximizing this objective, we can
learn skills that run forward, do backflips, skip backwards, and perform face flops (see Figure[5.3).

Our paper makes five contributions. First, we propose a method for learning useful skills
without any rewards. We formalize our discriminability goal as maximizing an information theoretic
objective with a maximum entropy policy. Second, we show that this simple exploration objective
results in the unsupervised emergence of diverse skills, such as running and jumping, on several
simulated robotic tasks. In a number of RL benchmark environments, our method is able to solve
the benchmark task despite never receiving the true task reward. In these environments, some of
the learned skills correspond to solving the task, and each skill that solves the task does so in a
distinct manner. Third, we propose a simple method for using learned skills for hierarchical RL
and find this methods solves challenging tasks. Four, we demonstrate how skills discovered can
be quickly adapted to solve a new task. Finally, we show how skills discovered can be used for
imitation learning.

5.2 Related Work

Previous work on hierarchical RL has learned skills to maximize a single, known, reward function
by jointly learning a set of skills and a meta-controller (e.g., [181]-[[186]). One problem with joint
training (also noted by [[187]]) is that the meta-policy does not select “bad” options, so these options
do not receive any reward signal to improve. Our work prevents this degeneracy by using a random
meta-policy during unsupervised skill-learning, such that neither the skills nor the meta-policy are

ISee videos here: https://sites.google.com/view/diayn/
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aiming to solve any single task. A second importance difference is that our approach learns skills
with no reward. Eschewing a reward function not only avoids the difficult problem of reward design,
but also allows our method to learn task-agnostic.

Related work has also examined connections between RL and information theory [71], [[188]—
[190] and developed maximum entropy algorithms with these ideas [23], [190]. Recent work
has also applied tools from information theory to skill discovery. [191] and [[192] use the mutual
information between states and actions as a notion of empowerment for an intrinsically motivated
agent. Our method maximizes the mutual information between states and skills, which can be
interpreted as maximizing the empowerment of a hierarchical agent whose action space is the set of
skills. [[193]], [186], and [194] showed that a discriminability objective is equivalent to maximizing
the mutual information between the latent skill z and some aspect of the corresponding trajectory.
[193] considered the setting with many tasks and reward functions and [186] considered the setting
with a single task reward. Three important distinctions allow us to apply our method to tasks
significantly more complex than the gridworlds in [194]. First, we use maximum entropy policies
to force our skills to be diverse. Our theoretical analysis shows that including entropy maximization
in the RL objective results in the mixture of skills being maximum entropy in aggregate. Second,
we fix the prior distribution over skills, rather than learning it. Doing so prevents our method from
collapsing to sampling only a handful of skills. Third, while the discriminator in [194] only looks at
the final state, our discriminator looks at every state, which provides additional reward signal. These
three crucial differences help explain how our method learns useful skills in complex environments.

Prior work in neuroevolution and evolutionary algorithms has studied how complex behaviors
can be learned by directly maximizing diversity [[195]-[201]]. While this prior work uses diversity
maximization to obtain better solutions, we aim to acquire complex skills with minimal supervision
to improve efficiency (i.e., reduce the number of objective function queries) and as a stepping stone
for imitation learning and hierarchical RL. We focus on deriving a general, information-theoretic
objective that does not require manual design of distance metrics and can be applied to any RL task
without additional engineering.

Previous work has studied intrinsic motivation in humans and learned agents. [106], [109],
[202]]-[206]. While these previous works use an intrinsic motivation objective to learn a single
policy, we propose an objective for learning many, diverse policies. Concurrent work [207] draws
ties between learning discriminable skills and variational autoencoders. We show that our method
scales to more complex tasks, likely because of algorithmic design choices, such as our use of an
off-policy RL algorithm and conditioning the discriminator on individual states.

5.3 Diversity is All You Need

We consider an unsupervised RL paradigm in this work, where the agent is allowed an unsupervised
“exploration” stage followed by a supervised stage. In our work, the aim of the unsupervised stage
is to learn skills that eventually will make it easier to maximize the task reward in the supervised
stage. Conveniently, because skills are learned without a priori knowledge of the task, the learned
skills can be used for many different tasks.
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Algorithm 5: DIAYN

while not converged do

Sample skill z ~ p(z) and initial state
p D
U R— so ~ po(s)
' SKILL e for t < 1 to steps_per_episode do
Sample one skl per /1 at ~ mp(at | st, 2) Sample action a; ~ mg(ay | s¢, z) from
skill distribution. /2 ;at St+1 skill.
ENVIRONMENT Step environment:
St+1 ~ P(St+1 | St, a) P
1ol St+1 ~ P(sit1 | st at).
Discriminator estimates skl "\ DISGRIMINATOR |~ d6(% | 5t) Compute 46 (2 | S¢41) with discriminator.
from state. Update discriminator 2 | Spuq) | Opdete skil tomaximize Set skill reward
to maximize discriminability. | C]¢ t+1 J discriminability. 1 ( ‘ ) | ( )
__________ Tt = 108 gpl 2 | St+1) — 10gP(2
Update policy (0) to maximize r; with
SAC.
Update discriminator (¢) with SGD.

Figure 5.1: DIAYN Algorithm: We update the discriminator to better predict the skill, and update the skill to visit
diverse states that make it more discriminable.

How it Works

Our method for unsupervised skill discovery, DIAYN (“Diversity is All You Need”), builds off of
three ideas. First, for skills to be useful, we want the skill to dictate the states that the agent visits.
Different skills should visit different states, and hence be distinguishable. Second, we want to use
states, not actions, to distinguish skills, because actions that do not affect the environment are not
visible to an outside observer. For example, an outside observer cannot tell how much force a robotic
arm applies when grasping a cup if the cup does not move. Finally, we encourage exploration and
incentivize the skills to be as diverse as possible by learning skills that act as randomly as possible.
Skills with high entropy that remain discriminable must explore a part of the state space far away
from other skills, lest the randomness in its actions lead it to states where it cannot be distinguished.

We construct our objective using notation from information theory: S and A are random
variables for states and actions, respectively; Z ~ p(z) is a latent variable, on which we condition
our policy; we refer to a the policy conditioned on a fixed Z as a “skill”; I(+;-) and H[-] refer
to mutual information and Shannon entropy, both computed with base e. In our objective, we
maximize the mutual information between skills and states, I(S; Z), to encode the idea that the skill
should control which states the agent visits. Conveniently, this mutual information dictates that we
can infer the skill from the states visited. To ensure that states, not actions, are used to distinguish
skills, we minimize the mutual information between skills and actions given the state, [(A; Z | S).
Viewing all skills together with p(z) as a mixture of policies, we maximize the entropy H[A | S] of
this mixture policy. In summary, we maximize the following objective with respect to our policy
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parameters, 6:

FO) 2 I(S;2)+H[A| S]—1(A; 2] 9) (5.1
= (H[Z] -H[Z | S]) +H[A| 5] = (H[A | S]-H[A] S, Z])
=H[Z)—H[Z | S]+H[A]| S, Z] (5.2)

We rearranged our objective in Equation |5.2{to give intuition on how we optimize itE] The first term
encourages our prior distribution over p(z) to have high entropy. We fix p(z) to be uniform in our
approach, guaranteeing that it has maximum entropy. The second term suggests that it should be
easy to infer the skill z from the current state. The third term suggests that each skill should act as
randomly as possible, which we achieve by using a maximum entropy policy to represent each skill.
As we cannot integrate over all states and skills to compute p(z | s) exactly, we approximate this
posterior with a learned discriminator g4(z | s). Jensen’s Inequality tells us that replacing p(z | )
with g4(z | s) gives us a variational lower bound G(6, ¢) on our objective F(6) (see [208] for a
detailed derivation):

F(0)

H[A | S, Z) —H[Z | S|+ H|[Z]
H[A ‘ Sa Z] + EZNp(z),SNW(z) [Ing(Z ‘ S)] - EZNP(Z) [lng(Z)]
> H[A | S, Z] + Eep(e),son(z) [l0g 45(2 | 5) —logp(2)] £ G(6, )

Implementation

We implement DIAYN with soft actor critic (SAC) [23], learning a policy mg(a | s, z) that is
conditioned on the latent variable z. Soft actor critic maximizes the policy’s entropy over actions,
which takes care of the entropy term in our objective G. Following [23]], we scale the entropy
regularizer H[a | s, z] by a. We found empirically that an o« = 0.1 provided a good trade-off
between exploration and discriminability. We maximize the expectation in G by replacing the task
reward with the following pseudo-reward:

AL

r2(s,a) = logqy(z | s) — logp(2) (5.3)

We use a categorical distribution for p(z). During unsupervised learning, we sample a skill z ~ p(z)
at the start of each episode, and act according to that skill throughout the episode. The agent is
rewarded for visiting states that are easy to discriminate, while the discriminator is updated to better
infer the skill z from states visited. Entropy regularization occurs as part of the SAC update.

Stability

Unlike prior adversarial unsupervised RL methods (e.g., [209]]), DIAYN forms a cooperative game,
which avoids many of the instabilities of adversarial saddle-point formulations. On gridworlds,

2While our method uses stochastic policies, note that for deterministic policies in continuous action spaces,
I(A;Z | S) = H[A| S]. Thus, for deterministic policies, Equation 5.2 reduces to maximizing I(.S; Z).
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we can compute analytically that the unique optimum to the DIAYN optimization problem is to
evenly partition the states between skills, with each skill assuming a uniform stationary distribution
over its partition (proof in Appendix [I8.3)). In the continuous and approximate setting, convergence
guarantees would be desirable, but this is a very tall order: even standard RL methods with
function approximation (e.g., DQN) lack convergence guarantees, yet such techniques are still
useful. Empirically, we find DIAYN to be robust to random seed; varying the random seed does not
noticeably affect the skills learned, and has little effect on downstream tasks (see Fig.s[5.4}[5.5] and

[18.19).

5.4 Experiments

In this section, we evaluate DIAYN and compare to prior work. First, we analyze the skills
themselves, providing intuition for the types of skills learned, the training dynamics, and how we
avoid problematic behavior in previous work. In the second half, we show how the skills can be
used for downstream tasks, via policy initialization, hierarchy, imitation, outperforming competitive
baselines on most tasks. We encourage readers to view Videoﬂ and codeﬂ for our experiments.

Analysis of Learned Skills
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Figure 5.2: (Left) DIAYN skills in a simple navigation environment; (Center) skills can overlap if they eventually
become distinguishable; (Right) diversity of the rewards increases throughout training.

Question 1. What skills does DIAYN learn?

We study the skills learned by DIAYN on tasks of increasing complexity, ranging from point
navigation (2 dimensions) to ant locomotion (111 dimensions). We first applied DIAYN to a simple
2D navigation environment. The agent starts in the center of the box, and can take actions to directly
move its (z,y) position. Figure illustrates how the 6 skills learned for this task move away
from each other to remain distinguishable. Next, we applied DIAYN to two classic control tasks,

3https://sites.google.com/view/diayn/
4https://github.com/ben-eysenbach/sac/blob/master/DIAYN.md
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Figure 5.3: Locomotion skills: Without any reward, DIAYN discovers skills for running, walking, hopping, flipping,
and gliding. It is challenging to craft reward functions that elicit these behaviors.

inverted pendulum and mountain car. Not only does our approach learn skills that solve the task
without rewards, it learns multiple distinct skills for solving the task. (See Appendix [I8.3]for further
analysis.)

Finally, we applied DIAYN to three continuous control tasks [29]]: half cheetah, hopper, and
ant. As shown in Figure[5.3] we learn a diverse set of primitive behaviors for all tasks. For half
cheetah, we learn skills for running forwards and backwards at various speeds, as well as skills
for doing flips and falling over; ant learns skills for jumping and walking in many types of curved
trajectories (though none walk in a straight line); hopper learns skills for balancing, hopping forward
and backwards, and diving. See Appendix [I8.3]for a comparison with VIME.

Question 2. How does the distribution of skills change during training?
While DIAYN learns skills without a reward
function, as an outside observer, can we evaluate
the skills throughout training to understand the
training dynamics. Figure [5.2] shows how the
skills for inverted pendulum and mountain car
become increasingly diverse throughout training
(Fig.[I8.19repeats this experiment for 5 random
seeds, and shows that results are robust to ini- Figure 5.4: Why use a fixed prior? In contrast to prior
tialization). Recall that our skills are learned Wo.rk., DIAYN continues to sample all skills throughout
with no reward, so it is natural that some skills training.
correspond to small task reward while others
correspond to large task reward.

half cheetah

101 4

5 random
seeds

num. skills
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Question 3. Does discriminating on single states restrict DIAYN to learn skills that visit disjoint
sets of states?

Our discriminator operates at the level of states, not trajectories. While DIAYN favors skills
that do not overlap, our method is not limited to learning skills that visit entirely disjoint sets of
states. Figure [5.2b|shows a simple experiment illustrating this. The agent starts in a hallway (green
star), and can move more freely once exiting the end of the hallway into a large room. Because RL
agents are incentivized to maximize their cumulative reward, they may take actions that initially
give no reward to reach states that eventually give high reward. In this environment, DIAYN learns
skills that exit the hallway to make them mutually distinguishable.

Question 4. How does DIAYN differ from Variational Intrinsic Control (VIC) [194]?

The key difference from the most similar prior work on unsupervised skill discovery, VIC, is our
decision to not learn the prior p(z). We found that VIC suffers from the “Matthew Effect” [210]:
VIC’s learned prior p(z) will sample the more diverse skills more frequently, and hence only those
skills will receive training signal to improve. To study this, we evaluated DIAYN and VIC on the
half-cheetah environment, and plotting the effective number of skills (measured as exp(#[Z]))
throughout training (details and more figures in Appendix [I8.3). The figure to the right shows how
VIC quickly converges to a setting where it only samples a handful of skills. In contrast, DIAYN
fixes the distribution over skills, which allows us to discover more diverse skills.

Harnessing Learned SKkills

The perhaps surprising finding that we can discover diverse skills without a reward function creates
a building block for many problems in RL. For example, to find a policy that achieves a high reward
on a task, it is often sufficient to simply choose the skill with largest reward. Three less obvious
applications are adapting skills to maximize a reward, hierarchical RL, and imitation learning.

Using SKkills for Hierarchical RL

In theory, hierarchical RL should decompose a complex task into motion primitives, which may be
reused for multiple tasks. In practice, algorithms for hierarchical RL can encounter many problems:
(1) each motion primitive reduces to a single action [181]], (2) the hierarchical policy only samples a
single motion primitive [194], or (3) all motion primitives attempt to do the entire task. In contrast,
DIAYN discovers diverse, task-agnostic skills, which hold the promise of acting as a building block
for hierarchical RL.

Question 5. Are skills discovered by DIAYN useful for hierarchical RL?

We propose a simple extension to DIAYN for hierarchical RL, and find that simple algorithm
outperforms competitive baselines on two challenging tasks. To use the discovered skills for
hierarchical RL, we learn a meta-controller whose actions are to choose which skill to execute for
the next £ steps (100 for ant navigation, 10 for cheetah hurdle). The meta-controller has the same
observation space as the skills.
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ensure that our goals were not cherry picked, we Figure 5.5: Hierarchical RL

sampled 25 goals evenly from the state space,

and evaluated each random seed on all goals. We also compared to Variational Information Maxi-
mizing Exploration (VIME) [105]]. Note that even the best random seed from VIME significantly
under-performs DIAYN. This is not surprising: whereas DIAYN learns a set of skills that effectively
partition the state space, VIME attempts to learn a single policy that visits many states.

Next, we applied the hierarchical algorithm
to two challenging simulated robotics environ-
ment. On the cheetah hurdle task, the agent
is rewarded for bounding up and over hurdles,
while in the ant navigation task, the agent must
walk to a set of 5 waypoints in a specific order,
receiving only a sparse reward upon reaching
each waypoint. The sparse reward and obstacles
in these environments make them exceedingly
difficult for non-hierarchical RL algorithms. Indeed, state of the art RL algorithms that do not use
hierarchies perform poorly on these tasks. Figure [5.7]shows how DIAYN outperforms state of the
art on-policy RL (TRPO [90]), off-policy RL (SAC [23]]), and exploration bonuses (VIME). This
experiment suggests that unsupervised skill learning provides an effective mechanism for combating
challenges of exploration and sparse rewards in RL.

Figure 5.6: Challenging tasks for hierarchical RL: (Left)
Cheetah Hurdle; (Right) Ant Navigation
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Figure 5.7: DIAYN for Hierarchical RL: By learning a meta-controller to compose skills learned by DIAYN, cheetah
quickly learns to jump over hurdles and ant solves a sparse-reward navigation task.

Question 6. How can DIAYN leverage prior knowledge about what skills will be useful?

If the number of possible skills grows exponentially with the dimension of the task observation,
one might imagine that DIAYN would fail to learn skills necessary to solve some tasks. While we
found that DIAYN does scale to tasks with more than 100 dimensions (ant has 111), we can also
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use a simple modification to bias DIAYN towards discovering particular types of skills. We can
condition the discriminator on only a subset of the observation space, or any other function of the
observations. In this case, the discriminator maximizes E[log ¢4(z | f(s))]. For example, in the
ant navigation task, f(s) could compute the agent’s center of mass, and DIAYN would learn skills
that correspond to changing the center of mass. The “DIAYN+prior” result in Figure (right)
shows how incorporating this prior knowledge can aid DIAYN in discovering useful skills and boost
performance on the hierarchical task. (No other experiments or figures in this paper used this prior.)
The key takeaway is that while DIAYN is primarily an unsupervised RL algorithm, there is a simple
mechanism for incorporating supervision when it is available. Unsurprisingly, we perform better on
hierarchical tasks when incorporating more supervision.

Imitating an Expert

Expert
trajectories

DIAYN
imitations

Figure 5.8: Imitating an expert: DIAYN imitates an expert standing upright, flipping, and faceplanting, but fails to
imitate a handstand.

Question 7. Can we use learned skills to imitate an expert?

Aside from maximizing reward with finetuning and hierarchical RL, we can also use learned
skills to follow expert demonstrations. One use-case is where a human manually controls the
agent to complete a task that we would like to automate. Simply replaying the human’s actions
fails in stochastic environments, cases where closed-loop control is necessary. A second use-case
involves an existing agent with a hard coded, manually designed policy. Imitation learning replaces
the existing policy with a similar yet differentiable policy, which might be easier to update in
response to new constraints or objectives. We consider the setting where we are given an expert
trajectory consisting of states, without actions, defined as 7* = {(s;) }1<;<n. Our goal is to obtain
a feedback controller that will reach the same states. Given the expert trajectory, we use our
learned discriminator to estimate which skill was most likely to have generated the trajectory.
This optimization problem, which we solve for categorical z by enumeration, is equivalent to an
M-projection [211]]:

z = argmax I, e qs(2 | s¢)
z
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We qualitatively evaluate this approach to imitation learning on half cheetah. Figure |5.8| (left) shows
four imitation tasks, three of which our method successfully imitates. We quantitatively evaluate
this imitation method on classic control tasks in Appendix [I8.3]

Accelerating Learning with Policy Initialization

Given that the skills learned by DIAYN are often meaningful and semantically interesting, it stands
to reason that these skills can also help accelerate the learning of skills when a reward function
is actually provided. In fact, we will show how DIAYN can be incorporated into a broader meta-
learning framework for this very purpose in the following chapter, providing an effective way of
pre-training RL agents for rapid skill acquisition.

5.5 Conclusion

In this chapter, we present DIAYN, a method for learning skills without reward functions. We show
that DIAYN learns diverse skills for complex tasks, often solving benchmark tasks with one of the
learned skills without actually receiving any task reward. We further proposed methods for using
the learned skills (1) to solve complex tasks via hierarchical RL, and (2) to imitate an expert, and as
we will show next, can also accelerate the learning of new tasks.
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Chapter 6

Unsupervised Pre-Training for Quick
Reinforcement Learning

In the previous chapter, we showed how we can learn skills without any reward functions, often
resulting in semantically meaningful and interesting behaviors. However, these behaviors are still
task-agnostic and not quite geared towards solving a specific task that a human may want to solve.
In order to actually accomplish goal directed behaviors, the unsupervised pre-training resulting from
a technique like DIAYN must be combined with a task directed finetuning scheme with rewards
specified using a technique like the ones described in Section 3, 4. In this chapter, we show that the
ideas from unsupervised skill discovery can be combined with the framework of meta-reinforcement
learning to enable very quick learning of new tasks. In this way, we show that we can design
a general purpose procedure for pre-training RL algorithms without any human defined reward
functions. We start by motivating this idea from first principles.

6.1 Motivating a General Unsupervised Meta-RL Framework

Reusing past experience for faster learning of new tasks is a key challenge for machine learning.
Meta-learning methods achieve this by using past experience to explicitly optimize for rapid
adaptation [140], [163]], [165], [169], [212]-[214]. In the context of reinforcement learning (RL),
meta-reinforcement learning (meta-RL) algorithms can learn to solve new RL tasks more quickly
through experience on past tasks [[140], [166], [213]]. Typical meta-RL algorithms assume the ability
to sample from a pre-specified task distribution, and these algorithms learn to solve new tasks
drawn from this distribution very quickly. However, specifying a task distribution is tedious and
requires a significant amount of supervision [79]], [166] that may be difficult to provide for large,
real-world problem settings. The performance of meta-learning algorithms critically depends on the
meta-training task distribution, and meta-learning algorithms generalize best to new tasks which are
drawn from the same distribution as the meta-training tasks [[140]]. In effect, meta-RL offloads the
design burden from algorithm design to task design. While meta-RL acquires representations for
fast adaptation to the specified task distribution, specifying this task distribution is often tedious
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and challenging. Can we automate the process of task design, thereby doing away with human
supervision entirely?

In this chapter, we take a step towards unsupervised meta-RL: meta-learning from a task
distribution that is acquired automatically, rather than requiring manual design of the meta-training
tasks. While unsupervised meta-RL does not make any assumptions about the reward functions on
which it will be evaluated at test time, it does assume that the environment dynamics remain the
same. This allows an unsupervised meta-RL agent to utilize environment interactions to meta-train
a model that is optimized to be effective for learning from previously unseen reward functions in
that environment at meta-test time. Our method can also be thought of as automatically acquiring
an environment-specific learning procedure for deep neural network policies, somewhat related to
data-driven initialization procedures explored in supervised learning [215]], [216].

The primary contribution of our work is a framework for unsupervised meta-RL. We describe a
family of unsupervised meta-RL algorithms and provide analysis to show that unsupervised meta-
RL methods based on mutual information can be optimal, in a minimax sense. Our experiments
shows that, for a variety of robotic control tasks, unsupervised meta-RL can effectively acquire RL
procedures. These procedures not only learn faster than standard RL approaches that learn from
scratch, but also outperform prior methods that do pure exploration and then fine-tuning at test time.
Our results even approach the performance of an oracle method that relies on hand-designed task
distributions.

6.2 Related Work

Our work lies at the intersection of meta-RL, goal generation, and unsupervised exploration.
Meta-learning algorithms use data from multiple tasks to learn how to learn, acquiring rapid
adaptation procedures from experience [[140], [165], [170], [217]-[223]]. These approaches have
been extended into the setting of RL [[140], [163]], [166], [168], [172], [213], [224[]-[227]. In
practice, the performance of meta-learning algorithms depends on the user-specified meta-training
task distribution. We aim to lift this limitation and provide a general recipe for avoiding manual task
engineering for meta-RL. A handful of prior meta-learning methods have used self-proposed task
distributions for learning supervised learning procedures [216], [228[]-[230]. In contrast, our work
deals with the RL setting, where the environment dynamics provides a rich inductive bias that our
meta-learner can exploit. In the RL setting, task distributions can be obtained in a variety of ways,
including adversarial goal generation [209], [231]], information-theoretic methods [[194], [207],
[232], [233]. The most similar work is [234], which also considers the unsupervised application of
meta-learning to RL tasks. We build upon this work by proving that an optimal meta-learner can be
acquired using mutual information-based task proposal.

Exploration methods that seek out novel states are also closely related to goal generation
methods [[106], [108], [109], [235]], but do not by themselves aim to generate new tasks or learn to
adapt more quickly to new tasks, only to achieve wide coverage of the state space. Model-based RL
methods [24]], [26], [236]-[239] use unsupervised experience to learn a dynamics model but do not
learn how to efficiently use this model to explore to solve new tasks.
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Figure 6.1: Unsupervised meta-reinforcement learning: Given an environment, unsupervised meta-RL produces an
environment-specific learning algorithm that quickly acquire new policies that maximize any task reward function.

Goal-conditioned RL [[118], [119], [240] is also related to our work, and our analysis will study
this special case first before generalizing to the general case of arbitrary tasks. As we discuss
in Section [6.3] goal-reaching itself is not enough, as goal-reaching agents are not optimized to
efficiently explore to determine which goal they should reach, relying instead on a hand-specified
goal parameterization that doesn’t allow these algorithms to work with arbitrary reward functions.

6.3 Unsupervised Meta-RL

We consider the problem of learning a reinforcement learning algorithm that can quickly solve new
tasks in a given environment. This meta-RL process could, for example, tune the hyperparameters of
another RL algorithm, or could replace the RL update rule itself with a learned update rule. Unlike
prior work, we aim to do so without depending on any human supervision or information about the
tasks that will be provided for meta-testing. A task reward is provided at meta-test time, and the
learned RL procedure should adapt to this task reward as quickly as possible. We assume that all
test-time tasks have the same dynamics, and differ only in their reward functions. Our algorithm
will therefore need to utilize unsupervised environment interaction to learn an RL algorithm. In
effect, the dynamics themselves will be the supervision for our learning algorithm.

We formalize the meta-training setting as a controlled Markov process (CMP) — a Markov
decision process without a reward function, C' = (S, A, P, v, p), with state space .S, action space
A, transition dynamics P, discount factor y and initial state distribution p. The CMP, along with
a reward function r, produces a Markov decision processes M = (S, A, P,~, p,r). We define a
learning algorithm f : D — 7 as a function that takes as input a dataset of experience from the MDP,
D = {(s4,a;,7i,5:)} ~ M, and outputs a policy 7(a | s). Evaluation of the learning procedure
f 1is carried out over a handful of episodes. In episode ¢, the learning procedure f observes all
previous data {7y, - -+, 7;_1} and outputs a policy to be used in iteration i. We evaluate the learning
procedure f by summing its cumulative reward across iterations:

R(fv TZ) = Z ETF:f({ﬁ,N“- JTie1}) Z TZ(Sta at)
Our aim is to take this CMP and produce an environme -dpecific learhing algorithm f that can
quickly learn an optimal policy 7*(a | s) for any reward function r. We refer to this problem as
unsupervised meta-RL, and illustrate the problem setting in Fig. [6.1]
We now sketch a recipe for unsupervised meta-RL, analyze when this recipe is optimal, and
then instantiate a practical approximation to this theoretically-motivated approach by building upon
known meta-learning algorithms and unsupervised exploration methods.
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A General Recipe

To construct an unsupervised meta-RL algorithm, we leverage the insight that, to acquire a fast
learning algorithm without task supervision, we can simply leverage standard meta-learning tech-
niques, but with unsupervised task proposal mechanisms. Our unsupervised meta-RL framework
therefore consists of a task proposal mechanism and a meta-learning method. For reasons that will
become more apparent later, we will define the task distribution as a mapping from a latent variable
z ~ p(z) to areward function 7,(s, a) : S x A — R[] That is, for each value of the random variable
z, we have a different reward function r, (s, a). Under this formulation, learning a task distribution
amounts to optimizing a parametric form for the reward function 7, (s, a) that maps each z ~ p(z)
to a different reward function. The choice of this parametric form represents an important design
decision for an unsupervised meta-learning method, and the resulting set of tasks is often referred
to as a task or goal proposal procedure. In the following section, we will discuss a theoretical
framework that allows us to make this choice in the following section so as to minimize worst case
regret of the subsequently meta-learned learning algorithm f.

The second component is the meta-learning algorithm, which takes the family of reward
functions induced by p(z) and r,(s, a), along with the associated CMP, and meta-learns an RL
algorithm f that can quickly adapt to any task from the task distribution defined by p(z) and 7, (s, a)
in the given CMP. The meta-learned algorithm f can then learn new tasks quickly at meta-test time,
when a user-specified reward function is actually provided. Fig.[6.1]summarizes this generic design
for an unsupervised meta-RL algorithm.

The “no free lunch theorem” [241], [242] might lead us to expect that a truly generic approach
to proposing a task distribution would not yield a learning procedure f that is effective on any
real tasks. However, the assumption that the dynamics remain the same across tasks affords us an
inductive bias with which we pay for our lunch. In the following sections, we will discuss how to
formulate acquiring the optimal unsupervised learning procedure, which minimizes regret on new
meta-test tasks in the absence of any prior knowledge. Since our analysis will focus on a restricted
class of learning procedures, our results are lower bounds for the performance of general learning
procedures. We first define an optimal meta-learner and then show how we can train one without
requiring task distributions to be hand-specified.

Optimal Meta-Learners

We begin our analysis by considering the optimal learning procedure when the task distribution is
known. For a task distribution p(r,), the optimal learning procedure f* is given by

& arg?laXEp('rz) [R(f,72)].

Other learning procedures f may achieve lower reward, and we define the regret incurred by using
a suboptimal learning procedure as the difference in expected reward, compared with the optimal
learning procedure:

REGRET(f,p(’r’Z)) < Ep(rz) [R<f*v Tz)] - Ep(rz) [R(fv rz)] :

'In most cases p(z) is chosen to be a uniform categorical so it is not challenging to specify
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Minimizing this regret is equivalent to maximizing the expected reward objective used by most
meta-RL methods [[140], [166]. Note that different task distributions p(r,) will have different
optimal learning procedures f*. For example, the optimal behavior for manipulation tasks involves
moving a robot’s arms, while the optimal behavior for locomotion tasks involves moving a robot’s
legs. Therefore, f* depends on p(r,). We next define the notion of an optimal unsupervised
meta-learner, which does not require prior knowledge of p(r,).

In unsupervised meta-reinforcement learning, the reward distribution p(r,) is unknown. In
this setting, we evaluate a learning procedure f based on its regret against the worst-case task
distribution for CMP C":

REGRETwc(f,C) = max REGRET(f, p()). (6.1)

p(rz)
For a CMP C, we define the optimal unsupervised learning procedure as follows:

Definition 1. The optimal unsupervised learning procedure f/ for a CMP C'is defined as
f& = argmin REGRETwc(f, C).
f

Note the optimal unsupervised learning procedure may be different for different CMPs. We can
also define the optimal unsupervised meta-learning algorithm JFx, which takes as input a CMP C
and returns the optimal unsupervised learning procedure f¢ for that CMP:

Definition 2. The optimal unsupervised meta-learner 7*(C') = f¢ is a function that takes as input
a CMP C and outputs the corresponding optimal unsupervised learning procedure f¢:

F* & arg min REGRETwc (-7:(0)7 O)
f

Note that the optimal unsupervised meta-learner /™ is universal — it does not depend on any
particular task distribution, or any particular CMP. The next sections discuss how to find the minimax
learning procedure, which minimizes the worst-case regret (Eq. [6.1).

Special Case: Goal-Reaching Tasks

We start by deriving an optimal unsupervised meta-learner for the special case where all tasks are
assumed to be goal state reaching tasks, and then generalize this approach to solve arbitrary tasks in
Section[6.3] We restrict our analysis to CMPs with deterministic dynamics, and consider episodes
with finite horizon 7" and a discount factor of v = 1. Each tasks corresponds to reaching a goal
states s, at the last time step in the episode, so the reward function is

re(se) =Lt =T) L(se = g).

We first derive the optimal learning procedure for the case where p(s,) is known, and then derive
the optimal procedure for the case where p(s,) is unknown.
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The Optimal Learning Procedure for Known p(s,)

In the case of goal reaching tasks, the optimal fast learning procedure f searches through potential
goal states until it finds the goal and then navigates to that goal state in all subsequent episodes.
Define f, as the learning procedure that uses policy 7 to explore until the goal is found, and then
always returns to the goal state. We will restrict our attention to the set of learning procedures
Fr £ {f:} constructed in this fashion, so our theoretical results will be lower bound on the
performance of arbitrary learning procedures. The learning procedure f, incurs one unit of regret
for each step before it has found the goal, and zero regret afterwards. The expected cumulative
regret is therefore the expectation of the hitting time. To compute the expected hitting time, we
define pZ(s) as the probability that policy 7 visits state s at time step ¢ = 7. If s, is the true goal,
then the event that the policy 7 reaches s, at the final step of an episode is a Bernoulli random
variable with parameter p = pX (s,). Thus, the expected hitting time of this goal state is

1
HITTINGTIME,(s,) = ——.
! Pr(g)
The regret of the learning procedure f; is
REGRET(fr,p(ry)) = /HITTINGTIMEW(SQ)p(sg)ng = / pT(;g)) dsg. (6.2)
pﬂ' Sg

To now compute the optimal learning procedure f,, we can minimize the regret in Equation [6.2| w.r.t.
the marginal distribution pX. Using the calculus of variations (for more details refer to Appendix C
in [243]]), the exploration policy for the optimal meta-learner, 7*, satisfies:

(6.3)

pZ* (59) = p(Sg_) .
J \/P(56)dsg

Thus, when the goal sampling distribution p(s,) is known, the optimal learning procedure is obtained
by finding 7* satisfying Eq. and then using f,« as the learning procedure. The next section
considers the case where p(s,) is not known.

The Optimal Unsupervised Learning Procedure for Goal Reaching Tasks

In the case of goal-reaching tasks where the goal distribution p(s,) is not known, the optimal
unsupervised learning procedure can be constructed from a policy with a uniform marginal state
distribution (proof in Appendix [I8.4):

Lemma 2. Let 7 be a policy for which pZ(s) is uniform. Then f; is has lowest worst-case regret
among learning procedures in F.

One route for constructing this optimal unsupervised learning procedure is to first acquire
a policy 7 for which pZ(s) is uniform and then return f,. However, finding such a policy 7 is
challenging, especially in high-dimensional state spaces and in the absense of resets. Instead,
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we will take an alternate route, acquiring f, directly without every computing 7. In addition to
sidestepping the requirement of computing 7, this approach will also have the benefit of generalizing
beyond goal-reaching tasks to arbitrary task distributions.

Our approach for directly computing the optimal unsupervised learning procedure hinges on the
observation that the optimal unsupervised learning procedure is the optimal (supervised) learning
procedure for goals proposed from a uniform distribution. Thus, the optimal unsupervised learning
procedure will come not as a result of a careful construction, but rather as the output of the an
optimization procedure (i.e., meta-learning). Thus, we can obtain the optimal unsupervised learning
procedure by applying a meta-learning algorithm to a task distribution that samples goals uniformly.
To ensure that the resulting learning procedure f lies within the set /., we will only consider
“memoryless” meta-learning algorithms that maintain no internal state before the true goal is foundE]
While sampling goals uniform is itself a challenging problem, we can use the same trick as before:
instead of constructing this uniform goal distribution directly, we instead find an optimization
problem for which the solution is to sample goals uniformly.

The optimization problem that we use will involve two latent variables, the final state sy and an
auxiliary latent variable z sampled from a prior x(z). The optimization problem will be to find a
conditional distribution u(sr | z) such that the mutual information between z and st is optimized:

max I, (sr; 2) (6.4)
n(sr2)

The conditional distribution (st | z) that optimizes Equation [6.4]is one with a uniform marginal
distribution over terminal states (proof in Appendix [I8.4):

Lemma 3. Assume there exists a conditional distribution p(s7 | z) satisfying the following two
properties:

topsep=1pt,1temsep=1pt The marginal distribution over terminal states is uniform: pu(sy) =
[ (st | 2)p(z)dz = UNIE(S); and

topsep=2pt,2temsep=2pt The conditional distribution u(sz | 2) is a Dirac: Vz, sy 3s, s.t. u(sp |
2) =1(sp = s.).

Then any solution y(s7 | 2) to the mutual information objective (Eq. satisfies the following:

p(sr) = UNIE(S) and  u(sr | z) = L(sr = s2).

Optimizing Mutual Information

To optimize the above mutual information objective, we note that a conditional distribution p(sr | 2)
can be defined implicitly via a latent-conditioned policy y(a | s, z). This policy is not a meta-learned

MAML satisfies this requirement, as the internal parameters are updated by policy gradient, which is zero because
the reward is zero before the true goal is found.
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model, but rather will become part of the task proposal mechanism. For a given prior p(z) and
latent-conditioned policy p(a | s, z), the joint likelihood is

u(7,2) = p(z)p(s1) Hp(3t+1 | se,a)p(ar | s, 2),
t
and the marginal likelihood is simply given by

(s, z) = /,u(r, z)dsiay -+ ar_q.

The purpose of our repeated indirection now becomes clear: prior work [207], [232] has proposed
efficient algorithms for maximizing the mutual information objective (Eq.[6.4) when the conditional
distribution p(sr | z) is defined implicitly in terms of a latent-conditioned policy. At this point, we
finally can sample goals uniformly, by sampling z ~ p(z) followed by st ~ u(sr | 2).

Recall that we wanted to obtain a uniform goal distribution so that we could apply meta-learning
to obtain the optimal learning procedure. However, the input to meta-learning procedures is
not a distribution over goals but a distribution over reward functions. We then define our task
proposal distribution p(r,) by sampling z ~ p(z) and using the corresponding reward function
r.(s7,ar) 2 log p(sy | 2), resulting in a uniform distribution as described in Lemma 2.

General Case: Trajectory-Matching Tasks

To extend the analysis in the previous section to the general case, and thereby derive a framework
for optimal unsupervised meta-learning, we will consider “trajectory-matching” tasks. These tasks
are a trajectory-based generalization of goal reaching: while goal reaching tasks only provide a
positive reward when the policy reaches the goal state, trajectory-matching tasks only provide a
positive reward when the policy executes the optimal trajectory. The trajectory matching case is
more general because, while trajectory matching can represent different goal-reaching tasks, it can
also represent tasks that are not simply goal reaching, such as reaching a goal while avoiding a
dangerous region or reaching a goal in a particular way. Moreover, the trajectory matching case is
actually also a generalization of the typical reinforcement learning case with Markovian rewards,
because any such task can be represented by a trajectory reaching objective as well. Please refer to
Section [6.3] for a more complete discussion of the same.

As before, we will restrict our attention to CMPs with deterministic dynamics. These non-
Markovian tasks essentially amount to a problem where an RL algorithm must “guess” the optimal
policy, and only receives a reward if its behavior is perfectly consistent with that optimal policy.

We will show that optimizing the mutual information between z and trajectories to obtain a task
proposal distribution, and subsequently optimizing a meta-learner for this distribution will give us
the optimal unsupervised meta-learner for this class of reward functions. We subsequently show
that unsupervised meta-learning for the trajectory-matching task is at least as hard as unsupervised
meta-learning for general tasks. As before, let us begin within an analysis of optimal meta-learners
in the case where the distribution over trajectory matching tasks p(7*) is known, and subsequently
direct our attention to formulating an optimal unsupervised meta-learner.
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Optimal meta-learner for known p(7*)

Formally, we define a distribution of trajectory-matching tasks by a distribution over desired
trajectories, p(7*). For each goal trajectory 7*, the corresponding trajectory-level reward function is

ri(r) 2 1(r = 77)
Analysis from Section [6.3] can be repurposed here. As before, restrict our attention to learning
procedures f, € F,. After running the exploration policy to discover trajectories that obtain reward,
the policy will deterministically keep executing the desired trajectory. We can define the hitting

time as the expected number of episodes to match the target trajectory:

1
HITTINGTIME, (7*) =
m(1*)
We then define regret as the expected hitting time:
REGRET( f;, p(r;)) = / HITTINGTIME, (7)p(7)dT) = / %dr (6.5)
(T

This definition of regret allows us to optimize for an optimal learning procedure, and we obtain an
exploration policy for the optimal learning procedure satisfying the requirement

o (r) = plr)
S V/p(@)dr
Optimal unsupervised learning procedure for trajectory-matching tasks

As described in Section obtaining such a policy requires knowing the trajectory distribution
p(7), and we must resort to optimizing the worst-case regret. As argued in Lemma 1, the solution to
this min-max optimization is a learning procedure which has an exploration policy that is uniform
distribution over trajectories.

Lemma 4. Let 7 be a policy for which 7(7) is uniform. Then f, has lowest worst-case regret
among learning procedures in F..

We can acquire an unsupervised meta-learner of this form by proposing and meta-learning on a
task distribution that is uniform over trajectories. How might we actually propose a task distribution
that is uniform over trajectories? As argued for the goal reaching case, we can do so by optimizing

a trajectory-level mutual information objective:
I(7;2) = H[r] = H[7 | 2]

The optimal policy for this objective has a uniform distribution over trajectories that, conditioned
on a particular latent z, deterministically produces a single trajectory in a deterministic CMP.
The analysis for the case of stochastic dynamics is more involved and is left to future work.
By optimizing a task proposal distribution that maximizes trajectory-level mutual information,
and subsequently performing meta-learning on the proposed tasks, we can acquire the optimal
unsupervised meta-learner for trajectory matching tasks, under the definition in Section [6.3]
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Relationship to General Reward Maximizing Tasks

Now that we have derived the optimal meta-learner for trajectory-matching tasks, we observe that
trajectory-matching is a super-set of the problem of optimizing any possible Markovian reward
function at test-time. For a given initial state distribution, each reward function is optimized by
a particular trajectory. However, trajectories produced by a non-Markovian policy (i.e., a policy
with memory) are not necessarily the unique optimum for any Markovian reward function. Let
R, denote the set of trajectory-level reward functions, and R, , denote the set of all state-action
level reward functions. Bounding the worst-case regret on R, minimizes an upper bound on the
worst-case regret on Rs,a:

. < mi
Trfrél]% E;[r (7)) < TIEI}%EQ E,

Zr(st,at)] V.

t

This inequality holds for all policies 7, including the policy that maximizes the LHS. While we aim
to maximize the RHS, we only know how to maximize the LHS, which gives us a lower bound on
the RHS. This inequality holds for all policies 7, so it also holds for the policy that maximizes the
LHS. In general, this bound is loose, because the set of all Markovian reward functions is smaller
than the set of all trajectory-level reward functions (i.e., trajectory-matching tasks). However, this
bound becomes tight when considering meta-learning on the set of all possible (non-Markovian)
reward functions.

In the discussion of meta-learning thus far, we have restricted our attention to tasks where the
reward is provided at the last time step 7" of each episode and to the set of learning procedures F;
that maintain no internal state before the true goal or trajectory is found. In this restricted setting
case, the best that an optimal meta-learner can do is go directly to a goal or execute a particular
trajectory at every episode according to the optimal exploration policy as discussed previously,
essentially performing a version of posterior sampling. In the more general case with arbitrary
reward functions and arbitrary learning procedures, intermediate rewards along a trajectory may be
informative, and the optimal exploration strategy may be different from posterior sampling [[163]],
[166], [244].

Nonetheless, the analysis presented in this section provides us insight into the behavior of optimal
meta-learning algorithms and allows us to understand the qualities desirable for unsupervised task
proposals. The general proposed scheme for unsupervised meta-learning has a significant benefit
over standard universal value function and goal reaching style algorithms: it can be applied to
arbitrary reward functions going beyond simple goal reaching, and doesn’t require the goal to be
known in a parametric form beforehand.

Summary of Analysis

Through our analysis, we introduced the notion of optimal meta-learners and analyze their explo-
ration behavior and regret on a class of goal reaching problems. We showed that on these problems,
when the test-time task distribution is unknown, the optimal meta-training task distribution for
minimizing worst-case test-time regret is uniform over the space of goals. We also showed that this
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Algorithm 6: Unsupervised Meta-RL Pseudocode

Input: M \ R, an MDP without a reward function
Dy < DIAYN() or Dy < random
while not converged do
Sample latent task variables z ~ p(z)
Define task reward 7, (s) using Dy(z|s)
Update f using MAML with reward r,(s)
end while
Return: a learning algorithm f : Dy — 7

optimal task distribution can be acquired by a simple mutual information maximization scheme.
We subsequently extend the analysis to the more general case of matching arbitrary trajectories, as a
proxy for the more general class of arbitrary reward functions. In the following section, we will
discuss how we can derive a practical algorithm for unsupervised meta-learning from this analysis.

A Practical Algorithm

Following the derivation in the previous section, we can instantiate a practical unsupervised meta-RL
algorithm by constructing a task proposal mechanism based on a mutual information objective. A
variety of different mutual information objectives can be formulated, including mutual information
between single states and z (referred to as DIAYN) [232], pairs of start and end states and z [194],
and entire trajectories and z [[122], [207], [245]]. We will use DIAYN and leave a full examination
of possible mutual information objectives for future work.

DIAYN optimizes mutual information by training a discriminator network D, (z|-) that predicts
which z was used to generate the states in a given rollout according to a latent-conditioned policy
m(als, z). Our task proposal distribution is thus defined by 7, (s, a) = log(Dy(z|s)). The complete
unsupervised meta-learning algorithm is as follows: first, we acquire r, (s, a) by running DIAYN,
which learns D(z|s) and a latent-conditioned policy 7(als, z) (which is discarded). Then, we use
z ~ p(z) to propose tasks 7. (s, a) to a standard meta-RL algorithm. This meta-RL algorithm uses
the proposed tasks to learn how to learn, acquiring a fast learn algorithm f which can then learn
new tasks quickly. While, in principle, any meta-RL algorithm could be used, we use MAML [|140]]
as our meta-learning algorithm. Note that the learning algorithm f returned by MAML is defined
simply as running gradient descent using the initial parameters found by MAML as initialization, as
discussed in prior work [246]. The method is summarized in Algorithm [

In addition to mutual information maximizing task proposals, we will also consider random task
proposals, where we also use a discriminator as the reward, according to (s, z) = log Dy, (2]s),
but where the parameters ¢,,,q are chosen randomly (i.e., a random weight initialization for a neural
network). While such random reward functions are not optimal, we find that they can surprisingly
be used to acquire useful task distributions for simple tasks, though they are not as effective as the
tasks become more complicated.
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Figure 6.2: Unsupervised meta-learning accelerates learning: After unsupervised meta-learning, our approach
(UML-DIAYN and UML-RANDOM) quickly learns a new task significantly faster than learning from scratch, especially
on complex tasks. Learning the task distribution with DIAYN helps more for complex tasks. Results are averaged

across 20 evaluation tasks, and 3 random seeds for testing. UML-DIAYN and random also significantly outperform
learning with DIAYN initialization or VIME.
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Figure 6.3: Comparison with handcrafted tasks: Unsupervised meta-learning (UML-DIAYN) is competitive with
meta-training on handcrafted reward functions (i.e., an oracle). A misspecified, handcrafted meta-training task
distribution often performs worse, illustrating the benefits of learning the task distribution.

6.4 Experimental Evaluation

In our experiments, we aim to understand whether unsupervised meta-learning as described in
Section [6.3| can provide us with an accelerated RL procedure on new tasks. Whereas standard
meta-learning requires a hand-specified task distribution at meta-training time, unsupervised meta-
learning learns the task distribution through unsupervised interaction with the environment. A fair
baseline that likewise uses requires no reward supervision at training time, and only uses rewards at
test time, is learning via RL from scratch without any meta-learning. As an upper bound, we include
the unfair comparison to a standard meta-learning approach, where the meta-training distribution is
manually designed. This method has access to a hand-specified task distribution that is not available
to our method. We evaluate two variants of our approach: (a) task acquisition based on DIAYN
followed by meta-learning using MAML, and (b) task acquisition using a randomly initialized
discriminator followed by meta-learning using MAML.

Tasks and Implementation Details

Our experiments study three simulated environments of varying difficulty: 2D point navigation,
2D locomotion using the “HalfCheetah,” and 3D locomotion using the “Ant,” with the latter
two environments are modifications of popular RL benchmarks [247]. While the 2D navigation



CHAPTER 6. UNSUPERVISED PRE-TRAINING FOR QUICK REINFORCEMENT
LEARNING 74

environment allows for direct control of position, HalfCheetah and Ant can only control their center
of mass via feedback control with high dimensional actions (6D for HalfCheetah, 8D for Ant) and
observations (17D for HalfCheetah, 111D for Ant).

The evaluation tasks, shown in Figure [I8.31] are similar to prior work [140], [240]: 2D
navigation and ant require navigating to goal positions, while the half cheetah must run at different
goal velocities. These tasks are not accessible to our algorithm during meta-training. Please refer to
Appendix C for details about hyperparameters for both MAML and DIAYN.

Fast Adaptation after Unsupervised Meta RL

The comparison between the two variants of unsupervised meta-learning and learning from scratch
is shown in Figure [6.2] We also add a comparison to VIME [105]], a standard novelty-based
exploration method, where we pretrain a policy with the VIME reward and then finetune it on the
meta-test tasks. In all cases, the UML-DIAYN variant of unsupervised meta-learning produces
an RL procedure that outperforms RL from scratch and VIME-init, suggesting that unsupervised
interaction with the environment and meta-learning is effective in producing environment-specific
but task-agnostic priors that accelerate learning on new, previously unseen tasks. The comparison
with VIME shows that the speed of learning is not just about exploration but is indeed about fast
adaptation. In our experiments thus far, UML-DIAYN always performs better than learning from
scratch, although the benefit varies across tasks depending on the actual performance of DIAYN.
We also perform significantly better than a baseline of simply initializing from a DIAYN trained
contextual policy, and then finetuning the best skill with the actual task reward.

Interestingly, in many cases (in Figure [6.3) the performance of unsupervised meta-learning with
DIAYN matches that of the hand-designed task distribution. We see that on the 2D navigation
task, while handcrafted meta-learning is able to learn very quickly initially, it performs similarly
after 100 steps. For the cheetah environment as well, handcrafted meta-learning is able to learn
very quickly to start off, but is quickly matched by unsupervised meta-RL with DIAYN. On the ant
task, we see that hand-crafted meta-learning does do better than UML-DIAYN, likely because the
task distribution is challenging, and a better unsupervised task proposal algorithm would improve
performance.

The comparison between the two unsupervised meta-learning variants is also illuminating:
while the DIAYN-based variant of our method generally achieves the best performance, even the
random discriminator is often able to provide a sufficient diversity of tasks to produce meaningful
acceleration over learning from scratch in the case of 2D navigation and ant. This result has two
interesting implications. First, it suggests that unsupervised meta-learning is an effective tool for
learning an environment prior. Although the performance of unsupervised meta-learning can be
improved with better coverage using DIAYN (as seen in Figure [6.2)), even the random discriminator
version provides competitive advantages over learning from scratch. Second, the comparison
provides a clue for identifying the source of the structure learned through unsupervised meta-
learning: though the particular task distribution has an effect on performance, simply interacting
with the environment (without structured objectives, using a random discriminator) already allows
meta-RL to learn effective adaptation strategies in a given environment.
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6.5 Discussion and Future Work

We presented an unsupervised approach to meta-RL, where meta-learning is used to acquire an
efficient RL procedure without requiring hand-specified task distributions. This approach accelerates
RL without relying on the manual supervision required for conventional meta-learning algorithms.
We provide a theoretical derivation that argues that task proposals based on mutual information
maximization can provide a minimum worst-case regret meta-learner, under certain assumptions.
Our experiments indicate unsupervised meta-RL can accelerate learning on a range of tasks.

Our approach also opens a number of questions about unsupervised meta-learning algorithms.
One limitation of our analysis is that it only considers deterministic dynamics, and only considers
task distributions where posterior sampling is optimal. Extending our analysis to stochastic dynamics
and more realistic task distributions may allow unsupervised meta-RL to acquire learning algorithms
that can more effectively solve real-world tasks.
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Chapter 7

Relationship to Other Work on Supervision
in Reinforcement Learning

Next we try and place this work in context of some related work both prior to and post publishing
of our work. Reward inference in reinforcement learning is a well studied problem, and there have
been a number of works in the space of inverse reinforcement learning, language conditioned RL
and intrinsic motivation that have been studied in the past. We describe some of these below.

7.1 Connections to Prior Work

Imitation learning has largely been studied previously in the context of learning from low level
state demonstrations obtained in the embodiment of the actual system being controlled. For
instance, prior work [248]], [249] provides demonstrations using a teleoperation system while
other work [53]], [250] uses a kinesthetic teaching system to provide these demonstrations. Given
these demonstrations, then techniques for inverse RL [71]], [72] or apprenticeship learning [66],
[69]] can be applied to learn behaviors. In contrast to these works, our work shows the ability to
learn behaviors directly from raw video, without requiring any low level demonstrations or state
tracking. This was one of the first works to show this kind of behavior from multiple viewpoints.
Concurrently, work from other groups [61], [63], [77] showed the ability to also learn from multiple
viewpoint aligned videos using a contrastive learning approach.

Learning from examples of outcomes is an easier form of supervision, however the fundamental
problem is quite related to the problem of inverse reinforcement learning [[71], [72]]. While work
in inverse RL aims to use entire demos, our work shows the ability to learn simply from outcome
states rather than entire trajectories. We build our work in Section 4 on the framework of classifier
based rewards, popularized in [97]] and [37]. While these techniques train standard classifiers for
reward function provision, we show how these can be greatly improved by modeling uncertainty
appropriately. In many ways, this is also connected to works for exploration [[109], [110], [203] but
conducting exploration in a task directed way instead.

Moving from videos and outcome examples to actually learning from abstract supervision like
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language allows agents to learn with easy to provide and natural sources of supervision. While
most work in the space of language and RL lies in the realm of instruction following [143]], [[144]],
[149]-[157] our work aims to develop a paradigm where an agent is not just following instructions
but actually using human in the loop guidance through the form of language to improve behavior
and learn how to solve new tasks. In this way, language is now not just a tool for contextualizing
which task to solve, but also ~ow to solve it.

Finally, moving from supervised forms of RL to an unsupervised form of RL provides an
effective way of pre-training agents in an environment without task specific rewards. This work
builds on significant prior work dealing with intrinsic motivation [194], [251]], [252], curiosity
[104], [106], empowerment [[191], [253]], [254] in order to provide RL agents with signal even in the
absence of rewards. Building on these works, our work shows the ability to use a mutual information
style objective, in conjunction with meta-learning as a provably good way of pre-training RL agents.
Concurrently, [255] showed the ability of a very similar algorithm to learn unsupervised behaviors
as well.

7.2 Related Work Subsequent to Publishing

Building on the work we published, several subsequent works studied the “Imitation from Ob-
servation" problem. In particular, [256] provides a useful overview of these techniques. Recent
work [257] shows the ability to learn across various embodiments via image to image translation,
[258]] shows an adversarial framework for performing imitation from observation, [259] shows
the ability to estimate observation conditional Q-functions from video, [260] shows theoretical
results on state-only imitation learning, [261]] extends these ideas into the realm of dexterous
manipulation, [262] shows the ability to learn from first person ego-centric videos as well. This
field is burgeoning and very much in its infancy and many exciting directions are to follow. Recent
work has been considering the interaction between language and RL as a guidance tool more closely
as well. A recent line of work [263]], [264] has shown that language grounding and autonomous
skill acquisition can be decoupled, while still retaining the benefits of both language and large scale
autonomy. In a similar vein, [265]] shows the efficacy of using language as an abstraction tool for
hierarchical RL and relabeling. [266]], [267] show the ability of language agents to cooperatively
perform tasks using dialogue. And moving slightly away from language, [268]] shows the ability
for RL agents to interactively learn how to assist a human in performing its own tasks using a very
related set of techniques.

Unsupervised reinforcement learning has seen a huge increase in attention in recent times.
This has happened both from the lens of exploration [269] as well as representation learning
[270]-[272] Recent work [245], [273] has shown the ability for agents to learn even more complex
tasks unsupervised like the Humanoid, while also being efficient enough to apply to the real world.
In a different vein, [274] has shown the ability of agents to learn how to set goals and accomplish
them in a natural curriculum to solve complex robotics tasks with minimal human supervision.
Unsupervised learning techniques [270]-[272] have also seen a huge uptick in enabling vision
based RL in recent years.
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In Part I, we discussed how we can actually go about supervising real world RL systems,
providing them reward functions through data driven reward inference. Once we actually know the
right objectives to optimize, the next question becomes how do we actually go about exploring the
environment to collect the right data needed to optimize the RL objective in an efficient, safe and
directed manner. The exploration problem in RL has been studied in great detail and in its most
general form is extremely difficult to tackle in practical time-scales. Moreover, exploration in the
context of standard RL can be arbitrarily unsafe, expensive and damaging to the environment. This
is reasonable in video games or simulated domains, but the same cannot be said about domains like
a robot operating in someone’s home. In these cases, data has a limiting cost, which requires us
to think carefully about how to guide exploration to collect the right data in a safe, efficient and
practical way.

RL from scratch Large-Scale Imitation Learning
I 0 ]
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Human Effort :
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Autonomous
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Bootstrapping from small amount of prior data

Figure 7.1: Schematic illustration of the tradeoff between human effort and the cost of autonomous data collection in
RL

One way of moving from the hopelessly intractable, most general form of RL to a more tractable
problem formulation is to consider how a small amount of human provided data can significantly
bring down the cost of autonomous data collection. As seen from the schematic in Fig[7.1] a small
amount of human provided data can significantly offset how much autonomous data collection
costs, making it much more well directed, safe as well as efficient. In this part, we largely explore
this problem statement - we hope to understand how a small amount of (potentially suboptimal)
human provided data can bootstrap the process of reinforcement learning, encouraging safe, directed
and efficient data collection. In doing so, we show that we can go significantly beyond the types
of tasks that were possible before, and solve much more complicated problems in practical time
frames. In particular, in Section 10 we discuss an on-policy RL algorithm to bootstrap RL with
human demonstrations, followed by it’s application to real world robotics problems in Section 11.
In Section 12, we then discuss how to extend this paradigm to solve long horizon manipulation
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tasks. In Section 13, we show how this process can be made much more efficient using off-policy
reinforcement learning algorithms and show how this results in efficient real world training as well.
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Chapter 8

Bootstrapping On-Policy Reinforcement
Learning with Human Demonstrations

As discussed in chapter 9, bootstrapping RL from prior data can provide more efficient, safer and
more directed data collection for learning complex tasks. To this end, we develop a novel algorithm
for bootstrapping RL from human provided demonstration data, and show this actually enables us
to solve significantly more challenging dexterous manipulation tasks than was previously thought to
be possible. While the discussion in this chapter is largely limited to simulation, in the following
chapter we show how this algorithm can be implemented and trained on a real world hardware
system.

8.1 Why Does Complex Dexterous Manipulation Require
Demonstration Bootstrapped RL?

Multi-fingered dexterous manipulators are crucial for robots to function in human-centric environ-
ments, due to their versatility and potential to enable a large variety of contact-rich tasks, such as
in-hand manipulation, complex grasping, and tool use. However, this versatility comes at the price
of high dimensional observation and action spaces, complex and discontinuous contact patterns,
and under-actuation during non-prehensile manipulation. This makes dexterous manipulation with
multi-fingered hands a challenging problem.

Dexterous manipulation behaviors with multi-fingered hands have previously been obtained
using model-based trajectory optimization methods [275]], [276]]. However, these methods typically
rely on accurate dynamics models and state estimates, which are often difficult to obtain for contact
rich manipulation tasks, especially in the real world. Reinforcement learning provides a model
agnostic approach that circumvents these issues. Indeed, model-free methods have been used for
acquiring manipulation skills [35], [277], but so far have been limited to simpler behaviors with 2-3
finger hands or whole-arm manipulators, which do not capture the challenges of high-dimensional
multi-fingered hands.
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Figure 8.1: We demonstrate a wide range of dexterous manipulatio?l skills such as object relocation, in-hand manipulla-
tion, tool use, and opening doors using DRL methods. By augmenting with human demonstrations, policies can be
trained in the equivalent of a few real-world robot hours.

DRL research has made significant progress in improving performance on standardized bench-
mark tasks, such as the OpenAl gym benchmarks [29]]. However, the current benchmarks are
typically quite limited both in the dimensionality of the tasks and the complexity of the interactions.
Indeed, recent work has shown that simple linear policies are capable of solving many of the widely
studied benchmark tasks [20]]. Thus, before we can develop DRL methods suitable for dexterous
manipulation with robotic hands, we must set up a suite of manipulation tasks that exercise the
properties that are most crucial for real-world hands: high dimensionality, rich interactions with
objects and tools, and sufficient task variety. To that end, we begin by proposing a set of 4 dexterous
manipulation tasks in simulation, which are illustrated in Figure 1. These tasks are representative of
the type of tasks we expect robots to be proficient at: grasping and moving objects, in-hand manipu-
lation, and tool usage among others. Using these representative tasks, we study how DRL can enable
learning of dexterous manipulation skills. Code, models, and videos accompanying this work can be
found at: http://sites.google.com/view/deeprl—-dexterous—manipulation

We find that existing RL algorithms can indeed solve these dexterous manipulation tasks, but
require significant manual effort in reward shaping. In addition, the sample complexity of these
methods is very poor, thus making real world training infeasible, and the resulting policies exhibit
idiosyncratic strategies and poor robustness. To overcome this challenge, we propose to augment the
policy search process with a small number of human demonstrations collected in virtual reality (VR).
In particular, we find that pre-training a policy with behavior cloning, and subsequent fine-tuning
with policy gradient along with an augmented loss to stay close to the demonstrations, dramatically
reduces the sample complexity, enabling training within the equivalent of a few real-world robot
hours. The use of human demonstrations also provides additional desirable qualities such as human-
like smooth behaviors and robustness to variations in the environment. Although success remains to
be demonstrated on hardware, our results in this work indicate that DRL methods when augmented
with demonstrations are a viable option for real-world learning of dexterous manipulation skills.
Our contributions are:

e We demonstrate, in simulation, dexterous manipulation with high-dimensional human-like
five-finger hands using model-free DRL. To our knowledge, this is the first empirical result
that demonstrates model-free learning of tasks of this complexity.

e We show that with a small number of human demonstrations, the sample complexity can be
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reduced dramatically and brought to levels which can be executed on physical systems.

e We also find that policies trained with demonstrations are more human-like as well as robust
to variations in the environment. We attribute this to human priors in the demonstrations
which bias the learning towards more robust strategies.

e We propose a set of dexterous hand manipulation tasks, which would be of interest to
researchers at the intersection of robotic manipulation and machine learning.

8.2 Related Work

Manipulation with dexterous hands represents one of the most complex and challenging motor
control tasks carried out by humans, and replicating this behavior on robotic systems has proven
extremely difficult. Aside from the technical challenges of constructing multi-fingered dexterous
hands, control of these manipulators has turned out to be exceedingly challenging. Many of the
past successes in dexterous manipulation have focused either on designing hands that mechanically
simplify the control problem [278], [279], at the expense of reduced flexibility, or on acquiring
controllers for relatively simple behaviors such as grasping [280] or rolling objects in the fin-
gers [277], often with low degree of freedom manipulators. Our work explores how a combination
of DRL and demonstration can enable dexterous manipulation with high-dimensional human-like
five-finger hands [281]], [282], controlled at the level of individual joints. We do not aim to simplify
the morphology, and explore highly complex tasks that involve tool use and object manipulation.
Although our experiments are in simulation, they suggest that DRL might in the future serve as a
powerful tool to enable much more complex dexterous manipulation skills with complex hands.

Model-based trajectory optimization : Model-based trajectory optimization methods [275],
[276]], [283]] have demonstrated impressive results in simulated domains, particularly when the
dynamics can be adjusted or relaxed to make them more tractable (as, e.g., in computer animation).
Unfortunately, such approaches struggle to translate to real-world manipulation since prespecifying
or learning complex models on real world systems with significant contact dynamics is very difficult.
Although our evaluation is also in simulation, our algorithms do not make any assumption about
the structure of the dynamics model, requiring only the ability to generate sample trajectories. Our
approach can be executed with minimal modification on real hardware, with the limitation primarily
being the number of real-world samples required. As we will show, this can be reduced significantly
with a small number of demonstrations, suggesting the possibility of performing learning directly in
the real world.

Model-free reinforcement learning Model-free RL methods [284], [285]] and versions with deep
function approximators [90], [286] do not require a model of the dynamics, and instead optimize the
policy directly. However, their primary drawback is the requirement for a large number of real-world
samples. Some methods like POWER overcome this limitation through the use of simple policy
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representations such as DMPs and demonstrate impressive results [287], [288]. However, more
complex representations may be needed in general for more complex tasks and to incorporate rich
sensory information. More recently, RL methods with rich neural network function approximators
have been studied in the context of basic manipulation tasks with 7-10 DoF manipulators, and have
proposed a variety of ways to deal with the sample complexity. Prior work has demonstrated model-
free RL in the real world with simulated pre-training [289]] and parallelized data collection [35] for
lower-dimensional whole-arm manipulation tasks. Our work builds towards model-free DRL on
anthropomorphic hands, by showing that we can reduce sample complexity of learning to practical
levels with a small number of human demonstrations. Prior work has demonstrated learning of
simpler manipulation tasks like twirling a cylinder with a similar morphology [290] using guided
policy search [31], and extended this approach to also incorporate demonstrations [291]. However,
the specific tasks we demonstrate are substantially more complex featuring a large number of contact
points and tool use, as detailed in Section[9.3]

Imitation learning In imitation learning, demonstrations of successful behavior are used to train
policies that imitate the expert providing these successful trajectories [64]]. A simple approach to
imitation learning is behavior cloning (BC), which learns a policy through supervised learning
to mimic the demonstrations. Although BC has been applied successfully in some instances like
autonomous driving [292]], it suffers from problems related to distribution drift [[175]. Furthermore,
pure imitation learning methods cannot exceed the capabilities of the demonstrator since they lack a
notion of task performance. In this work, we do not just perform imitation learning, but instead
use imitation learning to bootstrap the process of reinforcement learning. The bootstrapping helps
to overcome exploration challenges, while RL fine-tuning allows the policy to improve based on
actual task objective.

Combining RL with demonstrations Methods based on dynamic movement primitives (DMPs) [67]],
[287], [293]], [294] have been used to effectively combine demonstrations and RL to enable faster
learning. Several of these methods use trajectory-centric policy representations, which although
well suited for imitation, do not enable feedback on rich sensory inputs. Although such methods
have been applied to some dexterous manipulation tasks [277], the tasks are comparatively simpler
than those illustrated in our work. Using expressive function approximators allow for complex,
nonlinear ways to use sensory feedback, making them well-suited to dexterous manipulation.

In recent work, demonstrations have been used for pre-training a Q-function by minimizing TD
error [295]]. Additionally demonstrations have been used to guide exploration through reward/policy
shaping but these are often rule-based or work on discrete spaces making them difficult to apply to
high dimensional dexterous manipulation [296]—[298]]. The work most closely related to ours is
DDPGID [299]], where demonstrations are incorporated into DDPG [286] by adding them to the
replay buffer. This presents a natural and elegant way to combine demonstrations with an off-policy
RL method. In concurrent work [300], this approach was combined with hindsight experience
replay [119]. The method we propose in this work bootstraps the policy using behavior cloning,
and combines demonstrations with an on-policy policy gradient method. Off-policy methods, when
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Figure 8.2: Object relocation — move the blue ball to the green target. Positions of the ball and target are randomized
over the entire workspace. Task is considered successful when the object is within epsilon-ball of the target.
successful, tend to be more sample efficient, but are generally more unstable [247], [301]. On-policy
methods on the other hands are more stable, and scale well to high dimensional spaces [247]. Our
experimental results indicate that with the incorporation of demonstrations, the sample complexity
of on-policy methods can be dramatically reduced, while retaining their stability and robustness.
Indeed, the method we propose significantly outperforms DDPGfD. Concurrent works with this
paper have also proposed to integrate demonstrations into reward functions [302]], and there have
been attempts to learn with imperfect demonstrations [303]]. Overall, we note that the general idea
of bootstrapping RL with supervised training is not new. However, the extent to which it helps with
learning of complex dexterous manipulation skills is surprising and far from obvious.

8.3 Dexterous Manipulation Tasks

The real world presents a plethora of interesting and important manipulation tasks. While solving
individual tasks via custom manipulators in a controlled setting has led to success in industrial
automation, this is less feasible in an unstructured settings like the home. Our goal is to pick
a minimal task-set that captures the technical challenges representative of the real world. We
present four classes of tasks - object relocation, in-hand manipulation, tool use, and manipulating
environmental props (such as doors). Each class exhibits distinctive technical challenges, and
represent a large fraction of tasks required for proliferation of robot assistance in daily activities —
thus being potentially interesting to researchers at the intersection of robotics and machine learning.
All our task environments expose hand (joint angles), object (position and orientation), and target
(position and orientation) details as observations, expect desired position of hand joints as actions,
and provides an oracle to evaluate success. We now describe the four classes in light of the technical
challenges they present.

Tasks
Object relocation (Figure 8.2)

Object relocation is a major class of problems in dexterous manipulation, where an object is
picked up and moved to a target location. The principal challenge here from an RL perspective is
exploration, since in order to achieve success, the hand has to reach the object, grasp it, and take it
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Figure 8.3: In-hand manipulation — reposition the blue pen to match the orientation of the green target. The base of the
hand is fixed. The target is randomized to cover all configurations. Task is considered successful when the orientations
match within tolerance.

Figure 8.4: Door opening — undo the latch and swing the door open. The latch has significant dry friction and a bias
torque that forces the door to stay closed. Agent leverages environmental interaction to develop the understanding
of the latch as no information about the latch is explicitly provided. The position of the door is randomized. Task is
considered complete when the door touches the door stopper at the other end.

Figure 8.5: Tool use — pick up and hammer with significant force to drive the nail into the board. Nail position is
randomized and has dry friction capable of absorbing up to 15N force. Task is successful when the entire length of the
nail is inside the board.

to the target position — a feat that is very hard to accomplish without priors in the form of shaped
rewards or demonstrations.

In-hand Manipulation — Repositioning a pen (Figure 8.3)

In hand-manipulation maneuvers like re-grasping, re-positioning, twirling objects etc. involve
leveraging the dexterity of a high DOF manipulator to effectively navigate a difficult landscape
filled with constraints and discontinuities imposed by joint limits and frequently changing contacts.
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Due to the large number of contacts, conventional model-based approaches which rely on accurate
estimates of gradients through the dynamics model struggle in these problem settings. The major
challenge in these tasks is representing the complex solutions needed for different maneuvers.
For these reason, sampling based DRL methods with rich neural network function approximators
are particularly well suited for this class of problems. Previous work on in-hand manipulation
with RL [290] has considered simpler tasks such as twirling a cylinder, but our tasks involve
omni-directional repositioning which involves significantly more contact use. Collecting human
demonstrations for this task was challenging due to lack of tactile feedback in VR. Instead, to
illustrate the effectiveness of our proposed algorithms, we used a computational expert trained using
RL on a well shaped reward for many iterations. This expert serves to give demonstrations which
are used to speed up training from scratch.

Manipulating Environmental Props (Figure §8.4)

Real-world robotic agents will require constant interaction and manipulation in human-centric
environments. Tasks in this class involve modification of the environment itself - opening drawers
for fetching, moving furniture for cleaning, etc. The solution is often multi-step with hidden
subgoals (e.g undo latch before opening doors), and lies on a narrow constrained manifold shaped
primarily by the inertial properties and the under actuated dynamics of the environment.

Tool Use - Hammer (Figure

Humans use tools such as hammers, levers, etc. to augment their capabilities. These tasks involve
co-ordination between the fingers and the arm to apply the tool correctly. Unlike object relocation,
the goal in this class of tasks is to use the tool as opposed to just relocating it. Not all successful grasp
leads to effective tool use. Effective tool use requires multiple steps involving grasp reconfiguration
and careful motor co-ordination in order to impart the required forces. In addition, effective
strategies needs to exhibit robust behaviors in order to counter and recover from destabilizing
responses from the environment.

Further details about all the tasks, including detailed shaped reward functions, physics pa-
rameters etc. are available in the project website: http://sites.google.com/view/
deeprl-dexterous—-manipulation.

Experimental setup

To accomplish the tasks laid out above, we use a high degree of freedom dexterous manipulator and
a virtual reality demonstration system which we describe below.

ADROIT hand

We use a simulated analogue of a highly dexterous manipulator — ADROIT [281], which is a
24-DoF anthropomorphic platform designed for addressing challenges in dynamic and dexterous
manipulation [276], [290]. The first, middle, and ring fingers have 4 DoF. Little finger and thumb
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have 5 DoF, while the wrist has 2 DoF. Each DoF is actuated using position control and is equipped
with a joint angle sensor (Figure [8.6).

Simulator

Our experimental setup uses the MuJoCo physics simulator [91]]. The stable contact dynamics of
MuJoCo [304] makes it well suited for contact rich hand manipulation tasks. The kinematics, the
dynamics, and the sensing details of the physical hardware were carefully modeled to encourage
physical realism. In addition to dry friction in the joints, all hand-object contacts have planar friction.
Object-fingertip contacts support torsion and rolling friction. Though the simulation supports tactile
feedback, we do not use it in this work for simplicity, but expect that its use will likely improve the
performance.

Figure 8.6: 24 degree of freedom ADROIT hand. The blue arrows mark the position of the joints and corresponding
position actuator.

Demonstrations

Accurate demonstrations data are required to help accelerate various learning algorithms. Standard
methods like kinesthetic teaching are impractical with complex systems like ones we study in this
work. We use an updated version of the Mujoco HAPTIX system [305]]. The system uses the
CyberGlove III system for recording the fingers, HTC vive tracker for tracking the base of the hand
and HTC vive headset for stereoscopic visualization. This moves the process of demonstration data
collection from the real world to virtual reality, allowing for several high fidelity demonstrations
for tasks involving large number of contacts and dynamic phenomena such as rolling, sliding,
stick-slip, deformations and soft contacts. Since the demonstrations are provided in simulation,
physically consistent details of the movements can be easily recorded. We gathered 25 successful
demonstrations for all our tasks (with task randomization as outlined in captions of Figure [8.2]
[8.3] [8.5] and [8.4), with each demonstration consisting of the state-action trajectories needed to
perform the task in simulation. To combat distribution drift, a small amount of noise (uniform
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random [—0.1,0.1] radians) is added to the actuators per timestep so that the policy can better
capture relevant statistics about the data.

8.4 Demo Augmented Policy Gradient (DAPG)

In this work, we use a combination of RL and imitation learning to solve complex dexterous
manipulation problems. To reduce sample complexity and help with exploration, we collect a few
expert demonstrations using the VR system described in Section [8.3] and incorporate these into the
RL process. We first present the base RL algorithm we use for learning, and finally describe our
procedure to incorporate demonstrations. The preliminaries and notation we use is the same one
introduced in Chapter 1.

Natural Policy Gradient

In this work, we primarily consider policy gradient methods, which are a class of model-free
RL methods. In policy gradient methods, the parameters of the policy are directly optimized to
maximize the objective, n(f), using local search methods such as gradient ascent. In particular, for
this work we consider the NPG algorithm [20], [306], [307]. First, NPG computes the vanilla policy
gradient, or REINFORCE [19] gradient:

N T
1 . . A~ . .
9= D0 Vilogmy(als)) Av(si, ai, ). ®.1)

i=1 t=1

Secondly, it pre-conditions this gradient with the (inverse of) Fisher Information Matrix [306]], [308]]
computed as:

N
EFy = NT ZZI Vg log me(ay|sy) Vg log Wg(aﬂsf;)T, (8.2)

and finally makes the following normalized gradient ascent update [20]], [90], [307]:

)
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where 9 is the step size choice. A number of pre-conditioned policy gradient methods have been
developed in literature [18]], [20], [90], [306], [307], [309], [310] and in principle any of them could
be used. Our implementation of NPG for the experiments is based on Rajeswaran et al. [20].

Augmenting RL with demonstrations

Although NPG with an appropriately shaped reward can somewhat solve the tasks we consider,
there are several challenges which necessitate the incorporations of demonstrations to improve RL:
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1. RL is only able to solve the tasks we consider with careful, laborious task reward shaping.

2. While RL eventually solves the task with appropriate shaping, it requires an impractical
number of samples to learn - in the order of a 100 hours for some tasks.

3. The behaviors learned by pure RL have unnatural appearance, are noisy and are not as robust
to environmental variations.

Combining demonstrations with RL can help combat all of these issues. Demonstrations
help alleviate the need for laborious reward shaping, help guide exploration and decrease sample
complexity of RL, while also helping produce robust and natural looking behaviors. We propose
the demonstration augmented policy gradient (DAPG) method which incorporates demonstrations
into policy gradients in two ways:

Pretraining with behavior cloning

Policy gradient methods typically perform exploration by utilizing the stochasticity of the action
distribution defined by the policy itself. If the policy is not initialized well, the learning process could
be very slow with the algorithm exploring state-action spaces that are not task relevant. To combat
this, we use behavior cloning (BC) [58], [292] to provide an informed policy initialization that
efficiently guides exploration. Use of demonstrations circumvents the need for reward shaping often
used to guide exploration. This idea of pretraining with demonstrations has been used successfully in
prior work [67]], and we show that this can dramatically reduce the sample complexity for dexterous
manipulation tasks as well. BC corresponds to solving the following maximum-likelihood problem:

maximize Z Inmp(als). (8.4)
(s,a)€pp
The optimizer of the above objective, called the behavior cloned policy, attempts to mimic the actions
taken in the demonstrations at states visited in the demonstrations. In practice, behavior cloning
does not guarantee that the cloned policy will be effective, due to the distributional shift between
the demonstrated states and the policy’s own states [[175]. Indeed, we observed experimentally that
the cloned policies themselves were usually not successful.

RL fine-tuning with augmented loss

Though behavior cloning provides a good initialization for RL, it does not optimally use the
information present in the demonstration data. Different parts of the demonstration data are useful in
different stages of learning, especially for tasks involving a sequence of behaviors. For example, the
hammering task requires behaviors such as reaching, grasping, and hammering. Behavior cloning
by itself cannot learn a policy that exhibits all these behaviors in the correct sequence with limited
data. The result is that behavior cloning produces a policy that can often pick up the hammer but
seldom swing it close to the nail. The demonstration data contains valuable information on how to
hit the nail, but is lost when the data is used only for initialization. Once RL has learned to pick up
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Figure 8.7: Performance of pure RL methods — NPG and DDPG, with sparse task completion reward and shaped reward.
Sparse reward setting is primarily ineffective in solving our task set (expect in-hand manipulation). In corporation of
human priors in-terms of reward shaping helps NPG get off the ground, but DDPG sill struggles to find success.
the hammer properly, we should use the demonstration data to provide guidance on how to hit the
nail. To capture all information present in the demonstration data, we add an additional term to the
gradient:

Jaug = Y _ Volnmy(als)A™(s,a)+

(s,a)€px

Z Volnmg(als)w(s,a).

(s;a)€pp

(8.5)

Here p,. represents the dataset obtained by executing policy 7 on the MDP, and w(s,a) is a
weighting function. This augmented gradient is then used in eq. (4) to perform a co-variant update.
If w(s,a) = 0V(s,a), then we recover the policy gradient in eq. (2). If w(s,a) = ¢ ¥(s,a),
with sufficiently large c, it reduces to behavior cloning, as in eq. (5). However, we wish to
use both imitation and reinforcement learning, so we require an alternate weighting function.
The analysis in [311] suggests that eq. (2) is also valid for mixture trajectory distributions of
the form p = ap, + (1 — a)pp. Thus, a natural choice for the weighting function would be
w(s,a) = A™(s,a) ¥(s,a) € pp. However, it is not possible to compute this quantity without
additional rollouts or assumptions [312]. Thus, we use the heuristic weighting scheme:

w(s,a) = Ao)\lf( /m,z)ié( A”(S/’a/) V(S,(l) € pPp,
s’,a' ) epr

where )y and \; are hyperparameters, and k is the iteration counter. The decay of the weighting
term via \} is motivated by the premise that initially the actions suggested by the demonstrations
are at least as good as the actions produced by the policy. However, towards the end when the
policy is comparable in performance to the demonstrations, we do not wish to bias the gradient.
Thus, we asymptotically decay the auxiliary objective. We empirically find that the performance of
the algorithm is not very sensitive to the choice of these hyperparameters. For all the experiments,
Ao = 0.1 and \; = 0.95 was used.

8.5 Results and Discussion

Our results study how RL methods can learn dexterous manipulation skills, comparing several recent
algorithms and reward conditions. First, we evaluate the capabilities of RL algorithms to learn
dexterous manipulation behaviors from scratch on the tasks outlined in Section III. Subsequently,
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we demonstrate the benefits of incorporating human demonstrations with regard to faster learning,
increased robustness of trained policies, and ability to cope with sparse task completion rewards.

Reinforcement Learning from Scratch

We aim to address the following questions in this experimental evaluation:

1. Can existing RL methods cope with the challenges presented by the high dimensional dexter-
ous manipulation tasks?

2. Do the resulting policies exhibit desirable properties like robustness to variations in the
environment?

3. Are the resulting movements safe for execution on physical hardware, and are elegant/nimble/human-
like?

Figure 8.8: Unnatural movements observed in the execution trace of behavior trained with pure reinforcement leaning.
From left to right: (a) unnatural, socially unacceptable, finger position during pick up. (b/c) unnatural grasp for hammer
(d) unnatural use of wrist for unlatching the door.

In order to benchmark the capabilities of DRL with regard to the dexterous manipulation tasks
outlined in Section[9.3] we evaluate the NPG algorithm described briefly in Section V, and the DDPG
algorithm [286]], which has recently been used in a number of robotic manipulation scenarios [35],
[299], [300]. Both of these methods have demonstrated state of the art results in popular DRL
continuous control benchmarks, and hence serve as a good representative set. We score the different
methods based on the percentage of successful trajectories the trained policies can generate, using a
sample size of 100 trajectories. We find that with sparse task completion reward signals, the policies
with random exploration never experience success (except in the in-hand task) and hence do not
learn.

In order to enable these algorithms to learn, we incorporate human priors on how to accomplish
the task through careful reward shaping. With the shaped rewards, we find that NPG is indeed able
to achieve high success percentage on these tasks (Figure [8.7), while DDPG was unable to learn
successful policies despite considerable hyperparameter tuning. DDPG can be very sample efficient,
but is known to be very sensitive to hyperparameters and random seeds [301]], which may explain
the difficulty of scaling it to complex, high-dimensional tasks like dexterous manipulation.
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Table 8.1: Sample and robot time complexity of DAPG (ours) compared to RL (Natural Policy Gradient) from scratch
with shaped (sh) and sparse task completion reward (sp). NV is the number of RL iterations needed to achieve 90%
success rate, Hours represent the robot hours needed to learn the task. Each iteration is 200 trajectories of length 2
seconds each.

Method | DAPG (sp) |RL (sh) |RL  (sp)

Task ‘ N Hours ‘ N Hours ‘ N Hours
Relocation | 52 5.77 880 98 00 0
Hammer 55 6.1 448 50 00 00
Door 42 4.67 146 16.2 00 00
Pen 30 3.33 864 96 2900 322

Although incorporation of human knowledge via reward shaping is helpful, the resulting policies:
(a) often exhibit unnatural looking behaviors, and (b) are too sample inefficient to be useful for
training on the physical hardware. While it is hard to mathematically quantify the quality of
generated behaviors, Figure [8.8] and the accompanying video clearly demonstrate that the learned
policies produce behaviors that are erratic and not human-like. Such unnatural behaviors are
indeed quite prevalent in the recent DRL results [[313]]. Furthermore, we take the additional step of
analyzing the robustness of these policies to variations in environments that were not experienced
during training. To do so, we take into account the policy trained for the object relocation task and
vary the mass and size of the object that has to be relocated. We find that the policies tend to over-fit
to the specific objects they were trained to manipulate and is unable to cope with variations in the
environment as seen in Figure 9.16]

We attribute the artifacts and brittleness outlined above to the way in which human priors are
incorporated into the policy search process. The mental models of solution strategies that humans
have for these tasks are indeed quite robust. However it is challenging to distill this mental model
or intuition into a mathematical reward function. As we will show in the next section, using a data
driven approach to incorporate human priors, in the form of demonstrations, alleviates these issues
to a significant extent.

Reinforcement Learning with Demonstrations
In this section we aim to study the following questions:
1. Does incorporating demonstrations via DAPG reduce the learning time to practical timescales?

2. How does DAPG compare to other model-free methods that incorporate demonstrations, such
as DDPGfD [299]?

3. Does DAPG acquire robust and human-looking behaviors without reward shaping?

We employ the DAPG algorithm in Section [8.4]on the set of hand tasks and compare with the
recently proposed DDPGfD method [299]]. DDPGD builds on top of the DDPG algorithm, and
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Figure 8.9: Robustness of trained policies to variations in the environment. The top two figures are trained on a single
instance of the environment (indicated by the star) and then tested on different variants of the environment. The policy
trained with DAPG is more robust, likely due to the intrinsic robustness of the human strategies which are captured
through use of demonstrations. We also see that RL from scratch is unable to learn when the diversity of the environment
is increased (bottom left) while DAPG is able to learn and produces even more robust policies.
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Figure 8.10: Performance of RL with demonstrations methods — DAPG(ours) and DDPGfD. DAPG significantly
outperforms DDPGfD
incorporates demonstrations to bootstrap learning by: (1) Adding demonstrations to the replay
buffer; (2) Using prioritzed experience replay; (3) Using n-step returns; (4) Adding regularizations
to the policy and critic networks. Overall, DDPGfD has proven effective on arm manipulation tasks
with sparse rewards in prior work, and we compare performance of DAPG against DDPGfD on our
dexterous manipulation tasks.

For this section of the evaluation we use only sparse task completion rewards, since we are

0
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using demonstrations. With the use of demonstrations, we expect the algorithms to implicitly learn
the human priors on how to accomplish the task. Figure [8.10] presents the comparison between
the different algorithms. DAPG convincingly outperforms DDPGfD in all the tasks well before
DDPG{D even starts showing signs of progress. Furthermore, DAPG is able to train policies for
these complex tasks in under a few robot hours Table In particular, for the object relocation
task, DAPG is able to train policies almost 30 times faster compared to learning from scratch. This
indicates that RL methods in conjunction with demonstrations, and in particular DAPG, are viable
approaches for real world training of dexterous manipulation tasks.

When analyzing the robustness of trained policies to variations in the environment, we find
that policies trained with DAPG are significantly more robust compared to the policies trained
with shaped rewards (Figure [9.16). Furthermore, a detail that can be well appreciated in the
accompanying video is the human-like motions generated by the policy. The policies trained with
DAPG better capture the human priors from the demonstrations, and generate policies that are more
robust and exhibit qualities that are inherently expected but hard to mathematically specify.

In our final experiment, we also explore how robustness can be further improved by training on
a distribution (ensemble) of training environments, where each environment differs in terms of the
physical properties of the manipulated object (its size and mass). By training policies to succeed
on the entire ensemble, we can acquire policies that are explicitly trained for robustness, similar in
spirit to previously proposed model ensemble methods [314], [315]. Interestingly, we observe that
for difficult control problems like high dimensional dexterous manipulation, RL from scratch with
shaped rewards is unable to learn a robust policy for a diverse ensemble of environments in a time
frame comparable to the time it takes to master a single instance of the task. On the other hand,
DAPG is still able to succeed in this setting and generates even more robust policies, as shown in

Figure .16

8.6 Conclusion

In this work, we developed a set of manipulation tasks representative of the types of tasks we
encounter in everyday life. The tasks involve the control of a 24-DoF five-fingered hand. We also
propose a method, DAPG, for incorporating demonstrations into policy gradient methods. Our
empirical results compare model-free RL from scratch using two state-of-the-art DRL methods,
DDPG and NPG, as well their demonstration-based counterparts, DDPGfD and our DAPG algo-
rithm. We find that NPG is able to solve these tasks, but only after significant manual reward
shaping. Furthermore, the policies learned under these shaped rewards are not robust, and produce
idiosyncratic and unnatural motions. After incorporating human demonstrations, we find that our
DAPG algorithm acquires policies that not only exhibit more human-like motion, but are also
substantially more robust. Furthermore, we find that DAPG can be up to 30x more sample efficient
than RL from scratch with shaped rewards. In the following chapter, we show how DAPG can be
easily applied to train dexterous manipulation tasks on real hardware.
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Chapter 9

Applying Bootstrapped On-Policy RL to
Real World Robotic Systems

In the previous chapter, we introduced a novel on-policy reinforcement learning algorithm that is
able to bootstrap from human demonstrations to solve much more complex tasks than previously
possible in simulation, through a combination of reinforcement learning and imitation learning. In
this chapter, we discuss how this algorithm can be applied to real world dexterous manipulation
tasks, solving complex problems relatively quickly in the real world with a 3 fingered robotic hand.

9.1 Contributions

= ' ‘ ! \ A\ L\
Figure 9.1: We demonstrate that DRL can learn a wide range of dexterous manipulation skills with multi-fingered
hands, such as opening door with flexible handle, rotating a cross-shaped valve, and rotating the same valve but with a
deformable foam handle, which presents an additional physical challenge, and box flipping.

In this work, we study how the model-free RL techniques we discussed in Chapter 8 can be
scaled up to learn a variety of manipulation behaviors with multi-fingered hands directly in the real
world, using general-purpose neural network policy representations and without manual controller
or policy class design. We conduct our experiments with low cost multi-fingered manipulators,
and show results on tasks such as rotating a valve, flipping a block vertically, and door opening.
Somewhat surprisingly, we find that successful neural network controllers for each of these tasks
can be trained directly in the real world in about 4-7 hours for most tasks.
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We also show that we can further accelerate the learning process by incorporating a small
number of human demonstrations, building on the recently proposed DAPG [95]] algorithm. Using
20 demonstrations obtained through kinesthetic teaching, the learning time can be brought down
to around 2 — 3 hours which corresponds to a 2x speedup. Together, these results establish that
model-free deep RL and demonstration-driven acceleration provide a viable approach for real-world
learning of diverse manipulation skills.

The main contribution of this work is to demonstrate that model-free deep reinforcement learning
can learn contact rich manipulation behaviors directly for low-cost multi-fingered hands directly
in the real world. We demonstrate this on two different low cost robotic hands, manipulating both
rigid and deformable objects, and performing three distinct tasks. We further demonstrate that a
small number of demonstrations can accelerate learning, and analyze a number of design choices
and performance parameters.

9.2 Hardware Setup

In order to demonstrate the generalizable na-
ture of the model-free deep RL algorithms, we
consider two different hardware platforms: a
custom built 3 fingered hand, referred to as the
Dynamixel claw (Dclaw), and a 4 fingered Alle-
gro hand. Both hands are relatively cheap, espe-
cially the Dclaw, which costs under $2, 500 to
build. For several experiments, we also mounted
the hands on a Sawyer robot arm to allow for a
larger workspace.

Figure 9.2: Left: 3 finger Dynamixel claw. Right: 4 finger
anthropomorphic Allegro hand

Dynamixel Claw The Dynamixel claw (Dclaw)

is custom built using Dynamixel servo motors.

It is a powerful, low latency, position controlled 9 DoF manipulator which costs under $2, 500
to construct. Dclaw is robust and is able to run up to 24 hours without intervention or hardware
damage.

Allegro Hand The Allegro hand is a 4 fingered anthropomorphic hand, with 16 degrees of
freedom, and can handle payloads of up to 5 kg. This hand uses DC motors for actuation and can be
either torque or position controlled using a low level PID. The Allegro hand costs on the order of
$15, 000.
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9.3 Tasks

While the approach we describe for learning dexterous manipulation is general and broadly applica-
ble, we consider three distinct tasks in our experimental evaluation - valve rotation, box flipping, and
door opening. These tasks involve challenging contact patterns and coordination, and are inspired by
everyday hand manipulations. We approach these problems using reinforcement learning, modeling
them as Markov decision processes (MDPs), which provide a generic mathematical abstraction
to model sequential decision making problems. The goal in reinforcement learning is to learn a
control policy which maximizes a user-provided reward function. This reward function is defined
independently for each of our tasks as described below.

Valve Rotation This task involves turning a valve or faucet to a target position. The fingers must
cooperatively push and move out of the way, posing an exploration challenge. Furthermore the
contact forces with the valve complicate the dynamics. For our task, the valve must be rotated from
0° to 180°.

W N T T
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The state space consists of all the joint angles of the hand, the current angle of rotation of the
valve [6yave], the distance to the goal angle [df], and the last action taken. The action space is joint
angles of the hand and the reward function is

r = —|d9| + 10 *H‘{|d9‘<0.1} + 50 *Hé{|d9\<0.05}
df := gvalve - egoal

We define a trajectory as a success if |df| < 20° for at least 20% of the trajectory.

Vertical box flipping This task involves rotating a rectangular box, which freely spins about its
long axis, from 0° to 180°. This task also involves learning alternating coordinated motions of the
fingers such that while the top finger is pushing, the bottom two move out of the way, and vice
versa.

The state space consists of all the joint angles of the hand, the current angle of rotation of the
box [fy0x], the distance in angle to the goal, and the last action taken. The action space consists of
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Figure 9.4: Illustration of box flipping
the joint angles of the hand and the reward function is

7= —|df| 4+ 10 * W jas<0.1y + 50 * W (1a0)<0.05}
df := ebox - ggoal

We define a trajectory as a success if |df| < 20° for at least 20% of the trajectory.

Door opening This task involves both the arm and the hand working in tandem to open a door.
The robot must learn to approach the door, grip the handle, and then pull backwards. This task has
more degrees of freedom given the additional arm, and involves the sequence of actions: going to
the door, gripping the door, and then pulling away.

Flgure 9.5: Opemng door with flexible handle

The state space is all the joint angles of the hand, the Cartesian position of the arm, the current
angle of the door, and last action taken. The action space is the position space of the hand and
horizontal position of the wrist of the arm. The reward function is provided as

( ) (xarm xdoor)
d9 0 door — eclosed

We define a trajectory as a success if at any point df > 30°.

Dynamixel Driven State Estimation

For these tasks, we solve both the problem of state estimation and resetting using a setup with
objects augmented with Dynamixel servo motors. These motors serve the dual purpose of resetting
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objects (such as the valve, box, or door) to their original positions and measuring the state of the
object (angle of rotation or position).

1 8 I"*’_-\

Figure 9.6: Dynamixel driven sensing and reset mechanisms. Left to Right: rigid valve, box, door.

9.4 Experimental Results and Analysis

The goal of our experiments is to empirically address the following research questions:

e Can model-free deep RL provide a practical means for learning various dexterous manipula-
tion behaviors directly in the real world?

e Can model-free deep RL algorithms learn on different hardware platforms and on different
physical setups?

e Can we accelerate the learning process using a small number of demonstrations obtained
through kinesthetic teaching?

e How do particular design choices of the reward function and actuation space affect learning?

To do so, we utilize the tasks in Section[9.3] Additional details can be found at the supplementary
website https://sites.google.com/view/deeprl-handmanipulation

Model-Free Deep RL

First, we explore the performance of model-free deep reinforcement learning on our suite of
hardware tasks. The learning progress is depicted in Fig[9.10]and also in the accompanying video.
We find that, somewhat surprisingly, model-free deep RL can acquire coherent manipulation skills
in the time scales of a few hours (7 hours for turning a valve, 4 hours to flip a box, 16 hours for
opening a door). These training times are evaluated once the deterministic policy achieves 100%
success rate over 10 evaluation rollouts, according to the success metrics defined in Section @
(Fig [0.15)). The algorithm is robust and did not require extensive hyperparameter optimization.


https://sites.google.com/view/deeprl-handmanipulation
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Figure 9.7: Visualization of Dclaw policy that has learned to turn a valve after 7 hours of training. The fingers learn to
alternately move in and out to turn the valve.

Figure 9.8: Visualization of Dclaw that has learned to flip a box after 4 hours of training. The Dclaw learns to extend its
bottom two fingers and push its top finger forwards, then lower its bottom two fingers while pushing downwards with
its top finger.

| o \« N \ ( l.\\ \ \ M\ \\ ey
Figure 9.9: Visualization of a policy that has learned to open a door after 16 hours of training. The robot learns to move
towards the door, grasp the deformable handle, and then pull the door open.
The only hyperparameter that was tuned was the initial variance of the policy for exploration. We
analyze specific design choices in the reward function and actuation scheme in Section[9.4]

We find that for the valve and the box flipping, the learning is able to monotonically improve
on the continuous reward signal, whereas for the door the learning is more challenging, given that
reward is only obtained when the door is actually opened. The agent has to consistently pull open
the door in order to see the reward, leading to the large spikes in learning as seen in Fig.

The learned finger gaits that we observe do have interesting coordination patterns. The tasks
require that the fingers move quickly and in a coordinated way so as to rotate the objects and
then move out of the way. This behavior can be appreciated in the accompanying video on the
supplementary website.
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Figure 9.10: Learning progress with model-free RL from scratch using the NPG algorithm. The policies reach 100%
average success rates after 7.4 hours for valve rotation and 4.1 hours for box flipping and 15.6 hours for door opening.

Learning on Different Hardware and Different Materials

Normalized Reward
o
(@)]

To illustrate the ability of model-free RL algorithms to be applied easily to new scenarios and robots,
we evaluated the valve task using the exact same deep RL algorithm with a different hand — the
4-fingered Allegro hand. This hand has 16 DoFs and is also anthropomorphic. We find that the
Allegro hand was able to learn this task, as illustrated in Fig.[9.13] in comparable time as the Dclaw.

Figure 9.11: The Allegro hand learns to rotate a valve 180°.

Both systems are able to quickly learn the right behavior with the same hyperparameters. While
morphology does indeed have an effect on rate of learning, we find that it is not a hindrance to
eventually learning the task. The easy adaptability of these algorithms is extremely important, since
we don’t need to construct an accurate simulation or model of each new robot, and can simply run
the same algorithm repeatedly to learn new behaviors.

Besides changing the robot’s morphology, we can also modify the object that is manipulated.
We evaluate whether model-free RL algorithms can be effective at learning with a different valve
material, such as soft foam (Fig.[9.12)). The contact dynamics with such a deformable material are
hard to simulate and the hand can deform the valve in many different directions, making the actual
manipulation task challenging. We see that model-free RL is able to learn manipulation with the
foam valve effectively, even generating behaviors that exploit the deformable structure of the object.
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Figure 9.12: DClaw learns to rotate a foam valve despite its deformable structure. The claw learns to focus its
manipulation on the center of the valve where there is more rigidity.

Allegro Hand Valve Rotation DClaw Foam Valve Rotation
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Figure 9.13: Left: learning progress of Allegro hand rotating rigid screw. Right: learning progress of Dclaw rotating
the foam valve. The rewards have been normalized such that a random policy achieves score of 0 and the final trained
policy achieves a score of 1.

Accelerating Learning with Demonstrations

While we find that model-free deep RL is generally practical in the real world, the number of
samples can be further reduced by employing demonstrations. In order to understand the role of
demonstrations, we collected 20 demonstrations for each task via kinesthetic teaching.

These demonstrations are slow and suboptimal, but can still provide guidance for exploration
and help guide the learning process. With only a few demonstrations, we see that demonstration
augmented policy gradient (DAPG) can speed up learning significantly, dropping learning time by
2x (Fig[0.14). We record training times across tasks using the previously defined success metrics in
(Fig[0-T5).

The efficiency of DAPG comes from the fact that the behavior cloning initialization gives the
agent a rough idea of how to solve the task, and the augmented loss function guides learning through
several iterations. The behaviors learned are also more gentle and legible to humans than behaviors
learned via training from scratch, which is clearly displayed in the accompanying video.

To better understand the learned behaviors, we also evaluated the robustness of these behaviors
to variations in the initial position of the valve, and to noise injected into actions and observations

(Fig[0.16).
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Figure 9.14: Learning progress with training from scratch using NPG and using DAPG. The performances have been
normalized such that a random policy achieves a score of 0 and the best DAPG policy gets a score of 1.

Figure 9.15: Training Times Across Tasks [hrs]. Training time is determined using the success metrics defined in
Section I'V. A training run is complete once the deterministic policy achieves 100% success rate over 10 evaluation

rollouts.
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Figure 9.16: Plots showing robustness of DAPG vs learning from scratch for the valve rotation task. Left: Variation of
success with change in valve initial position (degrees). Right: Variation of success with x% uniformly random noise
injected into the observation and action space. DAPG is more robust with change in initial valve position, but is less
robust as we add more noise.
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We also considered collecting demonstrations from a wider range of initial configurations of the

environment, and using this wider demo set for DAPG. The demonstrations were collected with
T T

initial valve positions in the range [—7, T]. This paradigm also works well (Fig(9.17). Unsurprisingly,

47 4
it is not as effective as using a number of demonstrations in the same environment configuration,

but is still able to learn well. (Fig[0.14).

Simulation to Real World Transfer
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Figure 9.17: Training DClaw to turn a valve from Figure 9.18: Success rates using different sim2real
a single randomly sampled initial position between transfer strategies for valve turning with Dclaw. A: No
[—45°,45°]t0180°. DAPG was trained with 20 de- domain randomization. B: Randomization of position
mos that turned the valve from initial positions sam- control PID parameters and friction. C: Same as B,
pled uniformly at random between [—45°, 45°] to put also including the previous action as part of the
180°. state space.

Performance with Simulated Training

While the main goal of this work is to study how model-free RL can be used to learn complex
policies directly on real hardware, we also evaluated training in simulation and transfer, employing
randomization to allow for transfer [43]], [315]. This requires modeling the task in a simulator and
manually choosing the parameters to randomize.

We see in Fig. [0.18] that the randomization of PID parameters and friction is crucial for effective
transfer.

While simulation to real transfer enabled by randomization is an appealing option, especially
for fragile robots, it has a number of limitations. First, the resulting policies can end up being overly
conservative due to the randomization, a phenomenon that has been widely observed in the field of
robust control. Second, the particular choice of parameters to randomize is crucial for good results,
and insights from one task or problem domain may not transfer to others. Third, increasing the
amount of randomization results in more complex models tremendously increasing the training
time and required computational resources, as discussed in Section[4.2] Directly training in the
real world may be more efficient and lead to better policies. Finally, and perhaps most importantly,
an accurate simulator must be constructed manually, with each new task modeled by hand in the
simulation, which requires substantial time and expertise. For tasks such as valve rotation with the
foam valve or door opening with a soft handle, creating the simulation itself is very challenging.
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Design Choices

To understand the design choices needed to effectively train dexterous hand manipulation systems
with model-free RL, we analyzed different factors which contribute to learning. We performed this
analysis in simulation in order to choose the right schemes for real world training.

Choices of Action Space

The choice of actuation space often makes an impact on learning progress . For hand manipulation
it also greatly affects the smoothness, and hence sustainability, of the hardware. In our results, we
end up using position control since it induces the fewest vibrations and is easiest to learn with.

In order to better understand the rationale behind this, we consider a comparison between using
controlling position and torque controllers as well as their higher order derivatives. We compare the
vibrations induced by each of these control schemes by measuring the sum of the magnitudes of the
highest Fourier coefficients of sample trajectories (joint angles) induced by random trajectories.
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Figure 9.19: Left: Analysis of vibrations induced by different actuation schemes in simulation. Higher metric indicates
lower vibrations. We find that position control is able to induce significantly lower vibrations than torque control,
making it safer to run on hardware. Right: Analysis of rewards attained in simulation after training using the control
scheme on Dclaw valve rotating task.

We see that position control has the lowest vibration amongst all the choices of control schemes,
and is also able to achieve significantly better performance. This is likely because we are using a
stabilizing PID control at the low level to do position control which reduces the load on the learning
algorithm. We also see that it is harder to learn a policy when controlling higher order derivatives,
and that it is easier to learn with position control than with torque control.

Impact of Reward Function

We also investigated the effect of the reward function on learning progress. To provide some intuition
about the different choice of reward functions, we show a comparison between 3 different reward
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functions for learning. We evaluate learning progress for these three types of reward functions in
simulation, as a means for choosing an appropriate form of reward for real world training.

1. le—"e—egoang
2. rg =11 + 10 x Wy o1y + 50 % Ky <0.05)
3. T3:T2—||’UH2

We find that learning is most effective with
using either option 1 or 2, and is slower with a
control cost. The control cost ensures smoother
operation, but at the cost of efficiency in learn-
ing, since optimization of control penalties re-
sults in reduction of exploration. In real world
experiments we found that training without a
control cost still produced safe behaviors.

9.5 Discussion
and Future Work

In this work, we study real-world model-free
reinforcement learning as a means to learn com-
plex dexterous hand manipulation behaviors.

Comparison of Reward Functions
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Figure 9.20: Analysis of learning progress in simulation
with different reward functions.

We show that model-free deep RL algorithms can provide a practical, efficient, and general method
for learning with high dimensional multi-fingered hands. Model-free RL algorithms can easily
be applied to a variety of low-cost hands, and solve challenging tasks that are hard to simulate
accurately. This kind of generality and minimal manual engineering may be a key ingredient in
endowing robots with the kinds of large skill repertoires they need to be useful in open-world
environments such as homes, offices, and hospitals. We also show that the sample complexity of
model-free RL can be substantially reduced with suboptimal kinesthetic demonstrations, while also
improving the resulting motion quality. In the following chapter, we show that the paradigm of
DAPG can be extended with hierarchical policy representations to solve long horizon manipulation

problems.
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Chapter 10

Bootstrapping Hierarchical Reinforcement
Learning with Human Demonstrations for
Long Horizon Reasoning

In the previous two chapters, we introduced a novel algorithm for bootstrapping from human
demonstrations and showed the ability of this algorithm to solve complex dexterous manipulation
tasks both in simulation and in the real world. However, the tasks that are being solved are still
relatively short horizon, atomic tasks. Several tasks that we expect agents to perform in the real
world are long horizon tasks with multiple sub-steps, requiring temporally extended reasoning. In
this chapter we show that human data can also be used to enable agents to perform long horizon
behaviors, building on the ideas from DAPG with hierarchical policy representations and goal
conditioned reinforcement learning. We discuss the structure of this algorithm and show it’s ability
to solve complex long horizon tasks.

10.1 How Can Demonstration Bootstrapped RL Solve Long
Horizon Tasks?

Recent years have seen reinforcement learning (RL) successfully
applied to a number of robotics tasks such as in-hand manipula-
tion [290], grasping [316] and door opening [35]]. However, these
applications have been largely constrained to relatively simple short-
horizon skills. Hierarchical reinforcement learning (HRL) [317]
has been proposed as a potential solution that should scale to chal-
lenging long-horizon problems, by explicitly introducing temporal
abstraction. However, HRL methods have traditionally struggled
due to various practical challenges such as exploration [318]], skill
segmentation [319] and reward definition [232]. We can simplify
the above-mentioned problems by utilizing extra supervision in the

Figﬁre’ 10.1: RPL learns complex,
long-horizon manipulation tasks
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form of unstructured human demonstrations, in which case the question becomes: how should we
best use this kind of demonstration data to make it easier to solve long-horizon robotics tasks?

This question is one focus area of hierarchical imitation learning (HIL), where solutions [320],
[321] typically try to achieve two goals: i) learn a temporal task abstraction, and ii) discover a
meaningful segmentation of the demonstrations into subtasks. These methods have not traditionally
been tailored to further RL fine-tuning, making it challenging to apply them to a long-horizon
setting, where pure imitation is very likely to fail. To address this need, we devise a simple and
universally-applicable two-phase approach that in the first phase pre-trains hierarchical policies
using demonstrations such that they can be easily fine-tuned using RL during the second phase. In
contrast to HRL methods, our method takes advantage of unstructured demonstrations to bootstrap
further fine-tuning, and in contrast to conventional HIL methods, it does not focus on careful subtask
segmentation, making the method simple, general and very amenable to further reinforcement
fine-tuning. In particular, we show that we can develop an imitation and reinforcement learning
approach that while not necessarily perfect at imitation learning, is very amenable to improvement
via fine-tuning with reinforcement learning and that can be scaled to challenging long-horizon
manipulation tasks.

What are the advantages of using such an algorithm? First, the approach is very general, in that
it can be applied to any demonstration data, including easy to provide unsegmented, unstructured
and undifferentiated demonstrations of meaningful behaviors. Second, our method does not require
any explicit form of skill segmentation or subgoal definition, which otherwise would need to be
learned or explicitly provided. Lastly, and most importantly, since our method ensures that every
low-level trajectory is goal-conditioned (allowing for a simple reward specification) and of the
same, limited length, it is very amenable to reinforcement fine-tuning, which allows for continuous
policy improvement. We show that relay policy learning allows us to learn general, hierarchical,
goal-conditioned policies that can solve long-horizon manipulation tasks in a challenging kitchen
environment in simulation, while significantly outperforming hierarchical RL algorithms and
imitation learning algorithms.

10.2 Relationship to Prior Work

Typical solutions for solving temporally extended tasks have been proposed under the HRL frame-
work [317]. Solutions like the options framework [181], [319], HAM [322]], max-Q [323]], and
feudal networks [183]], [324] present promising algorithmic frameworks for HRL. A particularly
promising approach was proposed in [[325] and [[326], using goal conditioned policies at multiple
layers of hierarchy for RL. Nevertheless, these algorithms still suffer from challenges in exploration
and optimization (as also seen in our experimental comparison with [325]]), which have limited
their application to general robotic problems. In this work, we tackle these problems by using
additional supervision in the form of unstructured, unsegmented human demonstrations. Our work
builds on goal-conditioned RL [[118], [119]], [240], [327], which has been explored in the context of
reward-free learning [|30], learning with sparse rewards [119], large scale generalizable imitation
learning [249]], and hierarchical RL [[325]]. We build on this principle to devise a general-purpose
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imitation and RL algorithm that uses data relabeling and bi-level goal conditioned policies to learn
complex skills.

There has a been a number of hierarchical imitation learning (HIL) approaches [321]], [328]—
[331]] that typically focus on extracting transition segments from the demonstrations. These methods
aim to perform imitation learning by learning low-level primitives [321]], [331] or latent conditioned
policies [328] which meaningfully segment the demonstrations. Traditionally, these approaches
do not aim to and are not amenable to improving the learned primitives with subsequent RL,
which is necessary as we move towards multi-task, challenging long-horizon problems where pure
imitation might be insufficient. In this work, we specifically focus on utilizing both imitation and
RL, and devise a method that does not explicitly try to segment out individual primitives into
meaningful subtasks, but instead splits the demonstration data into fixed-length segments, amenable
to fine-tuning with reinforcement learning. This allows us to leverage relabeling across different
goals [118]], [119]], [240], [327]. We introduce a novel form of goal relabeling and demonstrate its
efficiency when applied to learning robust bi-level policies. A related idea is presented in [332],
where the authors assume that an expert provides labelled and segmented demonstrations at both
levels of the hierarchy, with an interactive expert for guiding RL. In contrast, we use a pool of
unlabelled demonstrations and apply our method to learn a policy to achieve various desired goals,
without needing interactive guidance or segmentation.

10.3 Relay Policy Learning

Relay Imitation Relay Reinforcement

Learning Fine-tuning
ﬁ ] Reward
h|..]. :

High level

Relay Data Relabeling

Unstructured Env

[

Action

Demos
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Figure 10.2: Relay policy learning: the algorithm starts with relabelling unstructured demonstrations at both the high
and the low level of the hierarchical policy and then uses them to perform relay imitation learning. This provides a good
policy initialization for subsequent relay reinforcement fine-tuning. We demonstrate that learning such simple goal-
conditioned policies at both levels from demonstrations using relay data relabeling, combined with relay reinforcement
fine-tuning allows us to learn complex manipulation tasks.

In this section, we describe our proposed relay policy learning (RPL) algorithm, which leverages
unstructured demonstrations and reinforcement learning to solve challenging long-horizon tasks.
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Our approach consists of two phases: relay imitation learning (RIL), followed by relay reinforcement
fine-tuning (RRF) described in Sec. [10.3| and [10.3] respectively. While RIL by itself is not able
to solve the most challenging tasks that we consider, it provides a very effective initialization for
fine-tuning.

Relay Policy Architecture

We first introduce our bi-level hierarchi-

cal policy architecture (shown in Fig[10.3), High level goal .

which enables us to leverage temporal ab- SIJJ 59

straction. This architecture consists of a 7

high-level goal-setting policy and a low- lwe g

level subgoal-conditioned policy, which so/ g —Ig—\

together generate an environment action S04 b ,

for a given state. The high-level policy a] 1 af 52 ay | si af s5| ag
74 (s,]s¢, sk takes the current state s; and a

long-term high-level goal s and produces [ e } [ e [ En [ e [ e [ e [ En }

a subgoal S; € S which is then ingested by Figure 10.3: Relay policy architecture: A high level goal setter
a low-level policy Wé(a‘sh 5;)- The low- 7, takes high level goal sh and sets goals s, for a lower level
level policy takes the current state s;, and policy 7y, which acts for a fixed time horizon before resampling
the subgoal slg commanded by the high- 5

level policy and outputs an action a;, which is executed in the environment.

Importantly, the goal setting policy 7 makes a decision every H time steps (set to 30 in our
experiments), with each of its subgoals being kept constant during that period for the low-level
policy, while the low-level policy Wfb operates at every single time-step. This provides temporal
abstraction, since the high level policy operates at a coarser resolution than the low-level policy.
This policy architecture, while inspired by goal-conditioned HRL algorithms [325]], requires a
novel learning algorithm to be applicable in the context of imitation learning, which we describe in
Sec. Given a high-level goal s}, 7/ samples a subgoal s., , which is passed to 7} to generate
action ag. For the subsequent H steps, the goal produced by 7 is kept fixed, while 7}, generates an
action a; at every time step.

Relay Imitation Learning

Our problem setting assumes access to a pool of unstructured, unlabeled “play" demonstrations
([249]) D, corresponding to demonstrations of meaningful activities provided by the user, without
any particular task in mind, e.g. opening cabinet doors, playing with different objects, or simply
tidying up the scene. We do not assume that this demonstration data actually accomplishes any of
the final task goals that we will need to solve at test-time, though we do need to assume that the
test-time goals come from the same distribution of goals as those accomplished in the demonstration
data. In order to take the most advantage of such data, we initialize our policy with our proposed
relay imitation learning (RIL) algorithm. RIL is a simple imitation learning procedure that builds
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Algorithm 8: Relay data relabeling for
- RIL low level
Algorithm 7: Relay Policy Learning Require: Demonstrations D = {7, 71, ...7n' }
Require: Unstructured pool of demonstrations 1: forn=1...N do
D:{TQ,Tl,...TN} 2: f()l‘tzl...tn do
1: Relabel goals in demonstration trajectories 3 for w =1...W; do
using Algorithm 8] [9]to extract Dy, Dy, 4 Add (s, a}, sty ,,) to Dy
2: Relay Imitation Learning: Train 7j and 7/, 5: end for
using Eqn [10.1] 6:  end for
3: while not done do 7: end for
4:  Collect on-policy experience with 7 and 7,
for high level goals different s Algorithm 9: Relay data relabeling for
5: [Optional] Relabel this experience RIL high level
(Sec.[103), and add to Dy, Dy, Require: Demonstrations D = {7q, 7, .75 }
6: Update the policy via policy gradient update 1 f _
. : forn=1...N do
usmg. Eqn[10.2}[10.3] 2 fort =1...t,, do
7: er?d.whlle o . 3 for w = 1..W, do
8: Distill fine-tuned policies into a single 4 Add (s7, ST min(w.W1): 574 ) to Dy,
multi-goal policy 5: end for
6 end for
7: end for

on the goal relabeling scheme described in [249] for the hierarchical setting, resulting in improved
handling of multi-task generalization and compounding error. RIL assumes access to the pool of
demonstrations consisting of N trajectories D = {7%, 77, 7% ...}, where each trajectory consists of
state-action pairs 7' = {s{, al, . .., s%, a’-}. Importantly, these demonstrations can be attempting to
reach a variety of different high level goals SZ, but we do not require these goals to be specified
explicitly. To learn the relay policy from these demonstrations, we construct a low-level dataset
Dy, and a high-level dataset Dy, from these demonstrations via “relay data relabeling", which is
described below, and use them to learn 7} and 7}, via supervised learning at multiple levels.

We construct the low-level dataset by iterating through the pool of demonstrations and relabeling
them using our relay data relabelling algorithm. First, we choose a window size IV, and generate
state-goal-action tuples for Dy, (s, slg, a) by goal-relabeling within a sliding window along the
demonstrations, as described in detail below and in Algorithms[§] [0} The key idea behind relay data
relabeling is to consider all states that are actually reached along a demonstration trajectory within
W, time steps from any state s; to be goals reachable from the state s, by executing action a,. This
allows us to label all states s;,1, ...., S;1w, along a valid demonstration trajectory as potential goals
that are reached from state s;, when taking action a;. We repeat this process for all states s; along
all the demonstration trajectories being considered. This procedure ensures that the low-level policy
is proficient at reaching a variety of goals from different states, which is crucial when the low-level
policy is being commanded potentially different goals generated by the high-level policy.

We employ a similar procedure for the high level, generating the high-level state-goal-action
dataset D;. However, the actions at the high level are subgoal states that are provided to the
low-level policy, so they must be chosen as states along the demonstration trajectories. We start by
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choosing a high-level window size W}, which encompasses the high-level goals we would like to
eventually reach. We then generate state-goal-action tuples for Dy, via relay data relabeling within
the high-level window being considered, as described in Algorithm [8] [0] We also label all states
St4+1, ----, St+w, along a valid trajectory as potential high-level goals that are reached from state s,
by the high level policy, but we set the high-level action for a goal j steps ahead s;;, as Sy min(w;,j)
choosing a sufficiently distant subgoal as the high-level action.

Given these relay-data-relabeled datasets, we train 7, and 7/ by maximizing the likelihood of
the actions taken given the corresponding states and goals:

max E(s.a.5)~0, [log ms(als, s;)] + E(s 51 51y~ [l0g o (si]|s, SZ)] . (10.1)
This procedure gives us an initialization for both the low-level and the high-level policies, without
the requirement for any explicit goal labeling from a human demonstrator. As we show in our
experiments, this bi-level initialization is significantly more amenable to RRF than learning the
high level from scratch as described in [232], [249], [325], and allows us to avoid the expensive
goal labeling that is required in [332]. Relay data relabeling not only allows us to learn hierarchical
policies without explicit labels, but also provides algorithmic improvements to imitation learning:
(1) it generates more data through the relay-data-relabelling augmentation, and (ii) it improves
generalization since it is trained on a large variety of goals.

Relay Reinforcement Fine-tuning

The procedure described in Sec.[10.3|allows us to extract an effective policy initialization via relay
imitation learning. However, this policy is often unable to perform well across all temporally
extended tasks, due to the well-known compounding errors stemming from imitation learning [175].
Reinforcement learning provides a solution to this challenge, by enabling continuous improvement
of the learned policy directly from experience. We can use RL to improve RIL policies via
fine-tuning on different tasks. We employ a goal-conditioned HRL algorithm that is a variant
of natural policy gradient (NPG) with adaptive step size [90], where both the high-level and the
low-level goal-conditioned policies 7} and 71'25 are being trained with policy gradient in a decoupled
optimization.

Given a low-level goal-reaching reward function r;(s;, a;, slg), we can optimize the low-level
policy by simply augmenting the state of the agent with the goal commanded by the high-level
policy and then optimizing the policy to effectively reach the commanded goals by maximizing
the sum of its rewards. For the high-level policy, given a high-level goal-reaching reward function
rr(Se, G, s’g’), we can optimize it by running a similar goal-conditioned policy gradient optimization
to maximize the sum of high-level rewards obtained by commanding the current low-level policy.

To effectively incorporate demonstrations into this reinforcement learning procedure, we lever-
age our method via: (1) initializing both 7Té and 7r£ with the policies learned via RIL, and (2)
encouraging policies at both levels to stay close to the behavior shown in the demonstrations. To
incorporate (2), we augment the NPG objective with a max-likelihood objective that ensures that
policies at both levels take actions that are consistent with the relabeled demonstration pools D; and
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Dy, from Section [10.3] as described in Eqn and
Vi = E[V,log ﬂé)(a|5, 5;) Z (8¢, a, sé)] + ME(s 0,5 )~p, [V l0g ﬂfﬁ(a|5, 3;)] (10.2)

t

VoJn = E[Vylog Wg(s;|s, SZ) Z h(se, s, sM)] + AE(s st smy~p, [V log ng(8;|8, 83)]. (10.3)

9’"g g
t

While a similar objective has been described in [95], [300], it is yet to be explored in the hierarchical,
goal-conditioned scenarios, which makes a significant difference as indicated in our experiments.

In addition, since we are learning goal-conditioned policies at both the low and high level, we
can leverage relay data relabeling as described in Sec. to also enable the use of off-policy data
for fine-tuning. Suppose that at a particular iteration ¢, we sampled N trajectories according to the
scheme proposed in Sec. [10.3] While these trajectories did not necessarily reach the goals that were
originally commanded, and therefore cannot be considered optimal for those goals, they do end
up reaching the actual states visited along the trajectory. Thus, they can be considered as optimal
when the goals that they were intended for are relabeled to states along the trajectory via relay data
relabeling described in Algorithm @ This scheme generates a low-level dataset D} and a high
level dataset D! by relabeling the trajectories sampled at iteration i. Since these are considered
“optimal” for reaching goals along the trajectory, they can be added to the buffer of demonstrations
D, and Dy, thereby contributing to the objective described in Eqn and Eqn[10.3]and allowing
us to leverage off-policy data during RRF. We experiment with three variants of the fine-tuning
update in our experimental evaluation: IRIL-RPL (fine-tuning with Eqn[10.2] [I0.3]and iterative
relay data relabeling to incorporate off-policy data as described above), DAPG-RPL (fine-tuning the
policy with the update in Eqn[10.2} [T0.3] without the off-policy addition) and NPG-RPL (fine-tuning
the policy with the update in Eqn[10.2] [10.3] without the off-policy addition or the second maximum
likelihood term). The overall method is described in Algorithm

As described in [333]], it is often difficult to learn multiple tasks together with on-policy
policy gradient methods, because of high variance and conflicting gradients. To circumvent these
challenges, we use RPL to fine-tune on a number of different high level goals individually, and then
distill all of the learned behaviors into a single policy as described in [334]]. This allows us to learn
a single policy capable of achieving multiple high level goals, without dealing with the challenges
of multi-task optimization.

10.4 Experimental Results

Our experiments aim to answer the following questions: (1) Does RIL improve imitation learning
with unstructured and unlabelled demonstrations? (2) Is RIL more amenable to RL fine-tuning than
its flat, non-hierarchical alternatives? (3) Can we use RPL to accomplish long-horizon manipulation
tasks? Videos and further experimental details are available athttps://relay-policy—-learning.githu

Environment Setup To evaluate our algorithm, we utilize a challenging robotic manipulation
environment modeled in MuJoCo, shown in Fig. The environment consists of a 9 DoF position-
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controlled Franka robot interacting with a kitchen scene that includes an openable microwave, four
turnable oven burners, an oven light switch, a freely movable kettle, two hinged cabinets, and a
sliding cabinet door. We consider reaching different goals in the environment, as shown in Fig.[10.4]
each of which may require manipulating many different components. For instance, in Fig. [10.4]
(a), the robot must open the microwave, move the kettle, turn on the light, and slide open the
cabinet. While the goals we consider are temporally extended, the setup is fully general. We collect
a set of unstructured and unsegmented human demonstrations described in Sec.[10.3] using the
PUPPET MuJoCo VR system [305]. We provide the algorithm with 400 sequences containing
various unstructured demonstrations that each manipulate four different elements of the scene in
sequence.

() (b)

(d

Figure 10.4: Examples of compound goals in the kitchen environment. Each goal has different elements manipulated,
requiring multiple stages to solve: (a) microwave, kettle, light, slider, (b) kettle, burner, slider, cabinet, (c) burner, top
burner, slide hinge, (d) kettle, microwave, top burner, lights

Evaluation and Comparisons Since each of our tasks consist of compound goals that involve
manipulating four elements in the environment, we evaluate policies based on the number of steps
that they complete out of four, which we refer to as step-completion score. A step is completed
when the corresponding element in the scene is moved to within € distance of its desired position.
We compare variants of our RPL algorithm to a number of ablations and baselines, including
prior algorithms for imitation learning combined with RL and methods that learn from scratch.
Among algorithms which utilize imitation learning combined with RL, we compare with several
methods that utilize flat behavior cloning with additional finetuning. Specifically, we compare with
(1) flat goal-conditioned behavior cloning followed by finetuning (BC), (2) flat goal-conditioned
behavior cloning trained with data relabeling followed by finetuning (GCBC) [249], and variants
of these algorithms that augment the BC and GCBC fine-tuning with losses as described in [95] -
(3) DAPG-BC and (4) DAPG-GCBC. We also compare RPL to (5) hierarchical imitation learning
+ finetuning with an oracle segmentation scheme, which performs hierarchical goal conditioned
imitation learning by using a hand-specified oracle to segment the demonstrations for imitation
learning, followed by RRF style fine-tuning. Details of this scheme can be found in Appendix 3.
For comparisons with methods that learn from scratch we compare with (6) an on-policy variant
of HIRO trained from scratch with natural policy gradient instead of Q-learning and (7)
a baseline (Pre-train low level) that learns low-level primitives from the demonstration data, and
learns the high-level goal-setting policy from scratch with RL. The last baseline is representative of
a class of HIL algorithms [328]], [329]], [331]], which are difficult to fine-tune because it is not clear
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how to provide rewards for improving low-level primitives. Lastly, we compare RPL with a baseline
(7) (Nearest Neighbor) which uses a nearest neighbor strategy to choose the demonstration which
has the achieved goal closest to the commanded goal and subsequently executes actions open-loop.

Relay Imitation Learning from Unstructured Demonstrations

We start by aiming to understand whether RIL improves imitation learning over standard methods.
We compare the step-wise completion scores averaged over 17 different compound goals with
RIL as compared to flat BC variants. We find that, while none of the variants are able to achieve
near-perfect completion scores via just imitation, the average stepwise completion score is higher
for RIL as compared to both flat variants (see Table first row). Additionally, we find that the
flat policy with data augmentation via relabeling performs better than without relabeling. When we
analyze the proportion of compound goals that are actually fully achieved (see Table[I0.1] bottom
row), RIL shows significant improvement over other methods. This indicates that, even for imitation
learning, we see benefits from introducing the simple RIL scheme described in Sec.[10.3]

RIL (ours) | GCBC relabeling | GCBC no relabeling
Success Rate (%) 21.7 8.8 7.6
Average Step Completion (of 4) | 2.4 4+ 1.13 2.2+0.95 1.78 £ 1.0

Table 10.1: Comparison of RIL to goal-conditioned behavior cloning with and without relabeling in terms success and
step-completion rate averaged across 17 tasks. RIL outperforms the non-hierarchical methods

Relay Reinforcement Fine-tuning of Imitation Learning Policies

Although pure RIL does succeed at times, its performance is still relatively poor. In this section, we
study the degree to which RIL-based policies are amenable to further reinforcement fine-tuning.
Performing reinforcement fine-tuning individually on 17 different compound goals seen in the
demonstrations, we observe a significant improvement in the average success rate and stepwise
completion scores over all the baselines when using any of the variants of RPL (see Fig. [I0.5)). In
our experiments, we found that it was sufficient to fine-tune the low-level policy, although we could
also fine-tune both levels, at the cost of more non-stationarity. Although the large majority of the
benefit is from RRF, we find a slight additional improvement from the DAPG-RPL and IRIL-RPL
schemes, indicating that including the effect of the demonstrations throughout the process helps.
When compared with HRL algorithms that learn from scratch (on-policy HIRO [325]), we
observe that RPL is able to learn much faster and reach a much higher success rate, showing the
benefit of demonstrations. Additionally, we notice better fine-tuning performance when we compare
RPL with flat-policy fine-tuning. This can be attributed to the fact that the credit assignment and
reward specification problems are much easier for the relay policies, as compared to fine-tuning
flat policies, where a sparse reward is rarely obtained. The RPL method also outperforms the pre-
train-low-level baseline, which we hypothesize is because we are not able to search very effectively
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Figure 10.5: Comparison of the RPL algorithm with a number of baselines averaged over 17 compound goals and 2
(baseline methods) or 3 (our approach) random seeds. Fine-tuning with all three variants of our method outperforms
fine-tuning using flat policies. RIL initialization at both levels improves the performance over HIRO [325]] and over
learning only the high-level policy from scratch. If we use policy distillation, we are able to get a successful, multi-task

peaheonditibrpshpeliwithout further guidance. We also see a significant benefit over using the oracle
scheme described in Appendix 3, since the segments become longer making the exploration problem
more challenging. The comparison with the nearest neighbor baseline also suggests that there is a
significant benefit from actually learning a closed-loop policy rather than using an open-loop policy.
While plots in Fig. show the average over various goals when fine-tuned individually, we can
also distill the fine-tuned policies into a single, multi-task policy, as described in Sec.[I0.5] that is
able to solve almost all of the compound goals that were fine-tuned. While the success rate drops
slightly, this gives us a single multi-task policy that can achieve multiple temporally-extended goals

(Fig[10.5).

Ablations and Analysis

To understand design choices, we consider the role of using different window sizes for RPL as
well as the role of reward functions during fine-tuning. In Fig (left), we observe that the
window size for RPL plays a major role in algorithm performance. As window size increases,
both imitation learning and fine-tuning performance decreases since the behaviors are now more
temporally extended.

Comparison of success rate o Comparison of success rate
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W_I=60 —— Euclidean Distance
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Figure 10.6: Left: Role of low level window size in RPL. As the window size increases, imitation learning and
fine-tuning become less effective. Right: Role of fine-tuning reward function in RPL. We see that the sparse reward
function is most effective once exploration is sufficiently directed.

Next, we consider the role of the chosen reward function in fine-tuning with RRF. We evaluate the
relative performance of using different types of rewards for fine-tuning - sparse reward, euclidean
distance, element-wise reward (refer to Appendix A for details). When each is used as a goal
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conditioned reward for fine-tuning the low-level, sparse reward works much better. This indicates
that when exploration is sufficient, sparse reward functions are less prone to local optima than
alternatives.

10.5 Conclusion and Future Work

We proposed relay policy learning, a method for solving long-horizon, multi-stage tasks by lever-
aging unstructured demonstrations to bootstrap a hierarchical learning procedure. We showed
that we can learn a single policy capable of achieving multiple compound goals, each requiring
temporally extended reasoning. In addition, we demonstrated that RPL significantly outperforms
other baselines that utilize hierarchical RL from scratch, as well as imitation learning algorithms.
While this paradigm can be quite effective in simulation, improving on challenging tasks through
autonomous interaction, it is still quite expensive in terms of the number of samples required to
learn. To really scale to real world settings, we need to move towards more efficient algorithms for
bootstrapping. In the following chapter, we show how we can move from on-policy bootstrapped
RL algorithms to off-policy bootstrapped RL algorithms, providing much more efficient learning as
well as the ability to incorporate sub-optimal data. We then show that this paradigm can solve long
horizon tasks in a real world kitchen in Section 18.
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Chapter 11

Bootstrapping Off-Policy Reinforcement
Learning with Offline Datasets and Online
Finetuning

In the previous three chapters, we showed how to construct on-policy RL algorithms that can be
bootstrapped with prior human data, and demonstrated the ability of these algorithms to solve
both long horizon manipulation tasks and be applied to dexterous manipulation tasks in the real
world. However, these algorithms are still on-policy, wasting a significant portion of the samples
they collect since they can only use their latest batch of collected experience. In this chapter, we
show that the paradigm of demonstration bootstrapped RL can actually be extended to off-policy
RL algorithms, which are significantly more efficient. Additionally, these off-policy algorithms
can bootstrap RL using not just optimal demonstration data but also sub-optimal data or data of
mixed quality. We introduce the formalism of our off-policy bootstrapped RL algorithm and then
show how we can apply it to complex tasks both in simulation and the real world, significantly
outperforming the on-policy technique in chapter 10.

11.1 Why Should We Care About Bootstrapped Off-Policy
RL?

Learning models that generalize effectively to complex open-world settings, from image recogni-
tion [12]] to natural language processing [335]], relies on large, high-capacity models as well as large,
diverse, and representative datasets. Leveraging this recipe of pre-training from large-scale offline
datasets has the potential to provide significant benefits for reinforcement learning (RL) as well,
both in terms of generalization and sample complexity. But most existing RL algorithms collect
data online from scratch every time a new policy is learned, which can quickly become impractical
in domains like robotics where physical data collection has a non-trivial cost. In the same way
that powerful models in computer vision and NLP are often pre-trained on large, general-purpose
datasets and then fine-tuned on task-specific data, practical instantiations of reinforcement learning
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Figure 11.1: Utilizing prior data for online learning allows us to solve challenging real-world robotics tasks, such as
this dexterous manipulation task where the learned policy must control a 4-fingered hand to reposition an object.
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Figure 11.2: We study learning policies by offline learning on a prior dataset D and then fine-tuning with online
interaction. The prior data could be obtained via prior runs of RL, expert demonstrations, or any other source of
transitions. Our method, advantage weighted actor critic (AWAC) is able to learn effectively from offline data and
fine-tune in order to reach expert-level performance after collecting a limited amount of interaction data.

for real world robotics problems will need to be able to incorporate large amounts of prior data
effectively into the learning process, while still collecting additional data online for the task at hand.
Doing so effectively will make the online data collection process much more practical while still
allowing robots operating in the real world to continue improving their behavior.

For data-driven reinforcement learning, offline datasets consist of trajectories of states, actions
and associated rewards. This data can potentially come from demonstrations for the desired
task [336], [337]l, suboptimal policies [303]], demonstrations for related tasks [338]], or even just
random exploration in the environment. Depending on the quality of the data that is provided, useful
knowledge can be extracted about the dynamics of the world, about the task being solved, or both.
Effective data-driven methods for deep reinforcement learning should be able to use this data to
pre-train offline while improving with online fine-tuning.

Since this prior data can come from a variety of sources, we would like to design an algorithm
that does not utilize different types of data in any privileged way. For example, prior methods that
incorporate demonstrations into RL directly aim to mimic these demonstrations [300]], which is
desirable when the demonstrations are known to be optimal, but imposes strict requirements on the
type of offline data, and can cause undesirable bias when the prior data is not optimal. While prior
methods for fully offline RL provide a mechanism for utilizing offline data [339], [340], as we will
show in our experiments, such methods generally are not effective for fine-tuning with online data
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as they are often too conservative. In effect, prior methods require us to choose: Do we assume prior
data is optimal or not? Do we use only offline data, or only online data? To make it feasible to learn
policies for open-world settings, we need algorithms that learn successfully in any of these cases.

In this work, we study how to build RL algorithms that are effective for pre-training from
off-policy datasets, but also well suited to continuous improvement with online data collection. We
systematically analyze the challenges with using standard off-policy RL algorithms [23]], [340], [341]
for this problem, and introduce a simple actor critic algorithm that elegantly bridges data-driven
pre-training from offline data and improvement with online data collection. Our method, which uses
dynamic programming to train a critic but a supervised learning style update to train a constrained
actor, combines the best of supervised learning and actor-critic algorithms. Dynamic programming
can leverage off-policy data and enable sample-efficient learning. The simple supervised actor
update implicitly enforces a constraint that mitigates the effects of distribution shift when learning
from offline data [339], [340], while avoiding overly conservative updates.

We evaluate our algorithm on a wide variety of robotic control tasks, using a set of simulated
dexterous manipulation problems as well as three separate real-world robots: drawer opening with
a 7-DoF robotic arm, picking up an object with a multi-fingered hand, and rotating a valve with
a 3-fingered claw. Our algorithm, AWAC, is able to quickly learn successful policies for these
challenging tasks, in spite of high dimensional action spaces and uninformative, sparse reward
signals. We show that AWAC finetunes much more efficiently after offline pretraining as compared
to prior methods and, given a fixed time budget, attains significantly better performance on the
real-world tasks. Moreover, AWAC can utilize different types of prior data without any algorithmic
changes: demonstrations, suboptimal data, or random exploration data. The contribution of this
work is not just another RL algorithm, but a systematic study of what makes offline pre-training with
online fine-tuning unique compared to the standard RL paradigm, which then directly motivates a
simple algorithm, AWAC, to address these challenges. We additionally discuss the design decisions
required for applying AWAC as a practical tool for real-world robotic skill learning.

11.2 Preliminaries

The optimal policy can be learned directly (e.g., using policy gradient to estimate V.J(7) [19]), but
this is often ineffective due to high variance of the estimator. Many algorithms attempt to reduce
this variance by making use of the value function V7 (s) = E, (-)[R:|s|, action-value function
Q7 (s,a) = E, (-[R:|s, a], or advantage A"(s,a) = Q" (s,a) — V" (s). The action-value function
for a policy can be written recursively via the Bellman equation:

Q" (s,a) =1(s,a) + VEywisa)[V"(s)] (11.1)
= T(S, a) + ’YEp(s’|s,a) [Ew(a’|s’) [QW(S/, a’)]]. (112)

Instead of estimating policy gradients directly, actor-critic algorithms maximize returns by alter-
nating between two phases [342]]: policy evaluation and policy improvement. During the policy
evaluation phase, the critic Q"(s,a) is estimated for the current policy 7. This can be accom-
plished by repeatedly applying the Bellman operator 53, corresponding to the right-hand side of
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Equation as defined below:
B™Q(s,a) = r(s,a) + YEy(sa) Eras) [Q7 (s, @")]]. (11.3)

By iterating according to Q*T! = BTQ*, Q* converges to Q™ [343]]. With function approximation,
we cannot apply the Bellman operator exactly, and instead minimize the Bellman error with respect
to Q-function parameters ¢y:

o = argmin Ep[(Qy(s,a) - y)?, (11.4)

y=r(s,a) + VEg o [Qg,_, (s, a")]. (11.5)

During policy improvement, the actor 7 is typically updated based on the current estimate of Q™.
A commonly used technique [23]], [286], [344] is to update the actor 7y, (a|s) via likelihood ratio
or pathwise derivatives to optimize the following objective, such that the expected value of the
Q-function )™ is maximized:

0, = arg ;nax Esp[Eryals) Qg (s, a)]] (11.6)
Actor-critic algorithms are widely used in deep RL [23]], [286], [344], [345]. With a Q-function
estimator, they can in principle utilize off-policy data when used with a replay buffer for storing
prior transition tuples, which we will denote 3, to sample previous transitions, although we show
that this by itself is insufficient for our problem setting.

11.3 Challenges in Offline RL with Online Fine-tuning

In this section, we study the unique challenges that exist when pre-training using offline data,
followed by fine-tuning with online data collection. We first describe the problem, and then analyze
what makes this problem difficult for prior methods.

Problem Definition

A static dataset of transitions, D = {(s, a,s’,r),}, is provided to the algorithm at the beginning
of training. This dataset can be sampled from an arbitrary policy or mixture of policies, and may
even be collected by a human expert. This definition is general and encompasses many scenarios:
learning from demonstrations, random data, prior RL experiments, or even from multi-task data.
Given the dataset D, our goal is to leverage D for pre-training and use a small amount of online
interaction to learn the optimal policy 7*(als), as depicted in Fig This setting is representative
of many real-world RL settings, where prior data is available and the aim is to learn new skills
efficiently. We first study existing algorithms empirically in this setting on the HalfCheetah-v2
Gym environmentﬂ The prior dataset consists of 15 demonstrations from an expert policy and 100

"'We use this environment for analysis because it helps understand and accentuate the differences between different
algorithms. More challenging environments like the ones shown in Fig[IT.4]are too hard to solve to analyze variants of
different methods.
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Figure 11.3: Analysis of prior methods on HalfCheetah-v2 using offline RL with online fine-tuning. (1) On-policy
methods (DAPG, AWR, MARWIL) learn relatively slowly, even with access to prior data. We present our method,
AWAC, as an example of how off-policy RL methods can learn much faster. (2) Variants of soft actor-critic (SAC) with
offline training (performed before timestep 0) and fine-tuning. We see a “dip” in the initial performance, even if the
policy is pretrained with behavioral cloning. (3) Offline RL method BEAR [340] on offline training and fine-tuning,
including a “loose” variant of BEAR with a weakened constraint. Standard offline RL methods fine-tune slowly, while
the “loose” BEAR variant experiences a similar dip as SAC. (4) We show that the fit of the behavior models 7 g used by
these offline methods degrades as new data is added to the buffer during fine-tuning, potentially explaining their poor
fine-tuning performance.

suboptimal trajectories sampled from a behavioral clone of these demonstrations. All methods for

the remainder of this paper incorporate the prior dataset, unless explicitly labeled “scratch”.

Data Efficiency

One of the simplest ways to utilize prior data such as demonstrations for RL is to pre-train a
policy with imitation learning, and fine-tune with on-policy RL [95], [346]. This approach has
two drawbacks: (1) prior data may not be optimal; (2) on-policy fine-tuning is data inefficient
as it does not reuse the prior data in the RL stage. In our setting, data efficiency is vital. To
this end, we require algorithms that are able to reuse arbitrary off-policy data during online RL
for data-efficient fine-tuning. We find that algorithms that use on-policy fine-tuning [95]], [346],
or Monte-Carlo return estimation [347]-[349] are generally much less efficient than off-policy
actor-critic algorithms, which iterate between improving 7 and estimating ()™ via Bellman backups.
This can be seen from the results in Figure[I1.3|plot 1, where on-policy methods like DAPG [95]]
and Monte-Carlo return methods like AWR [349] and MARWIL [348]] are an order of magnitude
slower than off-policy actor-critic methods. Actor-critic methods, shown in Figure plot 2, can
in principle use off-policy data. However, as we will discuss next, naively applying these algorithms
to our problem suffers from a different set of challenges.

Bootstrap Error in Offline Learning with Actor-Critic Methods

When standard off-policy actor-critic methods are applied to this problem setting, they perform
poorly, as shown in the second plot in Figure[IT.3} despite having a prior dataset in the replay buffer,
these algorithms do not benefit significantly from offline training. We evaluate soft actor critic [23]],
a state-of-the-art actor-critic algorithm for continuous control. Note that “SAC-scratch,” which does
not receive the prior data, performs similarly to “SACfD-prior,” which does have access to the prior
data, indicating that the off-policy RL algorithm is not actually able to make use of the off-policy
data for pre-training. Moreover, even if the SAC is policy is pre-trained by behavior cloning, labeled
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“SAC{D-pretrain”, we still observe an initial decrease in performance, and performance similar to
learning from scratch.

This challenge can be attributed to off-policy bootstrapping error accumulation, as observed
in several prior works [339], [340], [343]], [350], [351]]. In actor-critic algorithms, the target value
Q(s',a’), with &’ ~ 7, is used to update ()(s,a). When a’ is outside of the data distribution,
Q(s',a’) will be inaccurate, leading to accumulation of error on static datasets.

Offline RL algorithms [339]], [340], [350] propose to address this issue by explicitly adding
constraints on the policy improvement update (Equation [IT.6) to avoid bootstrapping on out-of-
distribution actions, leading to a policy update of this form:

arggnaXESND[Em(a‘s) [Qs, (s, a)]] s.t. D(mg, m5) < €. (11.7)

Here, 7y is the actor being updated, and 73 (a|s) represents the (potentially unknown) distribution
from which all of the data seen so far (both offline data and online data) was generated. In the case
of a replay buffer, mg corresponds to a mixture distribution over all past policies. Typically, g is
not known, especially for offline data, and must be estimated from the data itself. Many offline
RL algorithms [339], [340], [352] explicitly fit a parametric model to samples for the distribution
7z via maximum likelihood estimation, where samples from 73 are obtained simply by sampling
uniformly from the data seen thus far: 73 = maxz, Esa~r,[log7s(als)]. After estimating 7, prior
methods implement the constraint given in Equation|11.7|in various ways, including penalties on
the policy update [340], [350] or architecture choices for sampling actions for policy training [339],
[352]. As we will see next, the requirement for accurate estimation of 73 makes these methods
difficult to use with online fine-tuning.

Excessively Conservative Online Learning

While offline RL algorithms with constraints [339]], [340], [350] perform well offline, they struggle
to improve with fine-tuning, as shown in the third plot in Figure[T1.3] We see that the purely offline
RL performance (at “0OK” in Fig. [I1.3)) is much better than the standard off-policy methods shown
in Section[I1.3] However, with additional iterations of online fine-tuning, the performance increases
very slowly (as seen from the slope of the BEAR curve in Fig[I1.3). What causes this phenomenon?

This can be attributed to challenges in fitting an accurate behavior model as data is collected
online during fine-tuning. In the offline setting, behavior models must only be trained once via
maximum likelihood, but in the online setting, the behavior model must be updated online to track
incoming data. Training density models online (in the “streaming” setting) is a challenging research
problem [353]], made more difficult by a potentially complex multi-modal behavior distribution
induced by the mixture of online and offline data. To understand this, we plot the log likelihood of
learned behavior models on the dataset during online and offline training for the HalfCheetah task.
As we can see in the plot, the accuracy of the behavior models (log 7g on the y-axis) reduces during
online fine-tuning, indicating that it is not fitting the new data well during online training. When the
behavior models are inaccurate or unable to model new data well, constrained optimization becomes
too conservative, resulting in limited improvement with fine-tuning. This analysis suggests that,
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in order to address our problem setting, we require an off-policy RL algorithm that constrains the
policy to prevent offline instability and error accumulation, but not so conservatively that it prevents
online fine-tuning due to imperfect behavior modeling. Our proposed algorithm, which we discuss
in the next section, accomplishes this by employing an implicit constraint, which does not require
any explicit modeling of the behavior policy.

11.4 Advantage Weighted Actor Critic: A Simple Algorithm
for Fine-tuning from Offline Datasets

In this section, we will describe the advantage weighted actor-critic (AWAC) algorithm, which trains
an off-policy critic and an actor with an implicit policy constraint. We will show AWAC mitigates
the challenges outlined in Section[I1.3] AWAC follows the design for actor-critic algorithms as
described in Section [I1.2] with a policy evaluation step to learn ()™ and a policy improvement
step to update m. AWAC uses off-policy temporal-difference learning to estimate Q™ in the policy
evaluation step, and a policy improvement update that is able to obtain the benefits of offline RL
algorithms at training from prior datasets, while avoiding the overly conservative behavior described
in Section[IT.3] We describe the policy improvement step in AWAC below, and then summarize the
entire algorithm.

Policy improvement for AWAC proceeds by learning a policy that maximizes the value of the
critic learned in the policy evaluation step via TD bootstrapping. If done naively, this can lead to the
issues described in Section[I1.3] but we can avoid the challenges of bootstrap error accumulation by
restricting the policy distribution to stay close to the data observed thus far during the actor update,
while maximizing the value of the critic. At iteration k£, AWAC therefore optimizes the policy to
maximize the estimated Q-function Q)™ (s, a) at every state, while constraining it to stay close to
the actions observed in the data, similar to prior offline RL methods, though this constraint will
be enforced differently. Note from the definition of the advantage in Section that optimizing
Q™ (s, a) is equivalent to optimizing A™ (s, a). We can therefore write this optimization as:

i1 = argmax En r(s)[A™ (s, a)] (11.8)
mell
s.t. Dip(m(:|s)||mp(-[s)) < e. (11.9)

As we saw in Section[I1.3] enforcing the constraint by incorporating an explicit learned behavior
model [339], [340], [350], [352] leads to poor fine-tuning performance. Instead, we enforce
the constraint implicitly, without learning a behavior model. We first derive the solution to the
constrained optimization in Equation [IT.8|to obtain a non-parametric closed form for the actor. This
solution is then projected onto the parametric policy class without any explicit behavior model. The
analytic solution to Equation can be obtained by enforcing the KKT conditions [347], [349]],
[354]. The Lagrangian is:

£(7, ) = Banrp|A™(5.2)] + Ae — Dy (n([8)]m5(15)). (11.10)



CHAPTER 11. BOOTSTRAPPING OFF-POLICY REINFORCEMENT LEARNING WITH
OFFLINE DATASETS AND ONLINE FINETUNING 126

and the closed form solution to this problem is 7*(a|s) o mp(a|s) exp (3 A™ (s, a)). When using
function approximators, such as deep neural networks as we do, we need to project the non-
parametric solution into our policy space. For a policy 7y with parameters 6, this can be done by
minimizing the KL divergence of 7y from the optimal non-parametric solution 7* under the data
distribution p,,(s):

argmin = E  [Dgp(7*(:|s)||ma(:]8))] (11.11)
0 pﬂ'D(S
—argmin [E [ E [- logwe(-|s)]} (11.12)
0 prp(s) |7 (:ls)

Note that the parametric policy could be projected with either direction of KL divergence. Choosing
the reverse KL results in explicit penalty methods [350] that rely on evaluating the density of a
learned behavior model. Instead, by using forward KL, we can compute the policy update by
sampling directly from f:

Or+1 = argmax [E {log mp(als) exp (lA”’“(s, a))} . (11.13)
0 s,a~D A
This actor update amounts to weighted maximum likelihood (i.e., supervised learning), where the
targets are obtained by re-weighting the state-action pairs observed in the current dataset by the
predicted advantages from the learned critic, without explicitly learning any parametric behavior
model, simply sampling (s, a) from the replay buffer 5. See Appendix for a more detailed
derivation and Appendix [18.6|for specific implementation details.
Avoiding explicit behavior modeling. Note that the update in Equation completely avoids
any modeling of the previously observed data § with a parametric model. By avoiding any explicit
learning of the behavior model AWAC is far less conservative than methods which fit a model
7 explicitly, and better incorporates new data during online fine-tuning, as seen from our results
in Section This derivation is related to AWR [349], with the main difference that AWAC
uses an off-policy Q-function Q)™ to estimate the advantage, which greatly improves efficiency and
even final performance (see results in Section[I1.6). The update also resembles ABM-MPO, but
ABM-MPO does require modeling the behavior policy which, as discussed in Section can
lead to poor fine-tuning. In Section[I1.6], AWAC outperforms ABM-MPO on a range of challenging
tasks.
Policy evaluation. During policy evaluation, we estimate the action-value Q™ (s, a) for the current
policy , as described in Section[I1.2] We utilize a temporal difference learning scheme for policy
evaluation [23]], [344]], minimizing the Bellman error as described in Equation This enables us
to learn very efficiently from off-policy data. This is particularly important in our problem setting
to effectively use the offline dataset, and allows us to significantly outperform alternatives using
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Monte-Carlo evaluation or TD()\) to estimate returns [349]].
Algorithm 10: Advantage Weighted Actor Critic (AWAC)
1: Dataset D = {(s,a,s’,r);}
2: Initialize buffer 5§ = D
3: Initialize 7y, Q4
4: for iterationi = 1,2, ... do

5:  Sample batch (s, a,s’,r) ~ [

6 y—7(5a) + 1Bea[Qo, (s &)

7. ¢« argming Ep[(Qy(s,a) — y)?]

8: 0« argmax, Esa.p [logmg(als)exp (3A™ (s, a))]
9:  if ¢ > num_offline_steps then

10: Ty .oy T~ Pry(T)

11: B BU{r,..., Tk}

12:  end if

13: end for

Algorithm summary. The full AWAC algorithm for offline RL with online fine-tuning is summa-
rized in Algorithm[I2] In a practical implementation, we can parameterize the actor and the critic
by neural networks and perform SGD updates from Eqn. [[T.13]and Eqn. [IT.4] Specific details
are provided in Appendix [I8.6] AWAC ensures data efficiency with off-policy critic estimation
via bootstrapping, and avoids offline bootstrap error with a constrained actor update. By avoiding
explicit modeling of the behavior policy, AWAC avoids overly conservative updates.

While AWAC is related to several prior RL algorithms, we note that there are key differences
that make it particularly amenable to the problem setting we are considering — offline RL with
online fine-tuning — that other methods are unable to tackle. As we show in our experimental
analysis with direct comparisons to prior work, every one of the design decisions being made in
this work are important for algorithm performance. As compared to AWR [349], AWAC uses
TD bootstrapping for significantly more efficient and even asymptotically better performance. As
compared to offline RL techniques like ABM [352], MPO [341], BEAR [340] or BCQ [339] this
work is able to avoid the need for any behavior modeling, thereby enabling the online fine-tuning
part of the problem much better. As shown in Fig[T1.4] when these seemingly ablations are made to
AWAC, the algorithm performs significantly worse.

11.5 Related Work

Off-policy RL algorithms are designed to reuse off-policy data during training, and have been
studied extensively [23]], [310], [342], [344], [345], [355]—[359]. While standard off-policy methods
are able to benefit from including data seen during a training run, as we show in Section [[1.3]
they struggle when training from previously collected offline data from other policies, due to error
accumulation with distribution shift [339]], [|340]]. Offline RL methods aim to address this issue,
often by constraining the actor updates to avoid excessive deviation from the data distribution [339]],
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Figure 11.4: Comparative evaluation on the dexterous manipulation tasks. These tasks are difficult due to their high
action dimensionality and reward sparsity. We see that AWAC is able to learn these tasks with little online data collection
required (100K samples ~ 16 minutes of equivalent real-world interaction time). Meanwhile, most prior methods are
not able to solve the harder two tasks: door opening and object relocation.

[340[, [351], [352], [360]-[368]]. One class of these methods utilize importance sampling [|355]],
[361]], [364]], [367]-[369]. Another class of methods perform offline reinforcement learning via
dynamic programming, with an explicit constraint to prevent deviation from the data distribution
[339], [340], [350], [360], [370]. While these algorithms perform well in the purely offline settings,
we show in Section that such methods tend to be overly conservative, and therefore may not
learn efficiently when fine-tuning with online data collection. In contrast, our algorithm AWAC is
comparable to these algorithms for offline pre-training, but learns much more efficiently during
subsequent fine-tuning.

Our method builds on algorithms that implement a maximum likelihood objective for the actor,
based on an expectation-maximization formulation of RL [285], [34 1], [347]-[349], [354], [371].
Most closely related to our method in this respect are the algorithms proposed by [349] (AWR)
and [352]] (ABM). Unlike AWR, which estimates the value function of the behavior policy, V™
via Monte-Carlo estimation or TD—\, our algorithm estimates the Q-function of the current policy
()™ via bootstrapping, enabling much more efficient learning, as shown in our experiments. Unlike
ABM, our method does not require learning a separate function approximator to model the behavior
policy 7, and instead directly samples the dataset. As we discussed in Section [I1.3} modeling 73
can be a major challenge for online fine-tuning. While these distinctions may seem somewhat subtle,
they are important and we show in our experiments that they result in a large difference in algorithm
performance. Finally, our work goes beyond the analysis in prior work, by studying the issues
associated with pre-training and fine-tuning in Section|11.3] Closely to our work, [372] proposed
critic regularized regression for offline RL, which uses off-policy Q-learning and an equivalent
policy update. In contrast to this concurrent work, we specifically study the offline pretraining
online fine-tuning problem, which this prior work does not address, analyze why other methods
are ineffective in this setting, and show that our approach enables strong fine-tuning results on
challenging dextrous manipulation tasks and real-world robotic systems.

The idea of bootstrapping learning from prior data for real-world robotic learning is not a new
one; in fact, it has been extensively explored in the context of providing initial rollouts to bootstrap
policy search [287]], [288]], [373]], initializing dynamic motion primitives [53[], [373], [374]] in the
context of on-policy reinforcement learning algorithms [95]], [375]], inferring reward shaping [376]
and even for inferring reward functions [|69], [71]. Our work shows how we can generalize the idea
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Figure 11.5: Illustration of dexterous manipulation tasks in simulation. These tasks exhibit sparse rewards, high-
dimensional control, and complex contact physics.

of bootstrapping robotic learning from prior data to include arbitrary sub-optimal data rather than
just demonstration data and shows the ability to continue improving beyond this data as well.

11.6 Experimental Evaluation
In our experimental evaluation we aim to answer the following question:

1. Does AWAC effectively combine prior data with online experience to learn complex robotic
control tasks more efficiently than prior methods?

2. Is AWAC able to learn from sub-optimal or random data?

3. Does AWAC provide a practical way to bootstrap real-world robotic reinforcement learning?

In the following sections, we study these questions using several challenging and high-dimensional
simulated robotic tasks, as well as three separate real-world robotic platforms. Videos of all
experiments are available at awacrl. github.io

Simulated Experiments

We study the first two questions in challenging simulation environments.

Comparative Evaluation When Bootstrapping From Prior Data

We study tasks in simulation that have significant exploration challenges, where offline learning and
online fine-tuning are likely to be effective. We begin our analysis with a set of challenging sparse
reward dexterous manipulation tasks proposed by [95] in simulation. These tasks involve complex
manipulation skills using a 28-DoF five-fingered hand in the MuJoCo simulator [91]] shown in
Figure [[T.4} in-hand rotation of a pen, opening a door by unlatching the handle, and picking up a
sphere and relocating it to a target location. The reward functions in these environments are binary
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Figure 11.6: Algorithm comparison on three real-world robotic environments. Images of real world robotic tasks are
pictured above. Left: a three fingered D’claw must rotate a valve 180°. Middle: a Sawyer robot must slide open a
drawer using a hook attachment. Right: a dexterous hand attached to a Sawyer robot must re-position an object to to the
center of the table. On each task, AWAC trained offline achieves reasonable performance (shown at timestep 0) and
then steadily improves from online interaction. Other methods, which also all have access to prior data, fail to utilize
the prior data effectively offline and therefore exhibit slow or no online improvement. Videos of all experiments are
available at awacrl.github.io

0-1 rewards for task completion. [| [95] provide 25 human demonstrations for each task, which
are not fully optimal but do solve the task. Since this dataset is small, we generated another 500
trajectories of interaction data by constructing a behavioral cloned policy, and then sampling from
this policy.

First, we compare our method on these dexterous manipulation tasks against prior methods for
off-policy learning, offline learning, and bootstrapping from demonstrations. Specific implementa-
tion details are discussed in Appendix The results are shown in Fig. Our method is able
to leverage the prior data to quickly attain good performance, and the efficient off-policy actor-critic
component of our approach fine-tunes much more quickly than demonstration augmented policy
gradient (DAPG), the method proposed by [95]]. For example, our method solves the pen task
in 120K timesteps, the equivalent of just 20 minutes of online interaction. While the baseline
comparisons and ablations make some amount of progress on the pen task, alternative off-policy RL
and offline RL algorithms are largely unable to solve the door and relocate task in the time-frame
considered. We find that the design decisions to use off-policy critic estimation allow AWAC
to outperform AWR [349] while the implicit behavior modeling allows AWAC to significantly
outperform ABM [352]], although ABM does make some progress. [95]] show that DAPG can solve
variants of these tasks with more well-shaped rewards, but requires considerably more samples.

Additionally, we evaluated all methods on the Gym MuJoCo locomotion benchmarks, similarly
providing demonstrations as offline data. The results plots for these experiments are included in
Appendix [I8.6]in the supplementary materials. These tasks are substantially easier than the sparse
reward manipulation tasks described above, and a number of prior methods also perform well.
SAC+BC and BRAC perform on par with our method on the HalfCheetah task, and ABM performs
on par with our method on the Ant task, while our method outperforms all others on the Walker2D
task. However, our method matches or exceeds the best prior method in all cases, whereas no other

2[95]] use a combination of task completion factors as the sparse reward. For instance, in the door task, the sparse
reward as a function of the door position d was 7 = 101 4~1.35 + 814>1.0 + 21g>1.2 — 0.1]|d — 1.57||2. We only use
the fully sparse success measure r = 1414, Which is substantially more difficult.
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single prior method attains good performance on all tasks.

Fine-Tuning from Random Policy Data
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Figure 11.7: Comparison of fine-tuning from an initial dataset of suboptimal data on a Sawyer robot pushing task.

An advantage of using off-policy RL for reinforcement learning is that we can also incorporate
suboptimal data, rather than demonstrations. In this experiment, we evaluate on a simulated
tabletop pushing environment with a Sawyer robot pictured in Fig[TT.4]and described further in
Appendix [I8.6] To study the potential to learn from suboptimal data, we use an off-policy dataset of
500 trajectories generated by a random process. The task is to push an object to a target location in
a 40cm x 20cm goal space. The results are shown in Figure We see that while many methods
begin at the same initial performance, AWAC learns the fastest online and is actually able to make
use of the offline dataset effectively.

Real-World Robot Learning with Prior Data

We next evaluate AWAC and several baselines on a range of real-world robotic systems, shown
in the top row of Fig[T1.6] We study the following tasks: rotating a valve with a 3-fingered claw,
repositioning an object with a 4-fingered hand, and opening a drawer with a Sawyer robotic arm.
The dexterous manipulation tasks involve fine finger coordination to properly reorient and reposition
objects, as well as high dimensional state and action spaces. The Sawyer drawer opening task
requires accurate arm movements to properly hook the end-effector into the handle of the drawer.
To ensure continuous operation, all environments are fitted with an automated reset mechanism
that executes before each trajectory is collected, allowing us to run real-world experiments without
human supervision. Since real-world experiments are significantly more time-consuming, we could
not compare to the full range of prior methods in the real world, but we include comparisons with
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the following methods: direct behavioral cloning (BC) of the provided data (which is reasonable in
these settings, since the prior data includes demonstrations), off-policy RL with soft actor-critic
(SAC) [23]], where the prior data is included in the replay buffer and used to pretrain the policy
(which refer to as SACfD), and a modified version of SAC that includes an added behavioral
cloning loss (SAC+BC), which is analogous to [300] or an off-policy version of [95]. Further
implementation details of these algorithms are provided in Appendix in the supplementary
materials.

Next, we describe the experimental setup for hardware experiments. Precise details of the
hardware setup can be found in Appendix [18.6]in the supplementary materials.
Dexterous Manipulation with a 3-Fingered Claw. This task requires controlling a 3-fingered,
9 DoF robotic hand, introduced by [377], to rotate a 4-pronged valve object by 180 degrees. To
properly perform this task, multiple fingers need to coordinate to stably and efficiently rotate the
valve into the desired orientation. The state space of the system consists of the joint angles of all
the 9 joints in the claw, and the action space consists of the joint positions of the fingers, which are
followed by the robot using a low-level PID controller. The reward for this task is sparse: —1 if the
valve is rotated within 0.25 radians of the target, and 0 otherwise. Note that this reward function
is significantly more difficult than the dense, well-shaped reward function typically used in prior
work [377]]. The prior data consists of 10 trajectories collected using kinesthetic teaching, combined
this with 200 trajectories obtained through executing a policy trained via imitation learning in the
environment.
Drawer Opening with a Sawyer Arm. This task requires controlling a Sawyer arm to slide open a
drawer. The robot uses 3-dimensional end-effector control, and is equipped with a hook attachment
to make the drawer opening possible. The state space is 4-dimensional, consisting of the position
of the robot end-effector and the linear position of the drawer, measured using an encoder. The
reward is sparse: —1 if the drawer is open beyond a threshold and 0 otherwise. For this task, the
prior data consists of 10 demonstration trajectories collected using via teleoperation with a 3D
mouse, as well as 500 trajectories obtained through executing a policy trained via imitation learning
in the environment. This task is challenging because it requires very precise insertion of the hook
attachment into the opening, as pictured in Fig[T1.6] before the robot can open the drawer. Due to
the sparse reward, making learning progress on this task requires utilizing prior data to construct an
initial policy that at least sometimes succeeds.
Dexterous Manipulation with a Robotic Hand. This task requires controlling a 4-fingered robotic
hand mounted on a Sawyer robotic arm to reposition an object [378]. The task requires careful
coordination between the hand and the arm to manipulate the object accurately. The reward for this
task is a combination of the negative distance between the hand and the object and the negative
distance between the object and the target. The actions are 19-dimensional, consisting of 16-
dimensional finger control and 3-dimensional end effector control of the arm. For this task, the prior
data of 19 trajectories were collected using kinesthetic teaching and combined with 50 trajectories
obtained by executing a policy trained with imitation learning on this data.

The results on these tasks are shown in Figure[IT.6] We first see that AWAC attains performance
that is comparable to the best prior method from offline training alone, as indicated by the value
at time step O (which corresponds to the beginning of online finetuning). This means that, during
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online interaction, AWAC collects data that is of higher quality, and improves more quickly. The
prior methods struggle to improve from online training on these tasks, likely because the sparse
reward function and challenging dynamics make progress very difficult from a bad initialization.
These results suggest that AWAC is effectively able to leverage prior data to bootstrap online
reinforcement learning in the real world, even on tasks with difficult and uninformative reward
functions.

11.7 Discussion and Future Work

We have discussed the challenges existing RL methods face when fine-tuning from prior datasets,
and proposed an algorithm, AWAC, for this setting. The key insight in AWAC is that an implicitly
constrained actor-critic algorithm is able to both train offline and continue to improve with more
experience. We provide detailed empirical analysis of the design decisions behind AWAC, showing
the importance of off-policy learning, bootstrapping and the particular form of implicit constraint
enforcement. To validate these ideas, we evaluate on a variety of simulated and real world robotic
problems.

While AWAC is able to effectively leverage prior data for significantly accelerating learning, it
does run into some limitations. Firstly, it can be challenging to choose the appropriate threshold
for constrained optimization. Resolving this would involve exploring adaptive threshold tuning
schemes. Secondly, while AWAC is able to avoid over-conservative behavior empirically, in future
work, we hope to analyze theoretical factors that go into building a good finetuning algorithm. And
lastly, in the future we plan on applying AWAC to more broadly incorporate data across different
robots, labs and tasks rather than just on isolated setups. By doing so, we hope to enable an even
wider array of robotic applications. We end this part with a brief discussion of how this line of work
connects to the broader space of related works and what the resulting implications are.
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Chapter 12

Relationship to Other Work on
Bootstrapping Reinforcement Learning

Next we try and place this work in context of some related work both prior to and post publishing
of our work. Please refer to the detailed related works in each section for a more comprehensive
consideration. Bootstrapping reinforcement learning from prior data is a well studied problem
in the literature, and we build heavily on this literature. Prior to our work, several works based
on dynamic motion primitives [67], [287]], [293]], [294]] were used to enable faster learning but
have been restricted to particular policy representations and somewhat simpler sets of problems.
More recent work has shown the ability to incorporate demonstrations into off-policy algorithms by
adding this data to the replay buffer [295]], [299], [300]. However, as we showed in our work in
chapter 13, this strategy can be prone to distribution shift and dips in performance. Our work on
on-policy algorithms showed the ability to actually scale bootstrapped learning methods to complex
dexterous manipulation tasks, while work on off-policy RL showed how we can make this efficient
enough for real world application at scale. Since the publishing of our work, significant work has
been done in the realm of dexterous manipulation, particularly in terms of simulation to reality
transfer [41]], [379]], and extending these results to unique and different tasks [380].

Our work is closely connected to methods for offline RL [339], [340], [351]], [381]]. Offline
RL algorithms have shown the ability to train from large offline datasets, requiring no online
data collection. Most of these methods use a form of constrained optimization [340], [350] or
conservative learning [381]—[383]] as the subroutine for offline learning. Our work uses an implicit
constrained optimization (similar to [349], [372]]) to actually enable both offline training and online
finetuning. We are amongst the first to show that this paradigm is able to scale to robotics problems
and quick learning in the real world. Since our work has been published, many algorithms for
offline RL have been studied [365], [384]—[386] and even in the finetuning case [387[], [388]. [37]
has shown the ability for these systems to scale up to large scale multi-task scenarios as well.
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Part 111

Continual Data Collection
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In Part I we discussed how to actually supervise robotic learning systems, and in Part II we
discussed how to get these algorithms to collect the right type of data efficiently and safely. However,
as seen from the task setups in both Part I and II, most of these setups still require some amount of
human instrumentation or intervention. While the techniques from Part I and II aim to alleviate some
of these requirements, especially in the context of inferring reward functions, they largely require
the involvement of human supervisors to ensure continual data collection and provide episodic
resets very frequently.

The problem of continual data collection is important to ensure that learning systems are able
to obtain data at the scale needed to actually leverage powerful deep learning techniques. If
a human supervisor is constantly needed to babysit the learning process or construct elaborate
instrumentation for providing resets, this becomes very hard to scale to collect large amounts of data
across environments and tasks. In this part, we take a systems perspective on the problem and show
how we can build largely instrumentation free, reset free learning systems that can collect large
amounts of data with minimal human intervention to learn complex skills. In Section 17, we show
how we can construct vision based reset free RL systems for simple dexterous manipulation tasks.
In Section 18, we show how this paradigm can be extended to more complex tasks using multi-task
RL and in Section 19 we show how this process can be made much more efficient by leveraging
ideas from Part II to bootstrap from small amounts of human provided data. In doing so, we show
that we can construct robotic learning systems that can learn complex behaviors, autonomously,
collecting data at scale.
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Chapter 13

Instrumentation Free Learning Systems for
Real World Reinforcement Learning

In this chapter, we start our study of continual data collection systems by first discussing what
ingredients are crucial for real world reinforcement learning at scale. We then instantiate a particular
version of these ingredients that allows us to solve dexterous manipulation tasks with large scale,
uninterrupted and uninstrumented real world training. In subsequent chapters, we discuss how this
paradigm can be scaled to more complex tasks and manipulators.

13.1 Motivation

Reinforcement learning (RL) can in principle enable autonomous systems, such as robots, to acquire
a large repertoire of skills automatically. Perhaps even more importantly, reinforcement learning
can enable such systems to continuously improve the proficiency of their skills from experience.
However, realizing this in reality has proven challenging: even with reinforcement learning methods
that can acquire complex behaviors from high-dimensional low-level observations, such as images,
the assumptions of the reinforcement learning problem setting do not fit cleanly into the constraints
of the real world. For this reason, most successful robotic learning experiments have employed
various kinds of environmental instrumentation in order to define reward functions, reset between
trials, and obtain ground truth state [23], [31]], [33], [41], [279], [290], [389], [390]. In order to
practically and scalably deploy autonomous learning systems that improve continuously through
real-world operation, we must lift these limitations and design algorithms that can learn under the
constraints of real-world environments, as illustrated in Figure [13.2]

We propose that overcoming these challenges in a scalable way requires designing robotic
systems that possess three capabilities: they are able to (1) learn from their own raw sensory inputs,
(2) assign rewards to their own trials without hand-designed perception systems or instrumentation,
and (3) learn continuously in non-episodic settings without requiring human intervention to manually
reset the environment. A system with these capabilities can autonomously collect large amounts of
real world data — typically crucial for effective generalization — without significant instrumentation



CHAPTER 13. INSTRUMENTATION FREE LEARNING SYSTEMS FOR REAL WORLD

REINFORCEMENT LEARNING 138
User Provides Unattended Training Successful Policy
Goal Images With R3L From Any State

Figure 13.1: Illustration of our proposed instrumentation-free system requiring minimal human engineering. Human
intervention is only required in the goal collection phase (1). The robot is left to train unattended (2) during the learning
phase and can be evaluated from arbitrary initial states at the end of training (3). We show sample goal and intermediate
images from the training process of a real hardware system

in each training environment, an example of which is shown in Figure[13.1] If successful, this would
lift a major constraint that stands between current reinforcement learning algorithms and the ability
to learn scalable, generalizable, and robust real-world behaviors. Such a system would also bring
us significantly closer to the goal of embodied learning-based systems that improve continuously
through their own real-world experience.

Having laid out these requirements, we propose a practical instantiation of such a learning
system. While prior works have studied many of these issues in isolation, combining them into a
complete real-world learning system presents a number of challenges, as we discuss in Section [13.3]
We provide an empirical analysis of these issues, both in simulation and on a real-world robotic
system, and propose a number of simple but effective solutions that together produce a complete
robotic learning system. This system can autonomously learn from raw sensory inputs, learn
reward functions from easily available supervision, and learn without manually designed reset
mechanisms. We show that this system can learn dexterous robotic manipulation tasks in the real
world, substantially outperforming ablations and prior work.

13.2 The Structure of a Real-World RL System

The standard reinforcement learning paradigm assumes that the controlled system is represented as
a Markov decision process with a state space S, action space A, unknown transition dynamics 7,
unknown reward function R, and a (typically) episodic initial state distribution p. The goal is to
learn a policy that maximizes the expected sum of rewards via interactions with the environment.
Although this formalism is simple and concise, it does not capture all of the complexities of
real-world robotic learning problems. If a robotic system is to learn continuously and autonomously
in the real world, we must ensure that it can learn under the actual conditions that are imposed
by the real world. To move from the idealized MDP formulation to the real world, we require a
system that has the following properties. First, all of the information necessary for learning must
be obtained from the robot’s own sensors. This includes information about the state and necessitates
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that the policy must be learned from high-dimensional and low-level sensory observations, such
as camera images. Second, the robot must also obtain the reward signal itself from its own sensor
readings. This is exceptionally difficult for all but the simplest tasks (e.g., reward functions that
depend on interactions with specific objects require perceiving those objects explicitly). Third, we
must be able to learn without access to episodic resets. A setup with explicit resets quickly becomes
impractical in open-world settings, due to the requirement for significant human engineering of the
environment, or direct human intervention during learning. While this list may not exhaustively
enumerate all the components necessary for an effective real-world learning system, we posit that
the properties listed here are fundamental to building such systems.

While some of the components discussed above can be tackled in isolation by current algorithms,
there are considerable challenges inherent to assembling all these components into a complete
learning system for real world robotic learning. In the rest of this section, we outline the challenges
associated with each component, then discuss the challenges associated with combining these
components in Section[I3.3] and then proceed to address these challenges in Section [I3.4]

Prior Approaches for Real-World RL

Gupta, et al., 2016 Zhu, et al., 2019 Nagabandi, et al., 2019

R3L System

Learned
Behavior

Training
Setup

No Instrumentation

Environment is Instrumented for
Resetting and State + Reward Estimation

Figure 13.2: We draw a comparison between current real world learning systems which rely on instrumentation versus
a system that learns in an environment more representative of the real world, free of instrumentation. While all three
prior works utilize instrumentation for resets, state estimation, and reward, the motion capture system of [279], sensor
attached to the door in [389], and auxiliary robot which picks up fallen balls in [33]] are good examples of engineered
state estimation, reward estimation, and reset mechanisms respectively.

Learning from Raw Sensory Input

To enable learning without complex state estimation systems or environment instrumentation, we
require our robotic systems to be able to learn from their own raw sensory observations. Typically,
these sensory observations are raw camera images from a camera mounted on the robot, as well as
proprioceptive sensory inputs such as the joint angles. These observations do not directly provide the
poses of the objects in the scene, which is the typical assumption in simulated robotic environments
— any such information must be extracted by the learning system.
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While in principle many RL frameworks can support learning from raw sensory inputs [21],
[31], [90], [286], it is important to consider the practicalities of this approach. For instance, we can
instantiate vision-based RL with policy gradient algorithms such as TRPO [90] and PPO [18]], but
these have high sample complexities which make them unsuited for real world robotic learning [23].
In our work, we consider adopting the general framework of off-policy actor-critic reinforcement
learning, using a version of the soft actor critic (SAC) algorithm described by [391]]. This algorithm
effectively uses off-policy data and has been shown to learn some tasks directly from visual inputs.
However, while SAC can learn directly from images, we find in our experiments that, as the task
complexity increases, the efficiency of direct end-to-end learning (particularly without resets and
with learned rewards) still degrades substantially. However, as we will discuss in Section [I3.3]
augmenting end-to-end learning with unsupervised representation learning substantially alleviates
such challenges.

Reward Functions without Reward Engineering

Vision-based RL algorithms, such as SAC, rely on a reward function being provided to the system,
which is typically manually programmed by a user. While this can be simple to do in simulation
by using ground truth state information, it is significantly harder to implement in uninstrumented
real world environments. In the real world, the robot must obtain the reward signal itself from its
own sensor readings. A few options for tackling this challenge have been discussed in prior work:
design complete computer vision systems to detect objects and extract the reward signals [33]],
[392], engineer reward functions that use various task-specific heuristics to obtain rewards from
pixels [85], [393]], or instrument every environment [32]. Many of these solutions are manual and
tedious, and a more general approach is needed to scale real-world robotic learning gracefully.

Learning Without Resets

While the components described in Section [[3.2] and [13.2] are essential to building continuously
learning RL systems in the real world, they have often been implemented with the assumption of
episodic learning [97]], [391]. However, natural open-world settings do not provide any such reset
mechanism, and in order to enable scalable and autonomous real-world learning we need systems
that do not require an episodic formulation of the learning problem.

To devise a system that requires minimal human engineering for providing rewards, we must
use algorithms that are able to assign themselves rewards, using learned models that operate on the
same raw sensory inputs as the policy. One candidate is for a user to specify intended behavior
beforehand through examples of desired outcomes (i.e., images). The algorithm can then assign
itself rewards based on a measure of how well it is accomplishing the specified goals, with no
additional human supervision. This approach can scale well in principle, since it requires minimal
human engineering, and goal images are easy to provide.

In principle, algorithms such as SAC do not actually require episodic learning; however, in
practice, most instantiations use explicit resets, even in simulation, and removing resets has resulted
in failure to solve challenging tasks. In our experiments in Section [13.3[ as well, we see that
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actor-critic methods applied naively to the reset free setting do not learn the intended behaviors.
Introducing visual observations and classifier based rewards exacerbates these challenges.

We propose that these three components — vision-based RL with actor-critic algorithms, vision-
based goal classifier for rewards, and reset-free learning — are the fundamental pieces that we need
to build a real world robotic learning system. However, when we actually combine the individual
components in Sections [13.3]and[13.7] we find that learning effective policies is quite challenging.
We provide insight into these challenges in Section [I3.3] Based on these insights, we propose
simple but important changes in Section [I3.4]to build a system, R3L , that can learn effectively and
autonomously in the real world without human intervention.

13.3 The Challenges of Real World RL

The system design outlined in Section [13.2]in principle gives us
a complete system to perform real world reinforcement learning
without instrumentation. However, when utilized for robotic learn-
ing problems, we find this basic design to be largely ineffective.
To study this, we present results for a simulated robotic manipula-
tion task that requires repositioning a free-floating objects with a
three-fingered robotic hand, shown in Fig[I3.3] We use this task for
our investigative analysis and show that the same insights extend
to several other tasks, including real world tasks, in Section
The goal in this task is to reposition the object to a target pose |
from any initial pose in the arena. When the system is instantiated Figure 13.3: Our object reposition-
with vision-based soft actor-critic, rewards from goal images using % task. The goal is to move the
. . . . object from any starting configura-
VICE, and run without episodic resets, we see that the algorithm ;6 a particular goal position and
fails to make progress (Fig[13.4). Although it might appear that this orientation.
setup fits within the assumptions of all of the components that are
used, the complete system is ineffective. Which particular components of this problem make it so
difficult?

To investigate this issue, we perform experiments investigating the combination of the three
main ingredients: varying observation type (visual vs. low-dimensional state), reward structure
(VICE vs. hand-defined rewards that utilize ground-truth object state), and the ability to reset
(episodic resets vs. reset-free, non-episodic learning). We start by considering the training time
reward under each combination of factors as shown in Fig[I3.4] which reveals several trends. First,
the results in Fig[13.4]show that learning with resets achieves high training time reward from both
vision and state, while reset-free only achieves high training time reward with low-dimensional
state. Second, we find that the policy is able to pass the threshold for training time reward in a
non-episodic setting when learning from low-dimensional state, but it is not able to do the same
using image observations. This suggests that combining the reset-free learning problem with visual
observations makes it significantly more challenging.

However, the table in Fig [I3.4] paints an incomplete picture. These numbers are related to
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mance of less than 0.15 in pose distance (defined in Ap-
pendix[T8.7) across 3 seeds on the re-positioning task. We
compare training performance after varying three axes:
ground truth rewards vs. learned rewards, with vs. with-
out episodic resets, low-level state vs. images as inputs.
We observe learning without resets is harder than with
resets and is much harder when combined with visual
inputs.

Figure 13.5: We observe that when training reset free to
reach a single goal, while the pose distance at training
time is quite low, the pose errors obtained at test-time
with the learned policy are very high. This indicates that
while the object is getting close to the goal at training
time, the policies being learned are still not effective.

the performance of the policies at training time, not how effective the learned policies are when
being evaluated. When we consider the test-time performance (Fig[I3.5) of the policies that are
learned under reset free conditions, we obtain a different set of conclusions. While learning from
low-dimensional state in the reset free setting achieves high reward at training time, the test-time
performance of the corresponding learned policies is very poor. This can likely be attributed to
the fact that when the agent spends all its time stuck at the goal, and sees very little diversity of
data in other parts of the state space, which significantly reduces the efficacy of the actual policies
being learned. In a sense, the reset encodes some prior information about the task: it tells the policy
about what types of states it might be required to succeed from at test time. Without this knowledge,
performance is substantially worse. This makes it very challenging to learn policies with completely
reset-free schemes, which has prompted prior work to consider schemes such as learning reset
controllers [394]. As we discuss in the following section and in our experiments, these schemes are
often insufficient for learning effective policies in the real world without any resets.

13.4 A Real-world Robotic Reinforcement Learning System

To address the challenges identified in Section [I3.3] we present two improvements, which we
found to be essential for uninstrumented real-world training: randomized perturbation controllers
and unsupervised representation learning. Incorporating these components into the system in
Section [I3.2]results in a system that can learn successfully in uninstrumented environments, as we
will show in Section and attains good performance both at training time and at test time.
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Randomized Perturbation Controller

Prior works in addressing the reset free setting problem have considered converting the problem
into a more standard episodic problem, by learning a “reset controller,” which is trained to reset the
system to a particular initial state [394], [395]. This scheme has been thought to make the learning
problem easier by reducing the variance of the resulting initial state distribution. However, as we
will show in our experiments in Section[I3.7] this still results in policies whose success depends
heavily on a narrow range of initial states. Indeed, prior reset controller methods all reset to a single
initial state [394], [395].

We take a different approach to learning in a reset-free setting. Rather than attributing the
problem to the variance of the initial state distribution, we hypothesize that a major problem with
reset-free learning is that the support of the distribution of states visited by the policy is too narrow,
which makes the learning problem challenging and doesn’t allow the agent to learn how to perform
the desired task from any state it might find itself in. In this view, the goal should not be to reduce
the variance of the initial state distribution, but instead to increase it.

To this end, we utilize what we call random perturbation controllers: controllers that introduce
perturbations intermittently into the system through a policy that is trained to explore the environ-
ment. The standard actor 7(a|s) is executed for H time-steps, following which we executed the
perturbation controller 7, (a|s) for H steps, and repeat. The policy 7 is trained with the VICE-based
rewards for reaching the desired goals, while the perturbation controller 7, is trained only with an
intrinsic motivation objective that encourages visiting under-explored states. In our implementation,
we use the random network distillation (RND) objective for training the perturbation controller [[110],
but any effective exploration method can be used for the same. This procedure is described in
detail in Appendix [I3.6] and is evaluated on the tasks we consider in Fig[I8.11] The perturbation
controller ensures that the support of the training distribution grows and as a result the policies can
learn the desired behavior much more effectively, as shown in Fig

Goal Classifier

To design a system that requires minimal human engineering for providing reward, we use a
data-driven reward specification framework called variational inverse control with events (VICE)
introduced by [97]]. VICE learns rewards in a task-agnostic way: we provide the algorithm with
success examples in the form of images where the task is accomplished, and learn a discriminator
that is capable of distinguishing successes from failures. This discriminator can then be used to
provide a learning signal to nudge the reinforcement learning agent towards success. This algorithm
has been previously considered in the context of learning tasks from raw sensory observations in
the real world by [116] but we show that it presents unique challenges when used in conjunction
with learning without episodic resets. Details and specifics of the algorithms being considered are
described in Appendix [I3.6]and also discussed by [116].
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Unsupervised Representation Learning

The perturbation controller discussed above allows us to learn policies that can succeed at the
task from a variety of starting states. However, learning from visual observations still present a
challenge. Our experiments in Fig[I3.4]show that learning without resets from low-dimensional
states is comparatively easier. We therefore aim to convert the vision-based learning problem into
one that more closely resembles state-based learning, by training a variational autoencoder (VAE,
[396]]) and sharing the latent-variable representation across the actor and critic networks (refer to
Appendix for more details). Note that we use a VAE as an instantiation of representation
learning techniques that works well in the domains we considered, but other more sophisticated
density models proposed in prior work may also be substituted in place of the VAE [397]—[399].

While several works have also sought to incorporate unsupervised learning into reinforcement
learning to make learning from images easier [30], [397]], we note that this becomes especially
critical in the vision-based, reset-free setting, as motivated by the experiments in Section [13.3]
which indicate that it is precisely this combination of factors — vision and no resets — that presents
the most difficult learning problem. Therefore, although the particular solution we use in our system
has been studied in prior work, it is brought to bare to address a challenge that arises in real-world
learning that we believe has not been explored in prior studies.

These two improvements — the perturbation controller and unsupervised learning — combined
with the general system described above, give us a complete practical system for real world rein-
forcement learning. The overall method uses soft-actor critic for learning with visual observations
and classifier based rewards with VICE, introduces auxiliary reconstruction objectives or pretrains
encoders for unsupervised representation learning, and uses a perturbation controller during training
to ensure that the support of visited states grows sufficiently. We term this full system for real-world
robotic reinforcement learning R3L. Further implementation details can be found in Appendix [I3.6]

13.5 Related Work

The primary contribution of this work is to propose a paradigm for continual instrumentation-free
real world robotic learning and a practical instantiation of such a system. A number of prior works
have studied reinforcement learning in the real world for acquiring robotic skills [31]], [33]], [35],
[238]], [290], [389], [391], [393]. Much of the focus in prior work has been on improving the effi-
ciency and generalization of RL algorithms to make real-world training feasible, or else on utilizing
simulation and transferring policies into the real world [94]], [400]—[402]. The simulation-based
methods typically require considerable effort in terms of both simulator design and overcoming the
distributional shift between simulated and real-experience, while prior real-world training methods
typically require additional instrumentation for either reward function evaluation [403] or resetting
between trials [32], [35]], [389], or both. In contrast, our work is primarily focused on lifting these
requirements, rather than devising more efficient RL methods. We show that removing the need for
instrumentation (i.e., for reward evaluation and resets) introduces additional challenges, which in
turn require a careful set of design choices. Our complete R3L method is able to learn completely
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autonomously, without manual resets or reward design.

A key component of our system involves learning from raw visual inputs. This has proven to
be difficult for policy gradient style algorithms [404] due to challenging representation learning
problems. This has been made easier in simulated domains by using modified objectives, such as
auxiliary losses [405]], or by using more efficient algorithms [23]]. We show that reinforcement
learning on raw visual input, while possible in standard RL settings, becomes significantly more
challenging when considered in conjunction with non-episodic, reset-free scenarios.

Reward function design is crucial for any RL system, and is non-trivial to provide in the
real world. Prior works have considered instrumenting the environment with additional sensors
to evaluate rewards [32], [35], [389], which is a highly manual process, using demonstrations,
which require manual effort to collect [60], [146], [299], or using interactive supervision from the
user [[147]. In this work, we leverage the algorithm introduced by [97] to assign rewards based on
the likelihood of a goal classifier. While prior work also applied this method to robotic tasks [116]],
this was done in a setting where manual resets were provided by hand, while we demonstrate that
we can use learned rewards in a fully uninstrumented, reset-free setup.

Learning without resets has been considered in prior works [[394], [395]], although in different
contexts — safe learning and learning compound controllers, respectively. [394] provide an algorithm
to learn a reset controller with the goal of ensuring safe operation, but makes several assumptions
that make it difficult to use in the real world: it assumes access to a ground truth reward function,
it assumes access to an oracle function that can detect if an attempted reset by the reset policy
was successful or not, and it assumes the ability to perform manual resets if the reset policy fails
a certain number of times. In contrast, we propose an algorithm that allows for fully automated
reinforcement learning in the real world. We compare to an ablation of our method that uses a reset
controller similar to [394]], and show that our method performs substantially better. Our perturbation
controller also resembles the adversarial RL setup [209]], [406]. However, while these prior methods
explicitly aim to train policies that are robust to perturbations [406] or explore effectively [209]], we
are concerned with learning without access to resets.

While this line of work has connections to developmental robotics [407]], [408] and its subfields,
such as continual [409] and lifelong [410] learning, the goal of our work is to handle the practicali-
ties of enabling reinforcement learning systems to learn in the real world without instrumentation or
interruption, even for a single task setting. Though our work does not directly study continual life-
long learning, nor all facets of developmental robotics, it relates to continual learning [409], intrinsic
motivation [235]] and sensory-motor development involving proprioceptive manipulation [411]].

13.6 Algorithm details
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Algorithm 11: Real-World Robotic Reinforcement Learning (R3L)

1:

R e A Ul

,_.
e

11:

N <— number of training epochs
H + trajectory length (horizon)
nvice < number of VICE classifier training iterations per epoch
Initialize forward and perturbing policies 7, 71
Obtain goal states s” and initialize as a goal pool G
Initialize RND target and predictor networks f(s), f(s)
Initialize VICE reward classifier ryicg/(s)
Initialize replay buffer D
Collect initial exploration data and add to D
fori =1to 2N do
k1% 2

122 fort=1to H do
13: Sample a; ~ mg(s;)
14: Sample s;41 ~ p(Si41]5¢, ar)
15: Sample batch from D
16: Update 7, with batch according to SAC
17: Update RND predictor network with batch
18: Update running estimate of standard deviations of classifier and RND reward
19:  end for
20:  Add experience to the replay buffer with D <~ DU 7;
21:  Sample an equal number of goal examples from G and negative examples from D
22:  fort =1 to nyicg do
23: Train the VICE classifier on this batch with binary labels
24:  end for
25: end for
13.7 Experiments

In our experimental evaluation, we study how well the R3L system, described in Sections and
[13.4] can learn under realistic settings — visual observations, no hand-specified rewards, and no
resets. We consider the following hypotheses:

1. Can we use R3L to learn complex robotic manipulation tasks without instrumentation? Does

this system learn skills in both simulation and the real world?

2. Do the solutions proposed in Section [13.4] actually enable R3L to perform tasks without

instrumentation that would not have been otherwise possible?

Experimental Setup

We consider the task of dexterous manipulation with a three fingered robotic hand, the D’Claw [377],
[389]], on a number of simulated and real world tasks. These tasks involve complex coordination
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of three fingers with 3 DoF each in order to manipulate objects. Prior works that used this robot
utilized explicit resets and low-dimensional true state observations, while we consider settings with
visual observations, no hand-specified rewards, and no resets.

g 2 e = b S | ;;/, 30
Figure 13.6: Visualizations of the goal configurations of the simulated and real world tasks being considered. From left
to right we depict valve rotation, bead manipulation and free object repositioning in simulation, as well as valve rotation
and bead manipulation manipulation in the real world.

The tasks in our experiments are shown in Fig[I8.11} manipulating beads on an abacus row,
valve rotation, and free object repositioning. These tasks represent a wide class of problems that
robots might encounter in the real world. For each task, we consider the problem of reaching the
depicted goal configuration: moving the abacus beads to a particular position, rotating the valve
to a particular angle, and repositioning the free object to a particular goal position. For each task,
policies are evaluated from a wide selection of initial configurations. Additional details about the
tasks and evaluation procedures are provided in Appendix [I8.7] Videos and additional details can
be found at https://sites.google.com/view/realworld-rl/

Learning in Simulation without Instrumentation

We compare our entire proposed system implementation (Section[I3.4)) with a number of baselines
and ablations. Importantly, all methods must operate under the same assumptions: none of the
algorithms have access to system instrumentation for state estimation, reward specification, or
episodic resets. Firstly, we compare the performance of R3L to a system which uses SAC for
vision-based RL from raw pixels, VICE for providing rewards and running reset-free (denoted as
“VICE"). This corresponds to the vanilla version of R3L (Section [I3.2)), with none of the proposed
insights and changes. We then compare with prior reset-free RL algorithms [394] that explicitly
learn a reset controller to alternate goals in the state space (‘“Reset Controller + VAE"). Lastly, we
compare algorithm performance with two ablations: running R3L without the perturbation controller
(“VICE + VAE") and without the unsupervised learning (“R3L w/o VAE"). This highlights the
significance of each of the components of R3L .

From the experimental results in Fig[13.7 it is clear that R3L is able to reach the best perfor-
mance across tasks, while none of the other methods are able to solve all of the tasks. Different
prior methods and ablations fail for different reasons: (1) methods without the reconstruction
objective struggle at parsing the high-dimensional input and are unable to solve the harder task; (2)
methods without the perturbation controller are ineffective at learning how to reach the goal from
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Figure 13.7: Quantitative evaluation of performance in simulation for bead manipulation, valve rotation and free object

repositioning (left to right) run with 10 random seeds. The error bars show 95% bootstrap confidence intervals for
average performance. While other variants are sufficient to get good evaluation performance on easier tasks, harder
tasks like free object repositioning require random perturbations and unsupervised representation learning to learn skills
reset-free. See Appendix for details of evaluation procedures.

novel initialization positions for the more challenging object repositioning tasks, as discussed in
Section[13.4]

We note that an explicit reset controller, which can be viewed as a softer version of our pertur-
bation controller with goal-directedness, learns to solve the easier tasks due to the reset controller
encouraging exploration of the state space. In our experiments for free object repositioning, perfor-
mance was reported across 3 choices of reset states. The high variance in evaluation performance
indicates that the performance of such a controller (or a goal conditioned variant of it) is highly
sensitive to the choice of reset states. A poor choice of reset states, such as two that are very
close together, may yield poor exploration leading to performance similar to the single goal VICE
baseline. Furthermore, the choice of reset states is highly task dependent and it is often not clear
what choice of goals will yield the best performance. On the contrary, our method does not require
such task-specific knowledge and uses random perturbations to “reset” while training without any
explicit reset states: this allows for a robust, instrumentation-free controller while also ensuring fast
convergence.

Learning in the Real World without Instrumentation

Since the aim of R3L is to enable uninstrumented training in the real world, we next evaluate our
method on a real-world robotic system, providing evidence that our insights generalize to the real
world without any instrumentation. After providing the initial outcome examples for learning the
reward function with VICE, we leave the robot unattended, and the algorithm learns the desired
behavior through interaction. The experiments are performed on the D’Claw robotic hand with an
RGB camera as the only sensory input. Intermediate policies are saved at regular intervals, and
evaluations of all policies is performed after training has completed. For valve rotation, we declare
an evaluation rollout a success if the final orientation is within within 15° of the goal. For bead
manipulation, we declare success if all the beads are within 2cm of the goal state. Fig[I3.8|compares
the performance of our method without supervised learning (“R3L w/o VAE") in the real world
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against a baseline that uses SAC for vision-based RL from raw pixels, VICE for providing rewards,
and running reset-free (denoted as “VICE"). We see that our method learns policies that succeed
from nearly all the initial configurations, whereas VICE alone fails from most initial configurations.
Fig[13.9|depicts sample evaluation rollouts of the policies learned using our method. For further
details about real world experiments see Appendix

Bead Manipulation Hardware Evaluations Valve Rotation Hardware Evaluations
100

—— R3L wio VAE i— R3L w/o VAE

—— VICE (Singh et al., 2019)

—— VICE (Singh et al., 2019)

8

8

Success % (out of 8 evaluations)
Success % (out of 8 evaluations)

0o 25 50 75 15.0 5 X 0 1 2 4 5 6

3
Training Time [hr]

Trair‘:i;g Time‘z[ﬁhr]
Figure 13.8: Quantitative evaluation of performance in real-world for valve rotation and bead manipulation. Policies
trained with perturbation controllers have effectively learned behaviors after 17 and 5 hours of training, respectively.

For more fine-grained reporting of results see Figs[T8.45][T8.48]

Initial State Time Goal State

Bead Manipulation

Valve Rotation

Figure 13.9: Evaluation rollouts of R3L on the real world tasks for policies trained without instrumentation. Successful
evaluation rollouts for bead manipulation (top) and valve rotation (bottom) are shown here.
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13.8 Discussion

We presented the design and instantiation of a system for real world reinforcement learning. We
identify and investigate the various ingredients required for such a system to scale gracefully with
minimal human engineering and supervision. We show that this system must be able to learn
from raw sensory observations, learn from very easily specified reward functions without reward
engineering, and learn without any episodic resets. We describe the basic elements that are required
to construct such a system, and identify unexpected learning challenges that arise from interplay
of these elements. We propose simple and scalable fixes to these challenges through introducing
unsupervised representation learning and a randomized perturbation controller.

The ability to train robots directly in the real world with minimal instrumentation opens a
number of exciting avenues for future research. Robots that can learn unattended, without resets
or hand-designed reward functions, can in principle collect very large amounts of experience
autonomously, which may enable very broad generalization in the future. However, there are also
a number of additional challenges, including sample complexity, optimization and exploration
difficulties on more complex tasks, safe operation, communication latency, sensing and actuation
noise, and so forth, all of which would need to be addressed in future work in order to enable truly
scalable real-world robotic learning. In the next chapters, we try to address some of these challenges
by showing how to scale to more complex families of tasks via multi-task RL and bootstrapping
from human demonstrations.
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Chapter 14

Building Reset-Free Reinforcement
Learning Algorithms via Multi-Task
Learning

In the previous chapter, we showed how we can build a system for dexterous manipulation with
uninterrupted and large scale data collection. However, the tasks that are actually being solved are
still somewhat simplistic and to scale to a more complex set of problems becomes challenging with
a simple perturbation controller. In this section, we show that the reset-free learning paradigm can
actually scale particularly well when considered in a multi-task learning framework rather than
solving single tasks in isolation. We show that this allows us to solve significantly more complex
tasks in the real world than the previous section, while still requiring minimal human interventions.

14.1 Introduction

Reinforcement learning algorithms have shown promise in enabling robotic tasks in simulation
[95], [302], and even some tasks in the real world [412]], [413]]. RL algorithms in principle can
learn generalizable behaviors with minimal manual engineering, simply by collecting their own data
via trial and error. This approach works particularly well in simulation, where data is cheap and
abundant. Success in the real world has been restricted to settings where significant environment
instrumentation and engineering is available to enable autonomous reward calculation and episodic
resets [33]], [41], [98], [316]. To fully realize the promise of robotic RL in the real world, we need
to be able to learn even in the absence of environment instrumentation.

In this work, we focus specifically on reset-free learning for dexterous manipulation, which
presents an especially clear lens on the reset-free learning problem. For instance, a dexterous hand
performing in-hand manipulation, as shown in Figure (right), must delicately balance the
forces on the object to keep it in position. Early on in training, the policy will frequently drop
the object, necessitating a particularly complex reset procedure. Prior work has addressed this
manually by having a human involved in the training process [289]], [290], [414], instrumenting a
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Figure 14.1: Reset-free learning of dexterous manipulation behaviors by leveraging multi-task learning. When multiple
tasks are learned together, different tasks can serve to reset each other, allowing for uninterrupted continuous learning
of all of the tasks. This allows for the learning of dexterous manipulation tasks like in-hand manipulation and pipe
insertion with a 4-fingered robotic hand, without any human intervention, with over 60 hours of uninterrupted training

Multi-Task Reset-Free Training

reset in the environment [389], [390], or even by programming a separate robot to place the object
back in the hand [33]]. Though some prior techniques have sought to learn some form of a “reset”
controller [98], [209], [377], [394]], [415]l, [416], none of these are able to successfully scale to
solve a complex dexterous manipulation problem without hand-designed reset systems due to the
challenge of learning robust reset behaviors.

However, general-purpose robots deployed in real-world settings will likely be tasked with
performing many different behaviors. While multi-task learning algorithms in these settings have
typically been studied in the context of improving sample efficiency and generalization [[139],
[334], [417]-[420], in this work we make the observation that multi-task algorithms naturally lend
themselves to the reset-free learning problem. We hypothesize that the reset-free RL problem can
be addressed by reformulating it as a multi-task problem, and appropriately sequencing the tasks
commanded and learned during online reinforcement learning. As outlined in Figure [14.6] solving a
collection of tasks simultaneously presents the possibility of using some tasks as a reset for others,
thereby removing the need of explicit per task resets. For instance, if we consider the problem of
learning a variety of dexterous hand manipulation behaviors, such as in-hand reorientation, then
learning and executing behaviors such as recenter and pickup can naturally reset the other tasks
in the event of failure (as we describe in Section [[5.3]and Figure [14.6). We show that by learning
multiple different tasks simultaneously and appropriately sequencing behavior across different tasks,
we can learn all of the tasks without episodic resets required at all. This allows us to effectively learn
a “network” of reset behaviors, each of which is easier than learning a complete reset controller, but
together can execute and learn more complex behavior.

The main contribution of this work is to propose a learning system that can learn dexterous
manipulation behaviors without the need for episodic resets. We do so by leveraging the paradigm
of multi-task reinforcement learning to make the reset free problem less challenging. The system
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accepts a diverse set of tasks that are to be learned, and then trains reset-free, leveraging progress
in some tasks to provide resets for other tasks. To validate this algorithm for reset-free robotic
learning, we perform both simulated and hardware experiments on a dexterous manipulation system
with a four fingered anthropomorphic robotic hand. To our knowledge, these results demonstrate
the first instance of a combined hand-arm system learning dexterous in-hand manipulation with
deep RL entirely in the real world with minimal human intervention during training, simultaneously
acquiring both the in-hand manipulation skill and the skills needed to retry the task. We also show
the ability of this system to learn other dexterous manipulation behaviors like pipe insertion via
uninterrupted real world training, as well as several tasks in simulation.

.'._:
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Figure 14.2: Depiction of some steps of reset-free training for the in-hand manipulation task family on hardware.
Reset-free training uses the task graph to choose which policy to execute and train at every step. For executions that are
not successful (e.g., the pickup in step 1), other tasks (recenter in step 2) serve to provide a reset so that pickup can be
attempted again. Once pickup is successful, the next task (flip up) can be attempted. If the flip-up policy is successful,
then the in-hand reorientation task can be attempted and if this drops the object then the re-centering task is activated to
continue training.
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14.2 Learning Dexterous Manipulation Behaviors Reset-Free
via Multi-Task RL

One of the main advantages of dexterous robots is their ability to perform a wide range of different
tasks. Indeed, we might imagine that a real-world dexterous robotic system deployed in a realistic
environment, such as a home or office, would likely need to perform a repertoire of different
behaviors, rather than just a single skill. While this may at first seem like it would only make
the problem of learning without resets more difficult, the key observation we make in this work
is that the multi-task setting can actually facilitate reset-free learning without manually provided
instrumentation. When a large number of diverse tasks are being learned simultaneously, some tasks
can naturally serve as resets for other tasks during learning. Learning each of the tasks individually
without resets is made easier by appropriately learning and sequencing together other tasks in the
right order. By doing so, we can replace the simple forward, reset behavior dichotomy with a more
natural “network” of multiple tasks that can perform complex reset behaviors between each other.

Let us ground this intuition in a concrete example. Given a dexterous table-top manipulation
task, shown in Fig [[4.6|and Fig[[4.2], our reset-free RL procedure might look like this: let us say
the robot starts with the object in the palm and is trying to learn how to manipulate it in-hand so that
it is oriented in a particular direction (in-hand reorient). While doing so, it may end up dropping the
object. When learning with resets, a person would need to pick up the object and place it back in
the hand to continue training. However, since we would like the robot to learn without such manual
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interventions, the robot itself needs to retrieve the object and resume practicing. To do so, the robot
must first re-center and the object so that it is suitable for grasping, and then actually /ift and the
flip up so it’s in the palm to resume practicing. In case any of the intermediate tasks (say lifting
the object) fails, the recenter task can be deployed to attempt picking up again, practicing these
tasks themselves in the process. Appropriately sequencing the execution and learning of different
tasks, allows for the autonomous practicing of in-hand manipulation behavior, without requiring
any human or instrumented resets.

Algorithm Description

In this work, we directly leverage this insight to build a dexterous robotic system that learns in the
absence of resets. We assume that we are provided with K different tasks that need to be learned
together. These tasks each represent some distinct capability of the agent. As described above,
in the dexterous manipulation domain the tasks might involve re-centering, picking up the object,
and reorienting an object in-hand. Each of these K different tasks is provided with its own reward
function R;(s;, a;), and at test-time is evaluated against its distinct initial state distribution ,ué.

Our proposed learning system, which we call Multi-Task learning for Reset-Free RL (MTRF),
attempts to jointly learn K different policies 7;, one for each of the defined tasks, by leveraging oft-
policy RL and continuous data collection in the environment. The system is initialized by randomly
sampling a task and state sy sampled from the task’s initial state distribution. The robot collects a
continuous stream of data without any subsequent resets in the environment by sequencing the K
policies according to a meta-controller (referred to as a “task-graph”) G(s) : S — {0,1,..., K —1}.
Given the current state of the environment and the learning process, the task-graph makes a decision
once every 7' time steps on which of the tasks should be executed and trained for the next T' time
steps. This task-graph decides what order the tasks should be learned and which of the policies
should be used for data collection. The learning proceeds by iteratively collecting data with a policy
m; chosen by the task-graph for 7' time steps, after which the collected data is saved to a task-specific
replay buffer B; and the task-graph is queried again for which task to execute next, and the whole
process repeats.

We assume that, for each task, successful outcomes for tasks that lead into that task according
to the task graph (i.e., all incoming edges) will result in valid initial states for that task. This
assumption is reasonable: intuitively, it states that an edge from task A to task B implies that
successful outcomes of task A are valid initial states for task B. This means that, if task B is
triggered after task A, it will learn to succeed from these valid initial states under p’. While this
does not always guarantee that the downstream controller for task B will see all of the initial states
from pf, since the upstream controller is not explicitly optimizing for coverage, in practice we
find that this still performs very well. However, we expect that it would also be straightforward to
introduce coverage into this method by utilizing state marginal matching methods [243]]. We leave
this for future work.

The individual policies can continue to be trained by leveraging the data collected in their
individual replay buffers B; via off-policy RL. As individual tasks become more and more successful,
they can start to serve as effective resets for other tasks, forming a natural curriculum. The proposed
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framework is general and capable of learning a diverse collection of tasks reset-free when provided
with a task graph that leverages the diversity of tasks. This leaves open the question of how to
actually define the task-graph G to effectively sequence tasks. In this work, we assume that a
task-graph defining the various tasks and the associated transitions is provided to the agent by the
algorithm designer. In practice, providing such a graph is simple for a human user, although it could
in principle be learned from experiential data. We leave this extension for future work.

Practical Instantiation

To instantiate the algorithmic idea described above as a deep reinforcement learning framework that
is capable of solving dexterous manipulation tasks without resets, we can build on the framework
of actor-critic algorithms. We learn separate policies m; for each of the K provided tasks, with
separate critics (); and replay buffers B; for each of the tasks. Each of the policies 7; is a deep
neural network Gaussian policy with parameters 6;, which is trained using a standard actor-critic
algorithm, such as soft actor-critic [23]], using data sampled from its own replay buffer 3;. The task
graph G is represented as a user-provided state machine, as shown in Fig and is queried every
T steps to determine which task policy 7; to execute and update next. Training proceeds by starting
execution from a particular state sy in the environment, querying the task-graph G to determine
which policy i = G(sg) to execute, and then collecting 7" time-steps of data using the policy 7;,
transitioning the environment to a new state sy (Fig[14.6). The task-graph is then queried again and
the process is repeated until all the tasks are learned.

Algorithm 12: MTRF

I:

Given: K tasks with rewards R;(s;, a;), along with a task graph mapping states to a task index
G(s): S—{0,1,..., K — 1}

2: Let represent the task index associated with the forward task that is being learned.

3: Initialize m;, Q;, B; Vi € {0,1,..., K — 1}

4: Initialize the environment in task 7 with initial state s ~ ji;(s;)

5: for iterationn = 1,2, ... do

6:  Obtain current task 7 to execute by querying task graph at the current environment state

1= G(Scurr>

7. for iteration j = 1,2,...,T do

8: Execute 7; in environment, receiving task-specific rewards R; storing data in the buffer B;
9: Train the current task’s policy and value functions 7;, (; by sampling a batch from the

replay buffer containing this task’s experience B;, according to SAC [23].
10:  end for
11: end for
14.3 Task and System Setup

To study MTRF in the context of challenging robotic tasks, such as dexterous manipulation, we
designed an anthropomorphic manipulation platform in both simulation and hardware. Our system
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(Fig consists of a 22-DoF anthropomorphic hand-arm system. We use a self-designed and
manufactured four-fingered, 16 DoF robot hand called the D’Hand, mounted on a 6 DoF Sawyer
robotic arm to allow it to operate in an extended workspace in a table-top setting. We built this
hardware to be particularly amenable to our problem setting due it’s robustness and ease of long
term operation. The D’Hand can operate for upwards of 100 hours in contact rich tasks without any
breakages, whereas previous hand based systems are much more fragile. Given the modular nature
of the hand, even if a particular joint malfunctions, it is quick to repair and continue training. In our
experimental evaluation, we use two different sets of dexterous manipulation tasks in simulation
and two different sets of tasks in the real world. Details can be found in Appendix A and at
https://sites.google.com/view/mtrf

Simulation Domains

Recenter

O o

Flip  Figure 14.4: Tasks and transitions for basketball domain
Figure 14.3: Tasks and transitions for lightbulb insertion in simulation. The goal here is to reposition a basketball
in simulation. The goal is to recenter a lightbulb, lift it, object, pick it up and then dunk it in a hoop.
flip it over, and then insert it into a lamp.

Lightbulb insertion tasks. The first family of tasks involves inserting a lightbulb into a lamp in
simulation with the dexterous hand-arm system. The tasks consist of centering the object on the
table, pickup, in-hand reorientation, and insertion into the lamp. The multi-task transition task graph
is shown in Fig These tasks all involve coordinated finger and arm motion and require precise
movement to insert the lightbulb.

Basketball tasks. The second family of tasks involves dunking a basketball into a hoop. This
consists of repositioning the ball, picking it up, positioning the hand over the basket, and dunking
the ball. This task has a natural cyclic nature, and allows tasks to reset each other as shown in Fig
14.4} while requiring fine-grained behavior to manipulate the ball midair.

Hardware Tasks
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We also evaluate MTRF on the real-world hand-
arm robotic system, training a set of tasks in the
real world, without any simulation or special
instrumentation. We considered 2 different task
families - in hand manipulation of a 3 pronged
valve object, as well as pipe insertion of a cylin-
drical pipe into a hose attachment mounted on
the wall. We describe each of these setups in
detail below:

In-Hand Manipulation: For the first task
on hardware, we use a variant of the in-hand
reorienting task, where the goal is to pick up
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Figure 14.5: Real-world hand-arm manipulation platform.
The system comprises a 16 DoF hand mounted on a 6 DoF

Sawyer arm. The goal of the task is to perform in-hand
reorientation, as illustrated in Fig[T4.10]or pipe insertion as

shown in Fig[T4.1T]

an object and reorient it in the palm into a de-
sired configuration, as shown in Fig[I4.6] This
task not only requires mastering the contacts
required for a successful pickup, but also fine-
grained finger movements to reorient the object in the palm, while at the same time balancing it so
as to avoid dropping. The task graph corresponding to this domain is shown in Fig[T4.6] A frequent
challenge in this domain stems from dropping the object during the in-hand reorientation, which
ordinarily would require some sort of reset mechanism (as seen in prior work [33]).

However, MTRF enables the robot to utilize such “failures” as an opportunity to practice the
tabletop re-centering, pickup, and flip-up tasks, which serve to “reset” the object into a pose where
the reorientation can be attempted againﬂ The configuration of the 22-DoF hand-arm system mirrors
that in simulation. The object is tracked using a motion capture system. Our policy directly controls
each joint of the hand and the position of the end-effector. The system is set up to allow for extended
uninterrupted operation, allowing for over 60 hours of training without any human intervention. We
show how our proposed technique allows the robot to learn this task in the following section.

Pipe insertion: For the second task on hardware, we set up a pipe insertion task, where the goal
is to pick up a cylindrical pipe object and insert it into a hose attachment on the wall, as shown in
Fig[14.7] This task not only requires mastering the contacts required for a successful pickup, but
also accurate and fine-grained arm motion to insert the pipe into the attachment in the wall. The
task graph corresponding to this domain is shown in Fig In this domain, the agent learns to
pickup the object and then insert it into the attachment in the wall. If the object is dropped, it is
then re-centered and picked up again to allow for another attempt at insertion. E| As in the previous
domain, our policy directly controls each joint of the hand and the position of the end-effector.
The system is set up to allow for extended uninterrupted operation, allowing for over 30 hours of
training without any human intervention.

'For the pickup task, the position of the arm’s end-effector is scripted and only D’Hand controls are learned to
reduce training time.

%For the pickup task, the position of the arm’s end-effector is scripted and only D’Hand controls are learned to
reduce training time. For the insertion task, the fingers are frozen since it is largely involving accurate motion of the
arm.
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Figu.re 14:63 Tasks.and transitions for the in-hand Fjgure 14.7: Tasks and transitions for pipe insertion
manipulation domain on hardware. The goal here Jomain on hardware. The goal here is to reposition

is to rotate a 3 pronged valve object to a particular 5 cylindrical pipe object, pick it up and then insert it
orientation in the palm of the hand, picking it up if it into a hose attachment on the wall.

falls down to continue practicing.

14.4 Experimental Evaluation
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Figure 14.8: Comparison of MTRF with baseline methods in simulation when run without resets. In comparison to the
prior reset-free RL methods, MTRF is able to learn the tasks more quickly and with higher average success rates, even
in cases where none of the prior methods can master the full task set. MTRF is able to solve all of the tasks without
requiring any explicit resets.

We focus our experiment on the following questions:

1. Are existing off-policy RL algorithms effective when deployed under reset-free settings to
solve dexterous manipulation problems?
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2. Does simultaneously learning a collection of tasks under the proposed multi-task formulation
with MTRF alleviate the need for resets when solving dexterous manipulation tasks?

3. Does learning multiple tasks simultaneously allow for reset-free learning of more complex
tasks than previous reset free algorithms?

4. Does MTRF enable real-world reinforcement learning without resets or human interventions?

Basketball Family Task Counts During Training
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Figure 14.9: Visualization of task frequency in the basketball task Family. While initially recentering and pickup are
common, as these get better they are able to provide resets for other tasks.

Baselines and Prior Methods

We compare MTRF (Section [I5.3)) to three prior baseline algorithms. Our first comparison is to a
state-of-the-art off-policy RL algorithm, soft actor-critic [23] (labeled as SAC). The actor is executed
continuously and reset-free in the environment, and the experienced data is stored in a replay pool.
This algorithm is representative of efficient off-policy RL algorithms. We next compare to a version
of a reset controller [394] (labeled as Reset Controller), which trains a forward controller to perform
the task and a reset controller to reset the state back to the initial state. Lastly, we compare with the
perturbation controller technique [98] introduced in prior work, which alternates between learning
and executing a forward task-directed policy and a perturbation controller trained purely with
novelty bonuses [110] (labeled as Perturbation Controller). For all the experiments we used the
same RL algorithm, soft actor-critic [23]], with default hyperparameters. To evaluate a task, we
roll out its final policy starting from states randomly sampled from the distribution induced by all
the tasks that can transition to the task under evaluation, and report performance in terms of their
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success in solving the task. Additional details, videos of all tasks and hyperparameters can be found
at [https://sites.google.com/view/mtrf].

In-Hand Reorient
Figure 14.10: Film strip illustrating partial training trajectory of hardware system for in-hand manipulation of the valve
object. This shows various behaviors encountered during the training - picking up the object, flipping it over in the hand
and then in-hand manipulation to get it to a particular orientation. As seen here, MTRF is able to successfully learn how
to perform in-hand manipulation without any human intervention.

Figure 14.11: Film strip illustrating partial training trajectory of hardware system for pipe insertion. This shows various
behaviors encountered during the training - repositioning the object, picking it up, and then inserting it into the wall
attachment. As seen here, MTRF is able to successfully learn how to do pipe insertion without any human intervention.

Reset-Free Learning Comparisons in Simulation

We present results for reset-free learning, using our algorithm and prior methods, in Fig [14.8]
corresponding to each of the tasks in simulation in Section [[4.3] We see that MTRF is able
to successfully learn all of the tasks jointly, as evidenced by Fig[14.8] We measure evaluation
performance after training by loading saved policies and running the policy corresponding to the
“forward” task for each of the task families (i.e. lightbulb insertion and basketball dunking). This
indicates that we can solve all the tasks, and as a result can learn reset free more effectively than
prior algorithms.

In comparison, we see that the prior algorithms for off-policy RL — the reset controller
and perturbation controller — are not able to learn the more complex of the tasks as effectively
as our method. While these methods are able to make some amount of progress on tasks that are
constructed to be very easy such as the pincer task family shown in Appendix B, we see that they
struggle to scale well to the more challenging tasks (Fig[T4.8). Only MTRF is able to learn these
tasks, while the other methods never actually reach the later tasks in the task graph.

To understand how the tasks are being sequenced during the learning process, we show task
transitions experienced during training for the basketball task in Fig[I4.9] We observe that early in
training the transitions are mostly between the recenter and perturbation tasks. As MTRF improves,
the transitions add in pickup and then basketball dunking, cycling between re-centering, pickup and
basketball placement in the hoop.
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Learning Real-World Dexterous Manipulation Skills

Next, we evaluate the performance of MTRF on the real-world robotic system described in Sec-
tion[14.3] studying the dexterous manipulation tasks described in Section[14.3]

In-Hand Manipulation Let us start by considering the in-hand manipulation tasks shown in
Fig[[4.6] This task is challenging because it requires delicate handling of finger-object contacts
during training, the object is easy to drop during the flip-up and in-hand manipulation, and the
reorientation requires a coordinated finger gait to rotate the object. In fact, most prior work
that aims to learn similar in-hand manipulation behaviors either utilizes simulation or employs
a hand-designed reset procedure, potentially involving human interventions [33]], [290], [389].
To the best of our knowledge, our work is the first to show a real-world robotic system learning
such a task entirely in the real world and without any manually provided or hand-designed reset
mechanism. We visualize a sequential execution of the tasks (after training) in Fig and
encourage the reader to watch a video of this task, as well as the training process, on the project
website: [https://sites.google.com/view/mtrf]. Over the course of training, the
robot must first learn to recenter the object on the table, then learn to pick it up (which requires
learning an appropriate grasp and delicate control of the fingers to maintain grip), then learn to flip
up the object so that it rests in the palm, and finally learn to perform the orientation. Dropping the
object at any point in this process requires going back to the beginning of the sequence, and initially
most of the training time is spent on re-centering, which provides resets for the pickup. The entire
training process takes about 60 hours of real time, learning all of the tasks simultaneously. Although
this time requirement is considerable, it is entirely autonomous, making this approach scalable even
without any simulation or manual instrumentation. The user only needs to position the objects for
training, and switch on the robot.

For a quantitative evaluation, we plot the success rate of sub-tasks including re-centering, lifting,
flipping over, and in-hand reorientation. For lifting and flipping over, success is defined as lifting
the object to a particular height above the table, and for reorient success is defined by the difference
between the current object orientation and the target orientation of the object. As shown in Fig
MTREF is able to autonomously learn all tasks in the task graph in 60 hours, and achieves an 70%
success rate for the in-hand reorient task. This experiment illustrates how MTRF can enable a
complex real-world robotic system to learn an in-hand manipulation behavior while at the same time
autonomously retrying the task during a lengthy unattended training run, without any simulation,
special instrumentation, or manual interventions. This experiment suggests that, when MTRF is
provided with an appropriate set of tasks, learning of complex manipulation skills can be carried
out entirely autonomously in the real world, even for highly complex robotic manipulators such as
multi-fingered hands.

Pipe Insertion We also considered the second task variant which involves manipulating a cylindri-
cal pipe to insert it into a hose attachment on the wall as shown in Fig This task is challenging
because it requires accurate grasping and repositioning of the object during training in order to
accurately insert it into the hose attachment, requiring coordination of both the arm and the hand.
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Training this task without resets requires a combination of repositioning, lifting, insertion and
removal to continually keep training and improving. We visualize a sequential execution of the
tasks (after training) in Fig[I4.T1] and encourage the reader to watch a video of this task, as well as
the training process, on the project website: [https://sites.google.com/view/mtrf].
Over the course of training, the robot must first learn to recenter the object on the table, then learn
to pick it up (which requires learning an appropriate grasp), then learn to actually move the arm
accurately to insert the pipe to the attachment, and finally learn to remove it to continue training and
practicing. Initially most of the training time is spent on re-centering, which provides resets for the
pickup, which then provides resets for the insertion and removal. The entire training process takes
about 25 hours of real time, learning all of the tasks simultaneously.

Hardware In-hand Task Family
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Figure 14.12: Success rate of various tasks on dexterous manipulation task families on hardware. Left: In-hand
manipulation We can see that all of the tasks are able to successfully learn with more than 70% success rate. Right:
Pipe insertion We can see that the final pipe insertion task is able to successfully learn with more than 60% success
rate.

14.5 Discussion

In this work, we introduced a technique for learning dexterous manipulation behaviors reset-free,
without the need for any human intervention during training. This was done by leveraging the
multi-task RL setting for reset-free learning. When learning multiple tasks simultaneously, different
tasks serve to reset each other and assist in uninterrupted learning. This algorithm allows a dexterous
manipulation system to learn manipulation behaviors uninterrupted. Our experiments show that
this approach can enable a real-world hand-arm robotic system to learn an in-hand reorientation
task, including pickup and repositioning as well as a pipe insertion task without human intervention
or special instrumentation. One major drawback of the approach as stated is the fact that it still
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requires human specification of how the different tasks are sequenced one after another through the
task graph. This gets hard to scale as the number of tasks increases and the interaction between
them gets more complex. In the following section, we show that this task graph can be inferred
from data by leveraging a small amount of human data.
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Chapter 15

Bootstrapping Reset-Free Reinforcement
Learning Algorithms with Human Data

As alluded to in the previous section, multi-task RL can provide a good way to bootstrap continual
autonomy. However, the question when learning in a multi-task framework, without human
intervention becomes —how do we know how to sequence the tasks to learn continually, with
minimal human intervention. In this section, we show that with a small amount of human data
provided upfront, we can actually learn not just how to bootstrap low level policies but also the
autonomous practicing scheme itself. In doing so, we show that we can actually practice for
extended periods of time with directed data collection, learning how to perform long horizon tasks
in a realistic kitchen.

15.1 Introduction Teaser FINAL.png

Reinforcement learning (RL) algorithms are a f
promising tool for robotic learning, in princi- |
ple providing a straightforward technique for
acquiring complex behaviors, simply through
trial and error interaction. The framework of
RL is particularly appealing for robotics in that
it allows an agent to collect its own experience,

improving autonomously in new environments. . o e
P g y Figure 15.1: Robot setup for real world training in a kitchen.

However, many current 'real—wo‘r 1d examples of The agent needs to manipulate multiple different elements
RL are quite far from this promise of autonomy, to accomplish complex goals.

often requiring considerable amounts of human

effort and engineering to enable the learning process to proceed. One of such requirements — a
resettable initial state distribution, while easy to satisfy in simulation, do not actually exist in the
real world, i.e. providing episodic resets can often be tedious and time-consuming and requires a
constant supervision of a human operator. Alleviating some of these requirements would allow us

<MY <N v. __N)
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to explore the full potential of RL. methods to build plug-and-play learning systems where agents
are dropped into environments and continue improving.

To illustrate this more concretely, imagine a robot that is deployed in a previously unseen kitchen,
such as the one shown in Fig. [I5.1] Since this is an unfamiliar environment, in which a robot
could damage its surroundings, the agent could prompt a user to provide a set of easy-to-collect,
continuous demonstrations, illustrating example behaviors and goal states that the robot should be
able to acquire and robustly achieve. Given a small number of such examples, the robot should be
able to extract all the necessary information required to continually practice a wide range of tasks in
the kitchen so that it can perfect them entirely on its own, with minimal human intervention.

Although there are a number of challenges that are preventing us from making this scenario a
reality such as access to reward functions, difficulties with safe exploration or the resettability of
the environment, in this paper we focus on the latter two. While several prior works have studied
continual reset-free training by utilizing auxiliary reset controllers [98]] and multiple scaffolding
tasks [378]] to enable a skill to be learned autonomously from scratch, our focus in this work is
on enabling easy-to-specify autonomous reset-free training of multi-skill repertoires by utilizing
the multi-task nature of the problem and a small amount of human-provided data. We show that,
in exchange for a small amount of supervision, we can lift two major constraints on real-world
unattended learning: bootstrapping exploration and selecting which tasks to practice so as to enable
reset-free training. More concretely, let us again consider a robotic arm operating in a kitchen
as shown in Fig. [I5.1] In this environment, we can specify different tasks by the ability to reach
different goal states that can be extracted from human-provided data, such as the two example
images in Fig. (cabinet and slider closed or cabinet and slider open). Given this definition of a
task, reset-free demonstration-augmented multi-task RL can obtain initial behaviors by utilizing
the human-provided demonstrations with offline reinforcement learning. Moreover, it can utilize
the same data to learn how to sequence different tasks one after the other so as to practice all of
them together with minimal number of resets, with some tasks providing resets for others, in the
process improving behavior on all the tasks. For instance, if the robot is trying to practice opening
and closing the cabinet, it may start in a state where the cabinet is closed and command the task to
open it. Even if this task does not succeed and the cabinet is partially open, the agent can continue
practicing any of the remaining tasks including closing or opening the cabinet so as to minimize
the requirement for resets, naturally resetting the environment by just solving different tasks. One
of our observations is that the mechanism needed to reset the environment to facilitate practicing
during unattended training is the same as the mechanism we need to sequence multiple subgoals for
completing long-horizon tasks. Informed by this observation, we also show how this system is able
to accomplish long-horizon behaviors by sequencing multiple tasks.

In this paper, we present a novel robotic learning system, which we call demonstration boot-
strapped autonomous practicing ( DBAP ), that is able to incorporate a small amount of human
data provided up front to bootstrap long periods of autonomous learning with just a few human
interventions, using some tasks to reset others. We show that just a few hours of easily provided
“play” style [249], [346] multi-task demonstrations can make the entire learning process more
efficient, bootstrapping both policy learning and autonomous practicing of behaviors. Moreover, we
demonstrate that the provided data can also aid in the acquisition of goal-directed high-level con-
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trollers that can solve multi-step long horizon problems at evaluation time by sequencing individual
tasks. Our experiments indicate that this paradigm allows us to efficiently solve complex multi-task
robotics problems both in simulation and in the real world, with an order of magnitude less human
intervention needed during learning.

15.2 Preliminaries and Problem Statement

In this work, we focus on a special case of multi-task RL, where the task can be represented
as a state goal s, that the policy has to reach to obtain the reward, which is often referred to as
goal-conditioned RL. We assume to be given a set of N goal states that are of particular interest:
Sy, = {sf7 NV | that the agent is expected to be able to reach from any other state of interest, that is,
the agent has the following objective: B _ . . (u/s,.5)) S (s, ar, s7) Vsl € Sy, sl €Sy,
For example, given two goal states of interest: 3; corresponding to the state where both a microwave
and a cabinet are closed and and sf] where the microwave and cabinet are open, our goal is to
learn a policy that transitions between these two goal states by manipulating the cabinet and the
microwave. We often refer to reaching these goals of interests as fasks since reaching such states
usually corresponds to accomplishing a meaningful task such as opening a cabinet.

In addition, since we are operating in the real world, it is cumbersome for a human supervisor to
provide resets after every episode. Instead, to allow for more autonomous and scalable learning,
we assume that a reset can be provided every n episodes. Our objective is to operate in this
non-stationary setting and learn how to practice tasks mostly autonomously with only occasional
resets.

15.3 Demonstration Augmented Autonomous Practicing for
Multi-Task Reinforcement Learning

Our method, Demonstration-Bootstrapped Autonomous Practicing (DBAP), leverages the human-
provided demonstration data in two ways: to bootstrap a multi-task policy that eventually learns to
perform the full repertoire of the demonstrated behaviors, and to enable a graph-based sequencing
mechanism, which chooses which tasks to command in order to attain uniform coverage over
possible behaviors and thus practice the full repertoire of tasks during autonomous reset-free
reinforcement learning. Furthermore, this same sequencing mechanism can also enable the robot to
accomplish long-horizon tasks at test-time, by sequencing the subgoals needed to perform those
tasks. An overview is presented in Figure Next, we describe our reset-free reinforcement
learning procedure, followed by a discussion of how tasks can be sequenced via graph search for
both autonomous practicing and performing long-horizon tasks.

Bootstrapping Reset-Free Multi-Task Learning with Prior Data

Our goal is to use multi-task learning to enable reset-free learning, bootstrapping from human pro-
vided prior data. We learn a single goal-conditioned policy for all tasks, denoted 7y (als, s,), where
54 1s a goal state. To learn this goal-conditioned policy, we instantiate a goal-conditioned version of
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Figure 15.2: Overview of our method. Given a set of human provided unstructured demonstrations, the system
bootstraps a multi-task RL policy via offline RL and builds a task graph that models transitions between different tasks.
The system then practices autonomously with small number of resets by leveraging multi-task RL, using the learned
task graph to command the appropriate next task. The resulting multi-task policy and estimated task graph can then be
used to solve long-horizon problems at test-time.

AWAC [421]], where the policy is provided with the state goal s, alongside the current state s, yield-
ing the following policy update: 61 = argmaxyE,,,, [logm(als,s,)exp (1A™ (s, a,s4))],
where A™ is an advantage function for the current, goal-conditioned policy 7.

To enable autonomous practicing to collect the data needed to improve the goal-conditioned
policy my(als, s,) in a reset-free manner, we also require a task-sequencing policy that determines
how the goals are sequenced one after another. To accomplish that, we introduce a task-sequencing
policy ¢(s,]s, sgmred) that decides which goal of interest s, to command next from the current state.
On closer inspection, we see that this resembles high-level policies used in hierarchical RL that are
commonly used to sequence individual subgoals for accomplishing long-horizon goals. However,
in this scenario, g(s,|s, s5°"*) is not just used to accomplish long-horizon goals but also to enable
autonomous practicing. In the following sections we will often refer to the multi-task policy
mo(als, sy) as the low-level policy, and the task sequencer q(sy|s, s3°"*) as the high-level policy
since it commands what task should be executed next for autonomous practicing or long-horizon
goal reaching. Next, we describe how we can instantiate and utilize ¢(s,]|s, s9°) for autonomous

g9
learning.

Task Sequencing via Graph Search

To learn a task sequencer policy ¢ that would allow for autonomous practicing of the low-level
multi-task policy 7y and facilitate long-horizon goal reaching, we propose a simple model-based
graph search algorithm. The key idea in our approach is to leverage prior data to learn which low-
level task transitions are possible and can be sequenced, and then use this knowledge to optimize
for autonomous practicing and goal sequencing. In particular, we utilize the provided data to build a
directed task graph G, with vertices as different goal states of interest s;, sg, and an adjacency matrix
A with A(7, j) = 1 if there exists a transition between particular states of interest sg and sg in the
demonstration data, and A(7, j) = 0 otherwise. This graph can be thought of as a discrete high-level
model, which represents how different goal states of interest are connected to each other. Given
this graph G acquired from the prior data, we can then utilize it for both autonomous practicing of
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Algorithm 13: PracticeGoalSelect:
High Level Task Selection via
Graph Search
Input: task-graph G, goal-states
{s0,..,s)'}, density over goals
p(s}), current state s
Output: Next goal s;™" to command

Algorithm 14: Overview of

DBAP
Input: Human provided multi-task

demonstrations D
Output: Multi-task policy
mg(als, sy) and task-graph G

Estimate task graph G via counting
Initialize my(als, s,) via AWAC [421]
Initialize current density p = 0
fort=0,..., N steps do
/I Select next goal via graph search
s« PracticeGoalSelect (s, p)
Rollout my(als, si)

// Initialize maximum entropy value
%max = -0
for s, € {s;,...,s, } do
7 < Dijkstra(s, sj, G)
¢ = p+ 7 // Compute updated density
if H(p') > Humax then

— / g
7;{;1(? - Hl(p//) First sten of path o & Add collected data to replay buffer 5
sg - ¢ T[1] // First step of path to s Update 5 via AWAC.
end if
end for
end for return my(als, s,), G
return s™ R

g

low-level tasks and for sequencing multiple low-level tasks to achieve multi-step goals.

Autonomous practicing. The task graph G can be used to direct autonomous practicing