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Molecular Modelling of Peptides and Proteins
by
Valerie Daggett
ABSTRACT

This thesis describes theoretical studies of peptides and proteins. The aim of this
work was to elucidate the forces that stabilize small peptides and to explore the
structure-function relationship in proteins. A variety of methods were employed: molecu-
lar dynamics, free energy perturbation calculations and semi-empirical molecular orbital
calculations. Three separate studies focussing on small peptides are presented. The first
entails free energy perturbation calculations of charge interactions with the helix dipole.
The results are consistent with the helix dipole model, namely the introduction of charges
that can interact favorably with the helix dipole stabilize the helix. The calculated free
energies were too large to be realistic; however, this finding led to the investigation of
different dielectric models: linear distance dependent dielectric function, inclusion of
explicit solvent molecules, and a function that is sigmoidally dependent on distance. We
found that the latter model reproduced a number of experimental properties of a small,
helical peptide, with the advantage that it is much less computer-intensive than solvated
systems. The results of a molecular dynamics simulation of polyalanine to address
equilibrium motion and helix-coil transitions is also presented. This is the first simulation
to show unwinding and refolding of an helix without imposing constraints on the system.
The unfolded state remains very compact, however, and does not extensively sample

conformational space.

Three projects involving proteins are also presented. The first involves a new
method for estimating the free energy of interaction for particular portions of a molecule
with its surroundings. From these studies we were able to rationalize the drop in cata-
lytic activity when the catalytic base, Glu 165, of triosephosphate isomerase (TIM) is
replaced by Asp. This method should also be of use in drug design by allowing a quick
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evaluation of the effect of charged substituents. These studies of TIM were extended to
include molecular dynamics simulations of wild-type TIM and five experimentally
characterized mutant isomerases. We employed both noncovalent enzyme-substrate
complexes and covalent complexes, meant to mimic the transition state, in order to
examine the effects of the mutation on both substrate binding and catalysis. Our simula-
tions reproduce the highly cooperative nature of the interactions in the active site and
suggest that this approach may be useful for identifying particularly promising sites for
mutation. Lastly, we describe molecular orbital calculations of a reduced representation
of the trypsin active site to address amide and ester bond hydrolysis. We found a novel
sequence of events: the lowest energy path for formation of the tetrahedral intermediate
involved approach of the serine oxygen to the substrate followed by the simultaneous

proton transfer to the histidine and bond formation between the serine and substrate.
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CHAPTER ONE: Introduction

A knowledge of the mobility of proteins is essential to understanding their proper-
ties. For globular proteins internal motion has been implicated in enzyme catalysis,
ligand binding, macromolecular recognition and, of course, protein folding. Simulations
of proteins can provide detailed information about these processes that often cannot be
obtained experimentally.

Generally the method of molecular dynamics is used to simulate protein motion.
With this method one must have a well-defined starting structure. Another requirement
is a potential energy function whose parameters have been derived to reproduce struc-
tures and energy trends in various model systems. Using molecular dynamics, the atoms
move due to the force of their own kinetic energy and the forces exerted upon them by all
other atoms. So, a trajectory of a constantly changing molecule moving through phase

space is generated.

The work described in this thesis makes extensive use of molecular dynamics to
study protein motion, the behavior of small peptides, and to calculate free energy
changes. This thesis is divided into two sections. The first section describes studies of
small peptides to explore the interactions that stabilize secondary structure, the structural
transitions that occur, and different electrostatic models for use in force fields. The
second section describes studies of proteins to explore the relationship between structure
and function. Each chapter is designed to stand alone and contains an introduction,
description of the methods used and the results obtained, and finally a discussion section.
There is a common thread running through these seemingly disparate themes. The aims
of the protein work are straightforward---to understand how motion and amino acid
replacements, both leading to structural changes, affect function. The peptide studies
were undertaken to investigate how charge and motion alter structure, working from the
premise that the study of small peptides is relevant to the behavior of proteins and will
eventually aid in protein design and studies of protein folding.
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CHAPTER 2: Free Energy Perturbation Calculations
of Charge Interactions with the Helix Dipole

The o-helix has an electric macrodipole arising from the alignment of peptide
dipoles parallel to the helix axis (Wada, 1976). It has been suggested that the helix
dipole plays a role in substrate binding (Hol et al.,, 1978; Wierenga et al., 1985;
Warwicker and Watson, 1982), catalysis (Hol et al., 1978; Van Duijnen et al., 1979; Hol,
1985), ion binding (Quiocho et al., 1987), and protein folding (Hol et al., 1981). Peptide
bonds are generally assigned a dipole moment of 3.5 Debyes(D). Confirmation for this
value of the dipole moment of peptide bonds comes from microwave data on formamide
gas, which has a dipole moment of 3.71 D (Kurland and Wilson, 1957). When polariza-
tion due to hydrogen bonding and the effect of a polar solvent are considered, the peptide
dipole moment may be as great as 5.0 D (Wada, 1976). A continuous line dipole of 3.5
D per repeat unit (1.5 A) is a reasonable approximation of helix dipoles in protein interi-
ors where the dielectric constant is low (Hol et al., 1978). This representation results in
1/2 a positive charge at the amino-terminus of the helix and 1/2 a negative charge at the

carboxyl-terminus; these resultant charges are essentially independent of length.

This description of the helix macrodipole with charges centered at the ends of the
helix is an approximation. A more realistic model has the charges residing primarily on
the four mainchain amide hydrogens at the amino-terminus that do not form hydrogen
bonds and the four lone carbonyl oxygens at the carboxyl-terminus. Thus, each pole of
the helix dipole spans four residues (Figure 2.1). Therefore, it may be better to think of
electrostatic interactions with the helix dipole in terms of specific peptide dipole
moments, which are free to interact with nearby charges since they do not form hydrogen

bonds with residues from the adjacent turns in the helix.

In any case, the alignment of dipoles within secondary structure appears to be an
important determinant of the tertiary structure of proteins. Hol and co-workers (1981)

have calculated the electrostatic interactions between o-helices and f-sheets for a number



‘(aane3au) aniq 01 (2anisod)

MO[[2A WOl ST AWYOS SULINO[OD Y, “IJo[ Y UO ST SNUILLII-OUTWE Y], UONBULIOJUOD)
[eSI[9H-0 ay) ul Jurue[eA[0d PaYOO[quU[) JO [BRUSI04 20BHNG ONBISONdA '1°7 NIy




-4-

of proteins and suggest that secondary structures pack in orientations maximizing favour-
able electrostatic interactions. Further, these authors claim that the interactions are
strong enough to play a critical role in determining the tertiary structure of proteins.
Sheridan and co-workers (1982) have examined the electrostatic interaction energy of
helical bundles composed of four a-helices. Their results indicate that an antiparallel
arrangement of the helices is favoured over a parallel orientation by 20 kcal/mole. Paral-
lel arrangements are sometimes found in proteins though their interhelical angles are usu-
ally larger than those of their antiparallel counterparts (Janin and Chothia, 1980; Richard-
son, 1981). A larger tilt angle presumably minimizes charge repulsion between the poles
of the helices. Further, Sheridan et al. (1982) contend, in accord with Hol and co-
workers (1981), that the helix dipole is important in the folding process, as they show
that energies for the most direct pairwise interactions of the helices en route to the folded
state show successively greater degrees of electrostatic stabilization. However, given

that they examined an arbitrary folding pathway, their results may not be general.

Other investigators disagree with Hol, Sheridan and their co-workers, concluding
instead that the role of the a-helix dipole in stabilizing and determining tertiary structure
is only marginally significant. Rogers and Sternberg (1984) have examined the role of
o-helix dipoles in stabilizing the tertiary structure of proteins using three dielectric
models: the uniform dielectric model, the distance dependent dielectric model, and the
cavity model. They find that electrostatic stabilization is very sensitive to the dielectric
model employed. For the first two models they calculate interaction energies for a-
helix/a-helix packing of the same magnitude as those calculated by Hol et al. (1981) and
Sheridan ez al. (1982) The cavity model, however, yields interaction energies that are up
to an order of magnitude lower than those calculated using the other two models. Rogers
and Sternberg argue that the cavity model is the most reasonable one for macromolecules
since it describes the different dielectric responses of the solvent and the protein. Hence,

they conclude that the role of the o-helix dipole in stabilizing tertiary structure is not sub-
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stantial. All three modcls are, however, gross simplications of the actual system, which
can be separated into at least four distinct regions: bulk water with a high dielectric con-
stant; the first hydration sphere surrounding the protein with unknown dielectric proper-
ties; bulk protein with a heterogeneous dielectric environment; and the outer surface of
the protein with unknown dielectric properties.

Recent experimental work suggests that interactions with the helix dipole plays a
role in stabilizing small, isolated helical peptides. Small peptides (< 20 residues) are not
predicted to be helical in water (Zimm and Bragg, 1959; Sueki et al., 1984). Yet, the C-
peptide of RNase A is partially helical under certain conditions (Bierzynski et al., 1982).
In exploring the factors responsible for the unpredicted stability, Baldwin and co-workers
found that charge interactions with the helix dipole are important in stabilizing the heli-
cal structure (Shoemaker et al., 1985, 1987). Scheraga’s group recently reported an
extension of the Zimm-Bragg theory, incorporating the effect of specific peptide charge-
dipole interactions on helix stability, that predicts reasonably accurately the overall helix

probabilities of various C-peptide derivatives (Vasquez et al., 1987).

In this paper we explore charge interactions with the helix dipole. To this end, we
have employed the free energy perturbation method, which uses molecular dynamics to
evaluate a statistical mechanically derived formulation of the free energy (Singh et al.,,
1987). We chose to use the free energy perturbation method rather than to evaluate static
structures with Coulomb’s law because there are much smaller statistical errors associ-
ated with calculated free energy changes than with changes in internal energies or enthal-
pies. We also feel that it is important to allow structures to sample thermally allowed
motions, and, in fact, we found a number of cases where AG differed significantly from
what one calculates using the AE from idealized static structures or energy minimized

structures.

The free energy perturbation method has been shown to be very effective in calcu-
lating solvation free energies (Bash et al., 1987a), binding free energies (Bash et al.,
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1987b), and catalytic free energies (Rao et al., 1987) with good agreement with experi-
ment. These studies involved perturbing one amino acid into another and calculating a
single number to compare with experimental results. Recently a slightly different appli-
cation of the free energy perturbation method was described that involves perturbing the
charges of various groups of atoms and determining the free energy of interaction
between these groups and their environment (described in Chapter 5), thereby providing
qualitative insight into the roles of specific charge interactions in substrate binding,
catalysis, or structural stabilization. We also emphasize a qualitative point of view in
this paper because: (1) No experimental free energies exist for these charge-dipole
interactions; and (2) There are technical problems in introducing charged groups into
molecular solvent models. This second problem is similar to that encountered by Bash et
al. (1987a). They find good agreement between the calculated and experimental solvation
free energies for neutral molecules but calculate large free energy changes for altering
the net charge of the system and point out problems with correcting for the reaction field

for perturbations that involve the creation of a charge.

The results of calculations on a model a-helix (polyalanine, 20 residues) are
presented below. We chose this model in order to examine‘inhcrcnt helical properties
without the complications involved with varied amino acid sequences. We calculated
changes in free energies for perturbing the charge of a methyl group as a function of
position along the helix and distance from the helix axis. In this way we examined
charge interactions with the helix dipole and salt bridge formation. Similar calculations
were performed on B-strands as controls, because Hol and co-workers (1981) suggest that
there is little or no resultant dipole moment for an antiparallel B-strand and that the dipole
moment of a parallel B-strand is roughly a factor of five weaker than the helix dipole.

METHODS

Calculation of Free Energy Changes

All calculations were performed using AMBER version 3.0 (Singh et al., 1986).
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We calculated Gibbs (G) free energy changes using equation 1, where AH is the differ-
ence in the Hamiltonian between two states, AG is the free energy difference between
these states, R is the gas constant, T is the absolute temperature, and the symbol < >,
indicates that an ensemble average is taken with respect to some reference state. (See
Singh et al., 1987 for a more thorough discussion of the method.)

AG =-RT In <exp (-AH/RT) >, Eq. 1

In the cases discussed here, H represented the interaction energy of the perturbed group
with its surroundings. These interaction energies were calculated at intermediate points
along the conversion pathway using an empirical force field with standard united atom
parameters (hydrogens on carbon atoms are incorporated into the van der Waals radius of
the carbon) (Weiner et al, 1984). Molecular dynamics at 300 K was used to generate the
ensemble of structures. Using the free energy perturbation method, the free energy due
to changes in intra-group interactions (that is, within the perturbing group) and inter-
group interactions (that is, the group interacting with its environment) can be calculated
separately. In AMBER 3.0 only inter-group interactions are included in the free energy

determination.

The perturbations reported here involved changing the charge of Cg (the methyl
group of alanine) from its normal value of 0.031 to, in most cases, a full positive or nega-
tive charge in specific residues along the sequence. We defined a perturbed group as an
entire residue, or residues, hence all of the atoms for a particular residue were part of the
perturbed group even though Cg was the only atom changed. The force field parameters
of the unaltered atoms were held constant so that the free energy change for the "pertur-
bation" of these atoms was zero by equation 1. (The control calculation in which only
the charge of Cg was defined as the perturbed group confirmed that the dominant interac-
tion was between the Cg charge and its environment and not other atoms in the perturbed
residue.) Thus, the calculated free energy changes represent the interactions between the

perturbed residue and its environment but do not include intra-group interactions. This



-8-

distinction is particularly important in the case of the salt bridge calculations where the
charges of two residues were perturbed simultaneously. In analogy to the example above,
the two residues were defined as part of the perturbing group and intra-perturbed residue
interactions were not calculated. As a result, the salt bridge calculations involved interac-
tions between the perturbed residues and the peptide but did not include the inter-residue
charge-charge interaction.

Computational Details

We employed the windowing method of perturbation, which involves breaking up
the perturbation into discrete steps (windows), as described by Singh et al. (1987).
Except where noted below, progression from the unperturbed to the perturbed structure,
for the various simulations described, was carried out using 5-21 windows. 200 equili-
bration steps and 400 steps of data collection were performed at each window, with a
step size of 1 femtosecond. This corresponded to a time course of 3.0-12.6 psec for each
perturbation. To test the dependence of the calculated free energy changes on the com-
putational parameters and to ensure that we had sufficient sampling during the course of
perturbation, we also varied the number of windows, the number of steps of equilibration
and data collection per window, and the total time for one particular perturbation (Cg of
res 1 — -1, Cg of res 20 — +1). All free energies were calculated at 300 K. A distance
dependent dielectric constant (e=r; j, where r is the intercharge separation between atoms
iand j)and a 10 A nonbonded cutoff were used for the calculations. (Calculations were
also performed using a 50 A nonbonded cutoff, yielding similar free energy changes to
those presented here.) The reported free energies represent the average of at least two

independent simulations.
Generation of Structures

We performed calculations on various conformations of polyalanine (20 residues),
both with and without terminal blocking groups (Figure 2.2). The initial o-helix and -

strand structures were generated with ideal phi and psi angles using a routine from



(0.248) (-0.500)
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(-0.026) (0.526) (0.215) (-0.520)
CH, c N c c N CH,
(-0.520) | (0.526) | (0.272)
o cB H
(-0.500) (0.031) (0.248)
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Figure 2.2. Starting Structure for Perturbation Calculations. Partial charges are
given in parentheses. Models without blocking groups only contain the residues in

brackets and are terminated as shown.



-10-

ECEPP (Momany et al., 1975) (o-helix: ¢ = -57, y = -47, antiparallel B-strand: ¢ = -140,
y = 135, parallel B-strand: ¢ = -119, y = 113, extended B-strand: ¢ = 180, y = 180). It
should be emphasized that each B-strand calculation involved perturbation of an isolated
strand, not a strand within a sheet. The partial charges in Figure 2.2 gave rise to a dipole
moment of approximately 3.8 Debyes per residue. Explicit counterions and solvent

molecules were not present.

All structures were minimized briefly to remove bad contacts and then equilibrated
at 300 K for at least 10 picoseconds (psec), using molecular dynamics, prior to free
energy perturbation calculations. In some cases the dihedral angles of the helix were res-
trained, by applying a force constant of 100 kcal/mole-rad?, to minimize
conformationally-induced contributions to the calculated free energies. All of the salt
bridge calculations were performed with constrained helical structures to avoid confor-
mational changes accompanying salt bridge formation. The B-strand structures were con-

strained for all calculations, as without restraints they became drastically distorted.
Distance Dependence of Calculated Free Energies

To examine the effect of the distance between the perturbed charge and the helix
axis on the calculated free energies, we calculated the free energy change for a particular
perturbation (residue 1, Cg charge — -1; residue 20, Cg charge — +1) as a function of
the distance between C, and Cs. Equilibrated (25 psec) polyalanine, without terminal
blocking groups, was used as the starting structure for the simulation with all C, and Cg
carbons separated by 2.0 A bonds. The new bond length replaced the normal bond length
(1.526 A) in the parameter list. The structures achieved the new bond length within 0.2
psec of molecular dynamics and were stable during the perturbation simulation. Simi-
larly, the starting structure for each subsequent perturbation was the final structure from
the previous simulation (with 0.5 A shorter bond lengths). The ¢,y angles were res-

trained and the total time for each perturbation was 5.4 psec.
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Dielectric Dependence of Calculated Free Energies

For a few select perturbations we calculated free energies using a dielectric constant
of 80. All structures in this set (o-helix and the three B orientations) required dihedral
restraining forces of 150 kcal/mole-rad?. The large force constant was necessary to
maintain the structures because of the diminution of the strength of the hydrogen bonds

due to the higher dielectric constant.
Charge Distribution Dependence of Calculated Free Energies

Model peptides were then constructed, with actual amino acids at the ends of the
helix, to test the effect of having more realistic charge distributions in these positions
compared to the simple model of increasing Co-Cg bond lengths. We constructed the six
possible combinations of X,;-(Ala);s-X,, where X;= Glu, Asp and X,= His, Lys, Arg.
The resulting six structures, with X; and X, in their ionized states, were minimized
briefly and then equilibrated at 300 K for 10 psec. The free energy change for neutraliz-
ing the charges of each structure was calculated. The pertinent original and all perturbed
charges are given in Figure 2.3. The ¢, y angles were restrained and the total time for
each perturbation was 5.4 psec.

RESULTS
Overview of Charge Dipole Interactions
o-Helix

We present results for perturbing the charge of a methyl group at different positions
along the helical axis in Table 2.1. For every case in which a charge was introduced at
either end of the helix, the free energy change was consistent with the helix dipole
model, regardless of whether the molecule was blocked at the termini. All charges
expected to interact favourably with the macrodipole yielded negative free energies.
Likewise, perturbations that involve the introduction of charges with the same sign as the

poles of the dipole resulted in positive free energy changes.
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We also observed a differential effect of the interaction of the perturbed charge with
the two ends of the helix. Comparison of the free energies for single charge perturbations
at the ends of the helix reveals that the effect of introducing a charge near the carboxyl-
terminus was greater than at the amino-terminus. For example, the introduction of 1/2 a
positive charge at the C-terminus was 3 kcal/mole more favorable than introducing 1/2 a
negative charge at the N-terminus in the unblocked a-helix structure (-8.6 vs. -5.6
kcal/mole, second column of Table 2.1). When the charges were reversed in the same
structure there was a 4 kcal/mole difference between the two ends (4.5 vs. 8.5 kcal/mole,
Table 2.1). This suggests either that the magnitude of the charge due to the dipole is
greater at the C- than the N-terminus or that a specific interaction can occur. In the case
of our model this effect can be rationalized due to the difference in the magnitude of the
partial charges on the carbonyl oxygens and the amide hydrogens; the oxygens are more

negative (-0.500 charge units) than the hydrogens are positive (0.248 charge units).

It is also noteworthy that the blocking groups interacted with the poles of the helix
and influenced the outcome of the calculated free energy changes for perturbing charges
in these positions. (Compare the last two columns of Table 2.1.) In fact, for two of the
perturbations the free energy change doubled when the blocking groups were removed.
The differences between the blocked and unblocked helices were most striking at the C-
terminus. The proximity of the terminal methyl-amino blocking group made the intro-
duction of a positive charge at position 20 less favourable than in the absence of the
blocking group. Likewise, it was 4.3 kcal/mole more favourable to introduce half a nega-
tive charge next to the N-methyl group than in the same position in the absence of the
blocking group. These results can be rationalized in terms of interactions between the
negatively charged Cg of residue 20 and the methyl-amino hydrogen. (The distance
between the two is 2.93 A.) In the case of introducing a negative charge the process is
more favorable with blocking groups than without because the negatively charged Cy

interacts with the methyl-amino hydrogen. Conversely, introducing a positive charge is
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TABLE 2.1
Free Energy Changes For Perturbing Side
Chain Charges of Polyalanine (kcal/mole)
a-Helix
Perturbed Perturbed
Residue No. Cp Charge AG? AGP
1,20 -1,+1 -23.6%0.5 -299+0.4
1,20 -0.5,+0.5 -11+2 -13.9%0.3
1,20 +1,-1 12+2 240+0.1
1 -0.5 -431+0.2 -5.610.1
20 +0.5 72 -8.610.2
1 +0.5 32102 4510.1
20 -0.5 42+0.2 8.5+0.1
10 +0.5 -40+£0.2 40102
10 -0.5 3.0+0.2 3210.1
6 +1 4+1 71
6 -1 -29+09 3.0£0.1
Antiparallel B-Seand |
Perturbed Perturbed
Residue No. Cp Charge AG? AG?
1,20 -1,+1 1.7+£0.3 -7.2%0.1
1,20 -0.5,+0.5 1.2%0.1 -3410.1
1,20 +1,-1 -4310.2 56%0.1
1 -0.5 14+0.1 -1.410.1
20 +0.5 -0.2+0.1 -20x0.1
10 +0.5 -04+0.2 -04+0.1
10 -0.5 1 0.1+0.2 02+0.1
Parallel B-Strand
Perturbed Perturbed
Residue No. Cp Charge AG® AGb
1,20 -1,+1 -0.31£0.2 -6.9+0.1
1,20 +1,-1 -14+£07 57%0.1
1 -0.5 0.3+0.1 -1.6+0.1
20 +0.5 -0.1+0.1 -1.7+0.1
10 +0.5 -0.3+0.1 -0.2+0.1
10 -0.5 0.0+0.1 -0.1£0.1

%Neutral blocking groups on ends of structures, dihedral angles of B-strands restrained.

bDihedral angles restrained, no blocking groups.
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more difficult with the blocked structure due to the proximity of the positive charge on
the methyl-amino hydrogen of the blocking group. Thus, these neutral blocking groups
may influence helix properties mgre than one might have expected.

The results for introducing single charges near the center of the helix are also listed
in Table 2.1. The free energies for perturbing the charge of residue 10 were independent
of the blocking groups; different free energies were obtained depending on whether
blocking groups were present for perturbation of residue 6. There was a clear preference
for a positive charge at both of these positions in the structures both with and without
blocking groups, although it was also favourable to introduce a negative charge at residue
6 in the blocked helix. The addition of a negative charge at residue 6 was presumably
favoured because of the proximity to the positive pole of the helix. The preference for a
positive charge in these positions can be rationalized in terms of the orientation of the
methyl groups. The methyl groups are on the outside of the helix and are inclined
towards the N-terminus. This orientation places the methyl groups closer to the main-
chain carbonyl oxygens on the preceding residues in the turn of the helix than the neigh-
boring amide hydrogens. For example, the distance between Cg of residue 10 and the
carbonyl oxygen of residue 6 is 4.40 A; while only 3.55 A separates the Cg of residue 10
and the oxygen of residue 7. However, the distance between Cg of residue 10 and the
amide proton of residue 14 is 5.06 A Irrespective of the sign of the introduced charge,
all of the calculated free energies for introducing a charge near the center of the helix
were almost an order of magnitude lower than for charge interactions at the poles of the
helix.

B-Strands

Calculations similar to those described above for charge interactions in the a-helix
were performed on antiparallel, parallel, and extended B-strands; the results of these cal-
culations are presented in Figure 2.4 and in Table 2.1. Comparison of free energies for

various perturbations with and without blocking groups, shows that there were substan-
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Figure 2.4. Free Energy Changes for Perturbing Side Chain Charges (kcal/mole).
The free energy changes are for the introduction of full charges in the positions
indicated. Solid circles represent blocking groups.
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tial interactions between the blocking groups and the charges at the ends of the strands.
In fact, a number of the free energies change sign upon removal of the blocking groups.
We found considerable free energy changes for charges interacting with the ends of the
unblocked strands (Table 2.1); like the o-helix, the B-structures preferred the introduction
of negative charges at the amino-terminus and positive charges at the carboxyl-terminus.
Charge perturbations near the center of the p-strands (residue 10) yielded low free ener-
gies (< 0.5 kcal/mole) and, unlike the same perturbation in the helix, did not show charge
discrimination.
Comparison of a-Helix and B-Strands

A comparison of the results for any particular perturbation of both the unblocked
a-helix and B-strand structures indicates that the introduction of negative charges near the
N-terminus of the peptide and positive charges near the C-terminus stabilized the helix
to a greater extent than the P structures. (See Table 2.1 and Figure 2.4.) Furthermore, the
reversal of these charges resulted in positive free energies in the unblocked structures.
Again, the effect was greater for the o-helix than for the B-strands. These results are con-
sistent with the helix dipole model, although the magnitudes of the calculated free ener-
gies are too large to be realistic.
Sampling Dependence

Table 2.2 lists the results for varying computational parameters for a particular per-
turbation (Residue 1 Cg charge — -1; Residue 20 Cy charge — +1) of both a blocked and
an unblocked o-helix. The free energies varied somewhat with the length of the simula-
tion time and the time for data collection. The free energies for perturbation of the
blocked o-helix converged faster than the unblocked structure. The favorable interac-
tions between the charges introduced at the ends of the helix and the blocking groups
protect the ends of the helix against fraying. The unblocked o-helix was more mobile
than the blocked structure and the final structures after perturbation can differ quite a bit;
the RMS deviation between the final unblocked perturbed structures of the 49 and 97
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TABLE 2.2
Calculated Free Energies as a Function
of Computational Parameters?®
Unconstrained Helix with Blocking Groups

Number of Steps of Steps of Data Total Time AG
Windows Equilibration Collection (psec) (kcal/mole)
5 200 400 3.00 -247120
11 350 800 12.65 -260+1.0
21 200 400 12.60 -28.1+1.0
41 400 800 49.20 -2891+04
81 400 800 97.20 -28.2+0.2

Unconstrained Helix without Blocking Groups

Number of Steps of Steps of Data Total Time AG
Windows Equilibration Collection (psec) (kcal/mole)
5 200 400 3.00 -313+1.0
21 200 400 12.60 -33.010.9
41 400 800 49.20 -34610.5
81 400 800 97.20 -37.610.1

¢ Equilibrated polyalanine models (25 psec), with and without blocking groups, are used
as the starting structures for perturbation. The same perturbation is performed for each
combination of computational parameters: the Cg charge of residue 1 — -1 and the Cg
charge of residue 20 — +1.
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psec simulations was 1.29 A (matching all atoms). Hence, with systems that can undergo
conformational changes the free energies as a function of simulation time may not con-
verge because they do not converge on the same structure. Another point worth mention-
ing is that the total time of the perturbation and the degree of sampling at a particular
window were less important in approaching the consensus AG than the number of win-
dows used for the perturbation. (Compare the 11 versus 21 window runs for the uncon-
strained helix.)

Despite the difference in the calculated free energy changes in Table 2.2, the results
are similar enough, and the trends do not change, to have confidence in the results from
short simulations. The free energies in Table 2.2 differ from those presented in Table 2.1
at least in part because the dihedral angles of the structures used for the calculations in
Table 2.2 were not restrained. The use of unconstrained structures and longer simulation

times led to slightly different final structures for the various simulations.
Magnitude of Calculated Free Energy Changes

Although our results are qualitatively consistent with the helix dipole model, the
magnitude of the calculated free energies is too large when compared with experiment.
While accurate experimental free energies are not yet available, the free energy changes
are expected to be approximately 0.5-2.0 kcal/mole, since the apparent helical content
can be altered with small changes in temperature, pH or salt concentration (Shoemaker et
al., 1985, 1987). That we calculated free energies of much greater magnitude is almost
entirely due to two factors: the distance between the charge and the helix dipole and the

use of a low effective dielectric constant. Both of these points are addressed below.
Distance Dependence

The large calculated free energy changes were partially due to the initial placement
of the charge(s). We perturbed the charges of particular alanine methyl groups, therefore
the introduced charges were very near the helix axis. To simulate more realistic distances

of the charge from the axis, we increased the C,-Cg bond lengths. A plot of the
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calculated free energy as a function of C,-Cp bond length appears in Figure 2.5. The free
energy changes decreased in magnitude as the side chain charge got farther from the
helix axis. Given these results, short side chains, or longer mobile side chains that allow
close approach of the charged functional group to the helix dipole, should be effective in
stabilizing or destabilizing helices.

Dielectric Dependence

Free energy changes were calculated using a dielectric constant of 80 for one partic-
ular perturbation, the charge of residue 1 was perturbed to -1 and that of residue 20 to +1,
in the a-helix and the B-structures. The free energy change for this perturbation in the o-
helix was -1.0 kcal/mole. When this same perturbation was carried out on the parallel
and antiparallel B-strands, a AG of -0.4 kcal/mole was obtained. These values are much
closer to what one would expect experimentally, although they probably represent lower

bounds for the free energies.
Charge Distribution Dependence

Having shown that the free energy changes decrease in magnitude as the "pseudo
bond" distance between the C, and Cg carbons increases, we examined a more realistic
model based on the six possible charged combinations of an helix of the form X|-
(Ala)3-X,---where X;=Asp, Glu and X,= His, Lys, Arg. The free energies for neutraliz-
ing the charges of these amino acids were calculated. The results are presented in Table
2.3. All of the free energies were positive since we began with favourable charge-helix
dipole interactions and removed the charges on the functional group interacting with the

helix dipole. (See Figure 2.3 for the original and perturbed charges used.)

In comparing the various combinations of X; and X;, the most important factor in
determining the magnitude of the free energy was the distance of the charged portion of
the residue from the ends of the helix. It is important to note that the ¢, y angles of the
helix were restrained but the side chains were unhindered conformationally. The free

energies for perturbing the charges of the Glu-(Ala),s-His and Asp-(Ala),s-His peptides
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Figure 2.5. Free Energy Changes as a Function of C,-Cs Bond Length. The free
energy changes are calculated for the same perturbation (residue 1 Cg— -1, resi-
due 20 Cg — +1) in polyalanine models with various C,, Cg bond lengths.
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were essentially the same (Table 2.3). Although the glutamate is in a position to interact
more strongly with the positive pole of the helix dipole than the aspartate, the histidine is
closer to the negative pole of the helix in the Asp, His peptide than in the Glu, His pep-
tide. Similar compensation can be seen when comparing the other combinations. The
glutamate of the Glu-(Ala),3-Lys peptide is 0.4 A closer to the helix than the aspartate of
the Asp-(Ala),s-Lys helix. The Asp-(Ala);s-Lys peptide was stabilized by these charge-
dipole interactions by almost 2 kcal/mole more than the Glu, Lys combination. The rea-
son for this appears to be that the lysine in the Asp-(Ala);3-Lys peptide is 2.3 A closer to
the negative pole of the helix than in the Glu, Lys case. A similar argument can explain
the stabilization of the Glu-(Ala),s-Arg helix compared to the Asp-(Ala),s-Arg peptide,
although in this case the arginine is roughly the same distance from the negative end of
the helix dipole in both peptides while the glutamate is 1.2 A closer to the N-terminus
than is the aspartate. Nevertheless, perturbation of the charges of actual amino acid resi-
dues gives qualitatively similar results to those obtained for increasing the C, , Cg bond
lengths. The distance between the charge and the poles of the helix dipole is critical in
explaining the stabilization conferred to a structure by virtue of charge-dipole interac-
tions. It is difficult to anticipate, however, the positions of conformationally mobile resi-
dues.
Salt Bridge Calculations

The free energy changes for salt bridge formation along an a-helix were calculated
by simultaneously perturbing the Cp charge of two residues, either three or four residues
apart. It is important to note that the calculated free energy changes represent interac-
tions between the salt bridge and the helix but do not include interactions between the
two perturbed groups (e.g. charge-charge interactions). The charge-charge interactions
can be estimated using the following relationship:

AG=332q; q/12¢€ Eq.2

The average Cy-Cp distance for the i—i+4 salt bridges is 6.00 A, which yields a free
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TABLE 2.3
Free Energies for Perturbing Charge Distribution of the End
Residues of X,-(Ala),s-X4

[ Dist. to Helix?

X, X AG X, X,
Glu His 1041 0.7 2.5 4.1
Glu Lys 6.6%0.3 3.0 4.9
Glu Arg 8.010.2 2.5 34
Asp His 11.0£0.7 4.3 34
Asp Lys 85+0.1 3.4 2.6
Asp Arg 6.3+0.5 3.7 3.6

¢ The calculated free energy change is for the simultaneous perturbation of X; and X, as
shown in Figure 2.6.

® This is the closest distance (in A) between perturbed atoms of X, and X, and the nonhy-
drogen bonded amide hydrogens (residues 1-4) and carbonyl oxygens (residues 17-20) in
the final structures following the perturbation simulations.
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energy change of -9.2 kcal/mole for a distance dependent dielectric constant. The aver-
age Cg-Cp distance of 5.75 A for i—i+3 salt bridges yields a free energy change of -10.0
kcal/mole. These free energy changes, like those presented above for single charge per-
turbations, are only useful for qualitative comparisons since the values are roughly -0.7
kcal/mole if a dielectric constant of 80 is used. So, the total change in free energy for
introducing a salt bridge into a structure is the sum of the charge-charge interaction and
the calculated free energies in Figure 2.6 for the interactions between the salt bridge and
the helix.

Figure 2.6 shows the calculated free energy changes for forming i—i+4 and i—i+3
salt bridges along an o-helix. Virtually all of the free energy changes for forming i—i+4
salt bridges depended on the polarity of the perturbed charges, e.g. salt bridges at the
ends of the helix were favoured when the salt bridge charges closest to the poles of the
dipole were complementary to the dipolar charges. Salt bridges at the C-terminus of the
blocked structure were an exception. These results can be rationalized in terms of elec-
trostatic interactions between the perturbed groups and the methyl-amino blocking group.
The negatively charged Cg of residue 20 can interact, as discussed above, with the posi-
tively charged hydrogen of the methyl-amino group (2.93 A separates these atoms), mak-
ing a seemingly unfavourable perturbation favourable. The same salt bridges behaved as
one would predict in the absence of terminal blocking groups. That there is a preference
for a (+,-) salt bridge in the interior of the helix (residues 9 and 13) over the (-,+) orienta-
tion points out the importance of local interactions, since one would expect the (-,+) salt

bridge to be preferred on the basis of favourable interactions with the helix moment.

In our calculations the free energy contribution to helix stability from i—i+3 salt
bridges ‘'was not consistently dependent on directionality of the salt bridge. In fact,
almost all of the free energies for formation of the salt bridges in models with blocking
groups were favourable, regardless of whether the salt bridge was aligned with or against

the charges of the helix dipole. In the absence of blocking groups, there was some
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dependence on polarity.

With few exceptions, the formation of i—i+4 salt bridges was more favourable than
i—i+3 salt bridges. The i—i+4 salt bridges are essentially colinear with the macrodi-
pole. The i—i+3 salt bridges extend across the helical axis at angles of approximately 30
degrees. The difference in the magnitudes of the free energies between i—i+4 and
i—i+3 salt bridges may be due to more direct interactions of the i—i+4 salt bridges with
the helix dipole. This effect is probably less important with longer side chains where the
charged functional group is farther from the helix axis. Even in our simple model,
though, the dominant term in determining the difference between i—i+3 and i—i+4 salt
bridges at the ends of the helix is probably repulsive in nature. As can be seen in Figure
2.1, the region of positive electrostatic potential near the N-terminus spans four residues.
So, when residue 1, for example, carries a favourable negative charge, formation of a salt
bridge would favour placement of the corresponding positive charge at residue 5 over
residue 4. Likewise, for the opposite, unfavourable orientation of the salt bridge (+,-),
i—i+3 salt bridges are less unfavourable than the i—i+4 spacing, since the negative
charge is still within the region of positive electrostatic potential in the fourth position.

DISCUSSION

Recent work by Baldwin and co-workers on small peptides in water, suggests that
charge interactions with the helix dipole can stabilize helical structures (Shoemaker et
al., 1985, 1987; Marqusee and Baldwin, 1987). They synthesized various analogs of the
C-peptide of RNase A and some de novo peptides to examine the dependence of helix
stability on the position of the charge along the helix axis as well as the stability con-
ferred to the structure by salt bridges (Table 2.4).

The experimentally observed helix stabilities of the C-peptide homologs as a func-
tion of amino acid composition are qualitatively consistent with the calculated free
energy changes presented in this paper. For example, when the charged residues

interacting favourably with the helix dipole are replaced by neutral residues, helix con-
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tent decreases. In fact, for the first two cases in Table 2.4 Baldwin and his co-workers
find negligible amounts of helix when the N-terminal Glu is replaced by Ala and the C-
terminal His is replaced by Ala (Shoemaker et al, 1985). A similar effect for an His at
the C-terminus of an helix has also recently been reported by Sali ez al. (1988). Further,
Shoemaker et al. (1987) find that stability is dependent on the N-terminal charge (cases
4, 5 and 6 of Table 2.4), as would be predicted by our results on varying the charge of the
terminal residue without blocking groups (Table 2.1).

We found that salt bridges were secondary to favourable single charge interactions
with the ends of the helix, in terms of direct interactions with the dipole. For example,
the introduction of a negative charge at the N-terminus and a positive charge at the C-
terminus of the unblocked peptide, stabilized the structure by 29.9 kcal/mole (Table 2.1);
while, the formation of an i—i+3 salt bridge at each end of the helix, aligned to interact
favourably with the dipole, stabilized the structure by 10.3 kcal/mole (Figure 2.6). A
similar effect has been seen experimentally by Shoemaker and co-workers (1985) (case 3
of Table 2.4). When Glu 9 is replaced by leucine, helix stability increases even though
Glu 9 is in a position to form a salt bridge with His 12. Bradley et al. (1989) report a
similar role for an His residue in an helical peptide. Hence, experimental results also
suggest that single charge interactions with the poles of the helix dipole stabilize helices
more than multiple charges near the poles of the helix, even when these charged groups

can form salt bridges.

Marqusee and Baldwin (1987) studied the role of i—i+3 and i—i+4 salt bridges in
stabilizing alanine-based peptides. Essentially, they find that i—i+4 salt bridges stabilize
helices to a greater extent than do i—i+3 salt bridges, and for both spacings the effect is
greater when the charges are in positions to interact favourably with the helix dipole. Our
calculated free energy changes for formation of salt bridges with analogous orientations
and spacings (Figure 2.6) are consistent with these experimental results. Marqusee and

Baldwin (1987) suggest that the difference in the ease of making hydrogen bonds
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TABLE 2.4
Effects of Substitutions on C-Peptide Derivatives
Peptide?® Substitution Helix Content
1. KETAAAKFERAHA® H(12)>A no helix
2. E(2)>A no helix
3. E(9)-L *
4. Ac-AETAAAKFLAAHA® Ac-A—succinyl-A »
S. Ac-A-A N/
6. Ac-A-K N/

¢ The C-terminus of each of the peptides is amidated. Ac represents an acetyl group.
b Shoemaker et al., 1985.
¢ Shoemaker et al., 1987.
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between preferred rotamer conformations of glutamate and lysine may explain why an
i—i+4 salt bridge is more helix stabilizing than an i—i+3 orientation. Our results on salt
bridge calculations in polyalanine suggest that the spacing of the salt bridge itself is
important in determining the stability conferred to the helix, since we do not have dif-

ferent side chain conformations to consider.

As mentioned in the results section, we found asymmetry of the helix---the magni-
tude due to the charge near the C-terminus was greater that at N-terminus. This may be
an inherent property of the helix dipole and not just a property of our peptide model.
Both experimental (Wolfenden, 1978) and theoretical (Bash et al., 1987a) studies on the
solvation of acetamide and N-methylated derivatives suggest that the N-H hydrogen
bonding potential of the amide group is relatively unimportant in determining the solva-
tion properties of these compounds and that the interaction of water with the carbonyl
group is the major factor in determining the very negative solvation free energy of the
amide group.

We found that charge interactions with both the antiparallel and the parallel B-
strands yield much lower, but significant, free energies than the analogous perturbations
of the a-helix. Wada (1976) points out that one-third of the residue moment lies along
the axis of both antiparallel and parallel B-strands. We found no evidence, however, for a
macrodipole in the B-structures. Perturbation of an extended f-strand yielded free energy
changes of the same magnitude as the antiparallel and parallel B-strands. There should
only be minimal alignment of the dipoles in the extended orientation. That we calculated
similar free energy changes for all three of the B structures suggests that we may only be
observing an end effect, providing further support for the importance of local interac-
tions. To further complicate the matter, the single strand B-structure geometries were not

stable; even with constraints the strands twist and bend a great deal.

A comparison between the calculated free energies and what one would expect

given static structures gives some idea of the deviations from ideality. For example, the
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interaction between an ideal o-helix (represented as a line dipole) and favourable charges
1.5 A from the poles of the dipole yield interaction energies of -42.4 kcal/mole, neglect-
ing screening and assuming complete alignment of the dipoles. In contrast, we calculated
free energy changes of -29.9 kcal/mole for the same interaction using the perturbation
method. The difference between the two values can easily be reconciled given the use of
e=1 for the interaction of charges with the static structure and a distance dependent
dielectric constant using the perturbation method. Another factor contributing to this
discrepancy is the local perturbation in structures that occurs during dynamics. Using
Wada’s (1976) values for the extent of axial residue dipole moment alignment (M, / Byes
= (0.376 for parallel B-strands, 0.312 for antiparallel strands, and 0.127 for extended
strands), results in interaction energies of -3.0, -2.5, and -1.0 kcal/mole for parallel,
antiparallel, and extended B-strands, respectively. These values obviously differ
markedly from the free energy changes given in Table 2.1 and Figure 2.4. Hence, the B-
structures are probably too mobile, even when constrained, to detect such subtle differ-
ences in the alignment of the dipoles and instead specific local interactions dominate the

calculated free energies.

In proteins there is a clear preference for negatively charged residues to occur near
the N-terminus of an a-helix and positively charged residues near the C-terminus. The
results of two commonly referenced studies, cataloguing these tendencies, agree that
there is a greater probability for glutamic acid to be found at the N-terminus (first 3 resi-
dues) than aspartic acid (Chou and Fasman, 1978; Crawford et al., 1973). These studies
differ in the probabilities of occurrence of positively charged residues at the C-terminus,
though. Chou and Fasman (1978) find that lysine is favoured over histidine and arginine
follows, although there are intervening residues; in contrast, Crawford and co-workers
(1973) have in decreasing order of probability His > Lys > Arg. On the basis of the
results for calculated free energies as a function of the distance between C, and Cg (Fig-

ure 2.4), we would expect asparatate to be favoured over glutamate at the N-terminus and
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His > Lys > Arg at the C-terminus. However, in our simulations with actual charged
amino acids at the ends of the helix, glutamate is able to more closely approach the poles
of the helix than is aspartate. Glutamate may be favoured over aspartate for this reason.
The differences between the ordering of residues at the C-terminus between the two
sources may be due to differences in their definitions of turns and helices and insufficient
sampling [e.g. Chou and Fasman (1978) examined 29 proteins and Crawford et al. (1973)
used a basis set of 11 proteins]. Our results with histidine, lysine and arginine at the C-
terminus of an a-helix do not allow discrimination between the two sources. Instead, we
find that the stability conferred to a structure by charge-dipole interactions is determined
by how closely the charged functional group can approach the poles of the helix. Further
and more extensive studies are necessary, both in terms of simulations and in cataloging
the tendencies for charged residues at the ends of helices with a larger basis set of pro-

teins, to alleviate ambiguities.

Essentially all of our results are consistent with the helix dipole model and qualita-
tively consistent with the available experimental data. While the magnitudes for the cal-
culated free energies using the dielectric model e=r and formal charges on the f carbons
are too large to be experimentally reasonable, they drop to more moderate values as the
distance between the charge and dipole increases. To model these interactions more
rigorously, counterions on the charges and solvent should be included. There are
difficulties in doing this, however. The calculated free energies for perturbing the
charges of an helix in water include the interaction of the charge with the peptide and a
much larger term due to reorientation of water molecules that accompanies "growing" a
charge in water. The huge interaction energy between the charge and the water
molecules overwhelms the relatively small interaction between the charge and the pep-
tide. Therefore we need a control case to compensate for the reaction field term. The B
structures could perform this control function but we would be left with the problem of

looking for small differences between large numbers. The simulations are not computa-
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tionally feasible, either, because the free energies for introducing charges into water con-
verge very slowly. Weighing these factors the simpler case of e=r allows us to qualita-
tively evaluate different interactions and test limiting cases by the use of different dielec-

tric models.

Why not just use Coulomb’s law to calculate electrostatic energies? With idealized
geometries we cannot realistically evaluate any subtle local geometry changes that might
accompany the introduction of charged residues. If we use molecular mechanical minim-
ization and compare internal energies, the uncertainty in these energies is significantly
greater than in free energies (Bash et al., 1987a,b). Thus, it makes sense to use the free
energy approach in a semi-quantitative application such as this. We emphasize that the
computer time required for these simulations is quite modest, a typical mutation in Table

2.1 requires less than 30 minutes on a FPS 264 array processor.

Also, as mentioned above, to model these electrostatic interactions more realisti-
cally, in addition to solvent, counterions should be included in the system. However, the
addition of counterions leads to further complications; besides screening the charge on
the methyl groups of the peptide, the counterions interact with the structure. On another
level, Matthew (1985) points out that it is not rigorously correct to uniformly assign the
same set of partial charges to peptide dipoles throughout the structure, as the microen-
vironment around particular dipoles is probably different and should be taken into
account to obtain accurate results. Given the simple system examined here with all resi-

dues exposed, the use of a single set of partial charges is reasonable.

The use of a distance dependent dielectric constant (e=r;;), which is expected to
partially compensate for the absence of solvent, leads to an overestimation of the effect
of changing a full charge and provides another explanation for the large calculated free
energies. The commonly accepted value for the dielectric constant of the protein interior
is between 1 and 5 (Pethig, 1979). However, recent experimental work (Rees, 1980;
Russell and Fersht, 1987; Russell et al., 1987) suggests that the effective dielectric con-
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stant of the protein interior might be between 40 and 50, although this is probably due to
interactions through the solvent. So, using a distance dependent dielectric constant,
which yields an average dielectric constant of approximately 5 for our system,
significantly underestimates the influence of solvent. The calculations using a larger

dielectric constant of 80 yield free energies that are more reasonable.

Although more reasonable free energies are obtained by using =80, there are prob-
lems with using such a high dielectric constant in this simple manner. Under these con-
ditions the a-helix will fall apart during dynamics (with the force field within AMBER)
due to the diminution of the strength of the hydrogen bonds. For example, the average
electrostatic component to the hydrogen bond in the a-helix is worth 4.6 kcal/mole with
&=t but drops to 0.17 kcal/mole when €=80. Another problem with a high uniform
dielectric constant is that interactions through the peptide and through the water immedi-
ately surrounding the peptide are treated like bulk water, leading to an underestimation of

the free energy change for a process.

Recently, continuum dielectric models have been successful at modeling shifts in
PK, of a particular residue as a result of site-specific mutations (Gilson and Honig, 1987,
Sternberg et al., 1987). With continuum, or cavity, models the protein is considered a
cavity of some given shape with a low dielectric constant (usually e=2-4) in a solvent
with an high dielectric constant (e=80). It is conceivable that such an approach would
provide more reasonable absolute free energy changes than the method that we employed
but it would be at the expense of molecular detail. There are also a number of other draw-
backs to using continuum models. Calculations using such models generally require very
large amounts of computer time; while, the free energy perturbation method allows us to
quickly calculate free energies for our system. Also, most charges are at the interface
between the high dielectric solvent and the lower value of the protein in cavity models.
This interface, or dielectric boundary, is where the fields are most sensitively dependent

upon position, and hence where continuum models are at their weakest (Rogers, 1986).
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For an isolated helix it is precisely this region that is of interest. Many other peculiarities
of cavity dielectric models have been discussed by Rogers (1986). So, although cavity
models might give more reasonable free energies for charge dipole interactions, it is at
the expense of molecular detail. It is molecular detail that we are interested in and we
showed a number of cases where specific local interactions are important. Also, as our
model becomes more sophisticated, by using varied amino sequences, other contributions
to the free energy, such as van der Waals forces, may become important; continuum

dielectric models do not account for other than electrostatic interactions.

Despite the shortcomings mentioned here, further refinement of our model should
address the problem of the magnitude of the free energies, but the sign of the energies
would not be expected to change.
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CHAPTER 3: Molecular Dynamics Simulations of Small
Peptides: Dependence on Dielectric Model and pH

The o-helix is the most abundant form of secondary structure found in globular pro-
teins (Creighton, 1983) and may also be important in directing protein folding. The
framework model of protein folding proposes that secondary structure is formed early in
folding and that these preformed, marginally stable units of secondary structure coalesce
to form tertiary structure (Ptitsyn and Rashin, 1975; Karplus and Weaver, 1976; Kim and
Baldwin, 1982). This hypothesis implies that secondary structure should be present
under conditions where folding occurs spontaneously, but until recently most attempts to
detect secondary structure within small peptides in water were unsuccessful (Epand and
Scheraga, 1968). In 1971 Brown and Klee were able to detect a-helical structure in the
13 residue C-peptide from ribonuclease A, which was contrary to the prevailing dogma.
Since that time much work has been carried out on the C-peptide to determine the
interactions responsible for the unexpected helical stability (Shoemaker et al., 1985,
1987). A recent study by Bradley and co-workers (1990) expands upon this idea and
describes peptides of de novo design that are helical in aqueous solution. We performed
simulations of one of these peptides, under a variety of conditions, in an attempt to repro-
duce both the qualitative and semi-quantitative experimental results and elucidate

interactions important for stabilizing the helical conformation.

We chose to study the peptide with the highest helix content observed by Bradley et
al. (1990). The peptide has blocked ends (acetylated amino-terminus and amidated
carboxy-terminus) with the i—i+4 spacing of potential salt bridges, with the exception of
one possible i—i+3 interaction near the C-terminus (Glu 13...His 16). Figure 3.1 shows
the sequence of this peptide along with the experimentally observed connectivities deter-
mined using two-dimensional nuclear Overhauser effect spectroscopy (NOESY). The
origin of the nuclear Overhauser effect is dipolar cross-relaxation between protons,

thereby measuring through space interactions. This peptide shows its greatest helical
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content at 5 degrees Celsius and low pH (between 2 and 5 pH units). For this reason,
Bradley and co-workers rule out salt bridges, which are expected to be maximal near
neutral pH, as the dominant mode of stabilization of the helix. Instead, they suggest that
the pH dependence arises from interactions between His 16 and the negative pole of the
o-helix macrodipole.

We performed molecular dynamics (MD) simulations of the peptide in Figure 3.1,
using an empirical force field (Weiner et al., 1984). The electrostatic interactions in this
force field are described by Coulomb’s law (E=Q;Q; / € R; ;, where Q is the charge and R
is the distance between atoms i and j). Often, the electrostatics are modelled by setting
e=1 and including explicit water molecules. In another approach, the macroscopic
dielectric constant, &, is treated as an adjustable function, €(R), such as e=R; ;, e=4R; j, or
€=4 to compensate for the lack of water. Other workers have used slightly more sophisti-
cated functions: [e = (r-1)? + 2] (Warshel, 1979) and [e = 4 exp (0.1r)] (Srinivasan and
Olson, 1980). All of these distance-dependent functions have the aesthetic disadvantage
that they do not reach a limiting value at the bulk dielectric constant of water. Inclusion
of water molecules provides the most realistic system for studying biologically relevant
molecules, but there are often situations where it is computationally impractical to

include water explicitly.

In an earlier study aimed at calculating free energies for charge-helix dipole interac-
tions, we found that e=R severely overestimated electrostatic interactions in small pep-
tides (Chapter 2). Since small peptides are entirely exposed to solvent, the dielectric
constant should be quite high and approach the value for bulk water (¢=80) at relatively
short distances from the charge. The function e=R does not screen electrostatic interac-
tions enough to mimic this effect for small peptides in solution, nor is it effective for sur-
face regions of proteins. Setting eé=4R screens long-range electrostatic interactions more
effectively than e=R but it overscreens short-range interactions. In our force field, hydro-

gen bonds are predominantly electrostatic in nature. Both e=R and =1 reproduce hydro-
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gen bond lengths in a variety of systems while e=4R does not (Weiner et al., 1984). Use
of a uniform dielectric constant of 80 leads to a loss of hydrogen bonds (Chapter 2). We
wanted a function that could account for both the short- and long-range interactions in a
physically meaningful way to give e=1-2 at short distances and e=80 above 10-15 A. No
one of the functions mentioned above fulfills these criteria. For this reason we imple-
mented the distance-dependent dielectric function of Ramstein and Lavery (1988), which
is a modified form of the function derived by Hingerty and co-workers (1985).

The function developed by Hingerty and co-workers is based on Debye’s theory of
ionic saturation (Debye, 1929). Debye’s formulations for the distance dependence of the
effective dielectric constant were derived by solving Maxwell’s equations for an element
of volume and an ion separated by a solvent of isotropic polarizability. This solvent
approximation is not valid for water, but it appears to be insensitive to the explicit form
of the dielectric function as long as the function increases to 80 quickly (Hingerty et al.,
1985). The relationship derived by Debye is only valid for distances greater than 3 A.
Hingerty et al. (1985) extended this work to include distances below 3 A by using the
method of image charges (Perutz, 1978) for a charge in a cavity immersed in water. They

then combined the two regions graphically to give a single expression for all distances.

The general form of the function derived by Hingerty and co-workers (1985) is
shown in Figure 3.2. The sigmoidal distance dependence of this dielectric function can
be rationalized by considering the structure of water molecules near charges. The spatial
ordering of liquid water can be determined using X-ray diffraction. Using this technique,
Norten and Levy (1969) have shown that the radial distribution function of liquid water
is quite variable at short distances and it approaches one around 8-10 A from the probe
molecule. This suggests that water molecules show nonrandom arrangements for 2 to 3
molecules from the probe. (These ideas and others related to water in the vicinity of
macromolecules have been reviewed by Cooke and Kuntz (1974).) In any case, since the

dominant contribution to the dielectric constant under normal conditions is due to
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Figure 3.2. The dielectric constant as a function of distance from a charge. The
solid line (——) represents the sigmoidal distance dependent dielectric function
given in equation 1, with D=78 and S=0.3. (— — —) represents an experimentally
derived curve (Conway, 1951) and (- - - -) denotes the linear dielectric function
(e=r). The X represents the average distance and average effective dielectric
contstant as estimated by Rees (1980) (only the values for lysines less than 15 A
from the heme in cytochrome ¢ were used).
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reorientation of dipoles, the dielectric constant will be low where the dipoles are res-
tricted, e.g. closest to the charge. The dielectric constant increases moving away from the
charge as the water molecules become less restricted rotationally and quickly approaches

the bulk value with loss of structure.

Hingerty and co-workers (1985) have studied metal ion binding to RNA using their
sigmoidal dielectric function, yielding results in good agreement with experiment. Ram-
stein and Lavery (1988) modified this function to easily accomodate other solvents and to
include a parameter to control how quickly the dielectric constant changes with distance.
They have applied their function to study conformational changes in DNA, again with
good agreement with experiment. To our knowledge, neither function has been applied to
peptides or proteins, however there is some precedent for using this type of sigmoidal
dielectric function for calculating electrostatic interactions in proteins (Mehler and

Eichele, 1984).

We have three main goals for the molecular dynamics calculations: to determine
how well the sigmoidal dielectric function compensates for lack of solvent; to gain
insight into the forces that stabilize the helical conformation of this peptide; and to see
how well molecular dynamics simulations sample experimentally relevant regions of
conformational space. Simulations of this small peptide provide a nice system for testing
this dielectric function because we can carry out fairly long simulations, and we have
experimental 2-dimensional NMR data at low pH that allow us to check the molecular
dynamics simulations semi-quantitatively. The primary reason that our comparison to
experiment is only semi-quantitative is that actual distances between the atoms giving
rise to the NOESY crosspeaks have not been determined. This is due to the presence of at
least two distinct conformational populations for this peptide: the major fraction is heli-
cal, the other appears to be extended (Bradley et al., 1990). We expect time-averaged
distances less than 3 A, though, for the atom pairs indicated in Figure 3.1 because the

intensities of the crosspeaks are strong. Also, ratios of mainchain crosspeaks and the cou-
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pling constants derived from NMR experiments reflect the regions of conformational
space in which this peptide resides. We have estimates of helix content from circular
dichroism (CD) measurements as a function of pH to compare to simulations with dif-
ferent ionization states of the Glu and His residues. NMR studies are not possible at the
higher pH, as the peptide is not soluble enough for the high concentrations required for

NMR measurements (Bradley, personal communication).

We performed parallel molecular dynamics simulations of the peptide in Figure 3.1
at low pH (Glu and His residues protonated) starting in an a-helical conformation using
the linear dielectric function (e=R), the sigmoidal distance dependent dielectric function
of Hingerty and co-workers, and e=1 with the peptide immersed in a bath of water
molecules. We also did a simulation starting with the peptide in a completely extended
conformation at low pH, using the sigmoidal dielectric function. The simulations at low
pH were compared to the NMR data collected at pH 2. Simulations starting in the helical
conformation corresponding to moderate pH (Glu negatively charged and His pro-
tonated) and high pH [Glu negatively charged and His neutral, proton on N; which is
generally the most highly populated tautomer (Tanokura, 1983)] were also performed
using the sigmoidal dielectric function to compare to the pH dependence of helix content

measured by CD.

Use of the sigmoidal dielectric function at low pH resulted in distances (averaged
over the trajectory for particular interactions) that were consistent with the NMR data.
This function surpassed the theoretical ideal of simulating a peptide with solvating water
molecules. It had additional advantage of being much less computer-intensive. The
interactions that stabilized the helix differed depending on the dielectric model
employed. The simulations at low, moderate and high pH using the sigmoidal dielectric
function showed comparable helix contents, instead of decreasing with increasing pH as
observed experimentally (Bradley et al., 1990).

METHODS
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Dielectric Models

Three dielectric models were used for the molecular dynamics simulations: e=R
(where R is the distance between the charged groups); e=1 with water molecules solvat-
ing the peptide; and a sigmoidal distance dependent dielectric function [equation 1 is
essentially the function given by Ramstein and Lavery (1988) with the exception that
they used D/2 instead (D-1)/2]. The sigmoidal dielectric function is given below, where
R is the interatomic distance, and S and D are constants (Equation 1).

eR) =D - [(D-1)/2] ® [(RS)* +2RS +2]  Equation 1

The slope of the function can be calibrated by the choice of S and the plateau of the
curve is determined by the value of D, the bulk solvent dielectric constant. D was set to
78 to represent an aqueous system. We used S=0.3 to give a curve similar to that derived
experimentally for the dielectric constant as a function of distance from an ion (Conway
et al., 1951) and consistent with experimental results for the dielectric constant of a pro-
tein (Rees, 1980; Russell and Fersht, 1987; Russell et al., 1987). We expect the distance
dependence of the dielectric function for proteins and peptides to rise less steeply than
that determined for an ion based on accessibility of the charges and their effect on the
solvent waters; this idea is supported by the experimental data. This function is plotted
in Figure 3.2 (with S=0.3), along with the experimental values for a monovalent ion in
water (taken from Conway et al., 1951), the average of the experimental results for the

dielectric constant in proteins (Rees, 1980), and the linear function with e=R.
Generation of Structures

The initial model of the peptide in Figure 3.1 was built as an ideal a-helix with
extended side chains. The ionization states of the amino acids were chosen to represent
the peptide in three pH regions: low pH (e.g. both the Glu and His residues were pro-
tonated, corresponding to < pH 4), moderate pH (Glu negatively charged and His pro-
tonated, pH 5-7), and high pH (Glu negatively charged and His neutral with the proton on
N,, corresponding to > pH 8). The peptide had 17 residues plus the two blocking groups
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and contained 173 atoms at low pH, 170 atoms at moderate pH, and 169 atoms at high
pH. The initial low pH structure was minimized and then used as the starting structure
for all other molecular dynamics simulations beginning in the helical conformation. (See
Figure 3.3.) A simulation of the peptide starting in a completely extended conformation
at low pH (¢=180 and y=180) was also performed. The protocol described above was

used to prepare the extended strand for molecular dynamics.

For the simulation of the peptide in water the minimized helix was solvated by plac-
ing the peptide in a box of Monte Carlo equilibrated water molecules (Jorgensen et al.,
1983). Any water molecule over 8 A from any peptide atom was discarded. This pro-
cedure resulted in the peptide immersed in a rectangular bath with the following dimen-
sions: 47.30 A x 28.30 A x 26.66 A. 990 water molecules were needed to fill this
volume; the system contained a total of 3143 atoms. The entire system was minimized

briefly prior to MD.
Computational Details of Molecular Dynamics Simulations

Minimization and molecular dynamics simulations were accomplished using
AMBER version 3.0 (Singh et al., 1986). Standard united atom parameters [nonpolar
hydrogens are not represented explicitly, the van der Waals radius on the atom to which
they are connected is increased accordingly (Weiner et al., 1984)] were used, except for
the glutamic acid residues in their protonated state (the standard parameters from Weiner
et al., 1984 are for glutamate) and the blocking group at the C-terminus (referred to as
residue type NHH). The parameters for these residues were chosen to be as consistent as
possible with similar atom types and are given in footnote 1. The united-atom representa-
tion is presented here because MD of all-atom models resulted in nonhelical, collapsed
structures of higher energy with both of the distance-dependent dielectric models (appen-
dix 2).

The MD simulations were 1200 picoseconds (ps) in duration for the models without

explicit solvent molecules and 100 ps for the peptide in water (Figure 3.3). The
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simulation using €=R took approximately 19 hours on a FPS 264 array processor (Float-
ing Point Systems, Portland, OR), with the sigmoidal dielectric function the time
increased to about 43 hours on the same machine. The water simulation took approxi-
mately 35 hours to complete on a Cray X-MP (equivalent to 105 hours on the FPS).
Therefore, the water simulation took 30 times more computer time than the sigmoidal

function, allowing for different simulation times and different machines.

SHAKE (Ryckaert et al., 1977) was used on all bonds so that 2 femtosecond time
steps could be used. The temperature was maintained at 278 K by coupling to an external
bath (Berendsen et al., 1984). For the water bath simulation the pressure was constant at
1 atmosphere and periodic boundary conditions were employed. Intermediate structures
generated during MD were saved every picosecond for analysis. A 99 A non-bonded
cut-off was used for the simulations with the dielectric functions described above, and a
9 A cut-off was used for the simulation in a bath of water molecules. The cut-off is
related to the box size; a 9 A cut-off was chosen so that the solute molecule would not
see its periodic image [e.g. cut-off < 1/2 (shortest box dimension) - 2 ;\].

RESULTS

Structural Description of Molecular Dynamics Simulations
End-to-End Distances

The overall dynamics of the peptides, using different dielectric models and in dif-
ferent pH regions, can be visualized most easily by comparing the end-to-end distance of
the structures. (Unless the extended strand structure is specifically mentioned, the dis-
cussion that follows refers to MD starting in the helical conformation.) Table 3.1 con-
tains the starting end-to-end distance (measured from N of residue 1 to O of residue 17)

in the minimized helix before MD and how this distance changes during MD. Plots of
end-to-end distance as a function of time, for each model, are shown in Figure 3.4. The
simulations using the sigmoidal dielectric function at low and high pH and the water

mode] maintained the end-to-end distance of the minimized helix during MD (Table 3.1).
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TABLE 3.1
End-to-End Distance (in A) for Helical Structures
using Different Dielectric Models®

Dielectric Model® pH® Time of MD (ps) | <d> | <Ad?>!'? | |d-<d>|pax

€=t low 100 19.1 3.4 8.3

e=sig low 100 26.7 1.6 5.5
e=1,Water low 100 25.0 1.4 33
€=t low 500 18.6 1.8 8.8

e=sig low 500 25.8 2.1 9.5

e=sig moderate 500 23.6 24 12.1
e=sig high 500 24.8 1.7 119

% End-to-end distance is measurgd from N of residue 1 to O of residue 17. The initial dis-
tance for this peptide was 25.2 A.

b e=sig refers to the sigmoidal distance dependent dielectric function.
¢ Values as defined in text: low pH < pH 4; moderate pH = pH 5-7; high pH > pH 8.
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The average distances for these simulations were close to the starting distances, although
there were fairly large excursions from the mean distance (Figures 3.4C, 3.4D and 3.4E).
Although the average end-to-end distances at low pH using the sigmoidal dielectric func-
tion and water were similar, the peptide in water sampled less conformational space: both
the root mean square length displacement and the maximum deviation from the mean
distance were smaller in water than the values using the sigmoidal function (Table 3.1
and Figures 3.4A and 3.4C, comparing the water simulation with the first 100 ps of the
simulation with the sigmoidal function). Also, it is clear that the simulation with water

has not equilibrated even after 100 ps.

The fluctuations for the dielectric functions shown in Figure 3.4 correspond to real
motion and not transient features at the start of the simulation, for they persisted and gave
a similar profile for the simulation at low pH with e=sig when continued to 1.2
nanoseconds (1200 ps). We have seen similar fluctuations in a different small peptide
system in which MD was carried out for 4 ns and the fluctuations persisted throughout
the entire simulation (Chapter 4). The displacement and deviation values for the linear
dielectric function were close to the values using the sigmoidal function but the average
distance was much shorter. The peptide became more compact within approximately 40
ps using the linear function and remained compact for the rest of the simulation (Figure

3.4B).
Dihedral Angles

To compare sampling of conformational space with the different dielectric models
the angular variance of ¢ and v for each residue in the simulations at low pH is shown in
Figure 3.5. All of the models exhibited more motion at the ends of the structure than in
the center of the helix, which is indicative of fraying. The water model always showed
the lowest fluctuations. The linear and sigmoidal functions had similar profiles after 500
ps with the exception that the sigmoidal function showed larger fluctuations near the N-

terminus and the linear function exhibited larger fluctuations near the C-terminus (data



- 51 -

(DEGREES)
L

40.0

ANGULRAR VARIANCE
20.0
1

.0

RFSTNUF NUMBFR

(DEGREES)
40.0 60.0

RANGULRR VARIANCE

20.0

.0

4.0 8.0 12.0 16.0
RESTDUE NUMBER

Figure 3.5. Angular variance in ¢ and y during 100 ps of MD as a function of resi- .
due number for the three dielectric models: explicit water molecules with e=1 (x);
e=R ( a); and the sigmoidal distance dependent dielectric function (0): A) ¢ and B)

V.



| N

-52-

not presented). The average angular variance in ¢ and y values, respectively, for the dif-
ferent models at low pH during 100 ps of MD were 17 and 19 for the sigmoidal function;
21 and 19 for the linear function; and 12 and 12 for water. Based on the fluctuations in
the dihedral angles, both of the simulations using the dielectric functions showed better

conformational sampling than the water model.
Positionral Fluctuations

T he root-mean-square positional fluctuations during molecular dynamics are given
as a function of atom number for the three dielectric models at low pH in Figure 3.6. The
a-carbons of the structures were matched to correct for rotational motion during MD. For
the water simulation, Lys 17 exhibited the greatest movement (Figure 3.6A). For the
most pyart, the profile is uniform; the root-mean-square deviation for the side chain

motion is only slightly larger than the values for the mainchain atoms.

"The simulation using the sigmoidal dielectric function displayed large movement at

the ends of the structure, which again is indicative of fraying (Figure 3.6C). Tyr 12

showeq the largest movement during the simulation (approximately 5.5 R). Interest-

ingly, the peaks of the r.m.s. fluctuations fell into two groups: polar and nonpolar. The
Polar Eroups showed approximately 1.5 A higher average fluctuations than the nonpolar

residues, with the exception of Glu 13.

The greatest motion using the linear dielectric function was also exhibited by Tyr 12
(Flgure 3.6B). For e=R, the charged residues showed r.m.s. fluctuations of approxi-
mately 3-3.5 A, with the exception of the neutral, protonated Glu 13. The simulations

with
E=R gave a more uniform profile than did the sigmoidal function.

Meqo
Lerements of Helix Content

Based on the number of intermediate structures generated with MD had ¢ and v
With;
o T + 15 degrees of the ideal o-helical angles (-57,-47), we determined the percentage
£ .
Cme the peptide was in the helical region of conformational space for all dielectric

Q\Qq .
€1s and at different pH values. The overall average percentage of helix (over all
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residues and 100 ps at low pH and 500 ps at higher pH) for the different models is shown
in Figure 3.7. The helix content was the greatest using the water model. Using the sig-

moidal dielectric function, there was no significant variation in the helix content with pH.

‘We then considered another method of estimating helical content based on ¢ and y
values that takes repeating structure into account. A region was considered helical if
both ¢ and y were with 20 degrees of their ideal values for at least 3 residues in succes-
sion. Various properties determined using this method are given in Table 3.2. The

choice of ¢, y values to define the helical region was arbitrary. Therefore, these measure-
ments of helicity are most appropriate for internal comparison of the models rather than
direct comparison with experiment.

Al of the models started the MD simulations in the helical conformation. But, the
fraction of helix as a function of time differed for the various models. The fraction of
helix is the number of helical residues as defined above (not necessarily contiguous)
divided by the total number of residues, 17. The cut-off to be considered helical was 3 of
17 r ©sidues. The fraction of helix using e=R dropped to very low levels immediately and

mained low (Figure 3.8B). The simulation with the sigmoidal function showed high
fr"cﬁ<>lls of helix for the first 100 ps of MD but dropped to zero periodically throughout
the Simnualtion, while maintaining an high overall helix content (Figure 3.8C). During
this Same period of time, the fractional helicity of the peptide in water was high and
reLy dropped below 5U% (Figure 3.8A).

One can use the definition of helical structure defined above to compute a number
°r Stl“lctural properties. The average helix length using the sigmoidal function dropped
froth S.3 residues during the first 100 ps to 4.6 over 500 ps, which is approximately the
leve’l Of the other pH regions (Table 3.2). The simulation at low pH using the sigmoidal

fu R
netl()n gave the highest average helix length of the dielectric functions. The value

usi
g &=R was 25% lower (3.6 residues, averaged over 500 ps). The average helix length

s .
Overwhelmingly the greatest in the water simulation. Using this approach to identify
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TABLE 3.2
Model Dependent Properties of Peptide Conformations
Starting Molecular Dynamics in the Helical Conformation

Low pH Moderate pH | High pH
Property”® Water | e=r | e=sig €=sig e=sig
100 ps | 100 ps | 100 ps 500 ps 500 ps
<# of residues/helix> 8.8 4.6 53 43 4.3
Maximum # of residues/helix 16 13 15 11 15
<# of helices/peptide> 14 0.6 1.5 1.1 1.3
M aximum # of helices/peptide 3 2 3 3 3
%0 of time peptide has at least 1 helix [ 100 52 98 80 85
% of time in P region 0.0 2.8 04 0.1 0.0
< of time in o-helix region 79.5 | 39.1 | 59.1 47.3 539
%% of time in other regions’ 20.5 | 58.2 | 405 52.6 46.1

“ Conformational distinctions based on ¢ and y being within + 20 degrees of ideal values
(cx-helix region was -77 < ¢ < -37, -67 < y < -27; B region was -159 < ¢ < -99, 93 < y <
155 to span both antiparallel and parallel B structures) and for the o-helix ¢ and v for at

least 3 residues in succession had to fulfill this criterion.

5
MO st of these conformations had kinks and turns that disrupted the helical structure.
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helical regions a peptide can have more than one helix. In fact, all of the simulations
using the sigmoidal dielectric function and the model with solvating waters had 3 regions
with helical ¢ and y values per peptide at some point during the simulation. The simula-
tion wvith the linear dielectric function, on the other hand, had a maximum of two helical
regions per peptide. The average number of helices per peptide at low pH was much

lower for the linear dielectric (0.6) than the sigmoidal function (1.5) and water model
(1.4).
Comprarison to 2-D NMR Data

Figures 3.1A and 3.1B show the experimentally observed NOESY connectivities.
We monitored distances during our simulations corresponding to these crosspeaks.
Because of the ¢ distance dependence of the nuclear Overhauser effect (dipole-dipole

interaction), we define an effective NOE interatomic distance r(i,j) between i and j as
I, ﬁ’(l ’J) = (<ri,j-3 >2)—l/6 = <ri,j_3>—”3

where x; ;2 is calculated for each intermediate structure generated during MD and subse-

qQuently, averaged over the trajectory. The effective distances for particular non-bonded

inter ACtions from the simulations corresponding to the experimentally observed NOESY

‘TOsSsSpPeaks are given in Tables 3.3 and 3.4. Since the calculations used united atom
mod@lS, it was necessary to correct the distances prior to weighting the distances. One or
wo C-H bond lengths (1.09 A) were subtracted from the actual distances, depending on
wheu‘er the interaction was between two united atoms (e.g. C-H...H-C interactions, 2
bond lengths subtracted) or between an united atom and an amide proton (1 bond length
subtracted because amide protons were present explicitly). For many of the observed
NQESY crosspeaks we had more than one possible interaction to consider because our
atgms are unique while the experimental hydrogens have not always been assigned
Stﬁl‘éQsPeciﬁcally. For this reason, the shorter distance for each pair is considered in the

Al
assion that follows, although both distances are given in Table 3.4.
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TABLE 3.3

Weighted Distances? (in A) from Molecular Dynamics Trajectory
Corresponding to Observed NOESY Mainchain Crosspeaks with Different Models®

Helix Strand

Observed Water e=r e=sig e=sig

NOE 100 ps 100 ps 100 ps 500 ps
(L 7% 5 P 2.8 32 29 4.6
Mg 2.6 3.0 23 6.6
s Bg 2.2 29 1.9 7.4
% Bo 2.0 3.0 19 5.6
gy, 1.9 29 24 6.6
CioMi3 24 33 2.6 4.6
%1Mig 2.4 35 24 6.7
Ci3Mi 6 2.5 29 2.5 5.5

a
See tex t for how distances are calculated.

b
See Figure 3.1A.
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. TABLE 34
Weighted Distances (in A) from Molecular Dynamics Trajectory
Corresponding to Observed NOESY Side Chain Crosspeaks with Different Models®

Helix Strand
Observed e=1,Water e=r e=sig e=sig
NOE 100 ps 100 ps 100 ps 500 ps
Bams 4l 4.2 4.1 5.3
NsvYs a5 49 4.6 9.5
xs8s | 1936 2.8/4.6 1.8/3.2 7.1/8.7
ns Sg 5 43/57 4.8/6.1 4.5/5.8 9.4/10.4
osvs 22 29 1.9 7.6
%’Bi2" 3.5/5.4 - 5.2/5.2 2.9/3.4 8.6/9.1
8% v13 5.1/5.7 2.2/2.5 4.0/4.1 9.8/10.2
So€,5 4.0/6.2 6.8/1.1 3.3/4.6 8.5/9.4
%€, 1.6/3.9 5.5/6.6 42/4.8 9.5/10.0
8538, 3.9/6.2 5.8/6.4 2.2/3.8 8.19.2
5°8,, 1.7/4.0 49/5.8 3.5/4.0 9.0/9.7
YoY13 250 | & 30 3.6 9.8
Sr2e, ¢ 'fﬁ:?:;§.8/4.9 23036 1718 8.8/9.1
128, | 7481 | 3246 3.8/4.1 5.0/5.2
AT 5.0/5.9 3.1/3.7 1.4/1.4 7.6/19

i See text for how distances are calculated.
S§e Figure 3.1B.
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Only the first 100 ps of the simulations at low pH (the experiments were performed

at pH 2) are considered in comparing to the experimental NMR data because of the short
Simulation time in water. All of the dielectric models gave short effective NOE distances
for the mainchain interactions (Figure 3.1A and Table 3.3). Where the models deviated
from one other was in the distances for the side chain interactions (Figure 3.1B and Table
3.4). The simplest way to score the dielectric models, given the uncertainties in the atom
assigninent and the united-atom approximation, is to assume that any distance less than 5
A comnsistent with the NMR data. Using this assumption, the sigmoidal function gave
acceptable distances for all 15 NOEs, the water model and the linear model were satis-
factory 11 times. Another way of comparing these data is to use a tighter cut-off of 3 A
(since the observed crosspeaks are strong) and determine the cumulative deviation from
this threshold (deviation =X r-3 A, where the sum is over the 15 NOEs). Again, the
sigmoidal dielectric function showed the smallest overall deviation (8.7 A). The other
models ww ere worse: 17.8 A (water model) and 18.5 A (linear model). The total devia-
tions Temained approximately the same for the dielectric functions when the interactions

WeTe Considered over 500 ps.

In brief, the simulation with the sigmoidal function showed the best results overall
a.nd the agreement was not much different for 100 and 500 ps calculations. In fact, the
dls%ces did not change much when we continued the simulation to 1.2 ns (data not
pl‘esented). Thus, a 100-200 ps simulation with the sigmoidal function was sufficient to
model the NMR data. The weighted distances for the extended strand were all too high

to
SXDlain the observed experimental data.

Qne-fifth of the side chain crosspeaks are for Tyr-His interactions at the C-terminus
e the molecule, representing two of the water model’s unsatisfactory distances. Tyr 12
San interact with His 16 in two distinct edge-on modes as well as face-to-face. The simu-
lzltiQt\s with the sigmoidal dielectric function showed relatively close approach of both

Otons of each of the three geometries, while the other models showed lower distances

A -
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for one geometry over another (e.g. the proton on one side of the ring versus the other
Side, Table 3.4). In the case of the water model, the difference was due mostly to the
difference in the Tyr ring movement, as opposed to the His motion (Figure 3.6). The two
residues showed van der Waals interactions between the rings but the distances (5-6 A)

and angles (approximately 100 degrees) were not consistent with hydrogen bonding to

the aromatic ring.

R atios of intensities of mainchain NH-C, crosspeaks have been used to characterize
the pexrcentage of a-helix as a function of residue number for this peptide (Bradley et al.,
1990). Using this approach the peptide shows a nonuniform distribution of helix (Figure
3.9). The helix is localized between residues 5-15. The percentage of helix (based on ¢,y
angles wwithin + 15° of ideal values) for our best model for reproducing the NOESY
crosspeaks, the simulation with the sigmoidal function, is also given in Figure 3.9. It
should be pointed out again that this criterion to determine helix content from the MD
simulation is arbitrary, therefore absolute numbers are irrelevant and it is the trends that
are of interest. Our model of the peptide also showed a nonuniform distribution of helix
but was more helical near the N-terminus of the structure and less helical near the C-
telTni"‘\ls, compared to the experimental profile. 'fhe 3Jna coupling constants (Table 3.5),
howe"er, indicate that the peptide is extended at the C-terminus, beginning at residue 15,

Vhich is consistent with our model. Figure 3.10A shows a snapshot of the peptide
E=sig) afier200 ps of MD. The extended portion of the mainchain at the C-terminus can
be Seen clearly. By unraveling slightly, His 16 can easily interact with mainchain car-
bonyl groups (discussed further below). This portion of the molecule was not extended
dllring the entire simulation, though (Figure 3.10B).

Since experimental points are missing at the N-terminus of the peptide (Figure 3.9),
the Strycture in this region is not clear. The only coupling constant available between
1‘t:siﬁues 1 and 5 indicates that the structure is not helical. Coupling constants are avail-

lee at 15° C for residues 1-3 and they are between 5 and 8 (Bradley et al., 1989). The

Py -
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lzlgure 3.9. Percentage of helix as a function of residue number. Experimental
a:llles are from ratios of intensities of mainchain NOESY crosspeaks? and marked
With solid squares. Values from the MD simulation using the sigmoidal dielectric
Qnction (open connected circles) were determined based on the percentage of the
ps simulation time the ¢, y angles for a particular residue were within 15° of

€ ideal values for an a-helix.
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Value of 5 Hz is at the high end for an a-helix and 8 Hz is consistent with an extended
Structure, suggesting that most of the molecules are not helical at the N-terminus of the
Peptide. Our simulation with the sigmoidal dielectric model gave an higher helical con-
tent in this region than the experiment but does also sample other more extended confor-
Mations (Table 3.5).
T he experimental coupling constants and those derived from <¢> from our simula-
tions are given in Table 3.5. The coupling constants derived from the simulation with the
Peptide in water are all uniformly low. The simulation with the linear function, like the
sigmoidal function, agrees with the experimental results in showing a nonuniform distri-
bution oOf helix along the sequence, but the absolute coupling constants for the linear
funcion are uniformly higher than the experimental values. In terms of reproducing the
trends observed for the coupling constants along the sequence, the simulation with the
sigmoidal function was the most reasonable model.
Helix Stabilizing Interactions
After determining that the structures were helical and consistent, for the most part,
with the 2.p NMR data, we examined the interactions stabilizing the helical conforma-
tion. "W e considered salt bridges, side chains interacting with mainchain carbonyl groups
or Amiqe hydrogens, and mainchain hydrogen bonds. Each of these is discussed in turn
below For the different dielectric models and in different pH ranges.
Sate B ridges

"The peptide in Figure 3.1 can, potentially, make four salt bridges or charge-
Stabilizcd hydrogen bonds, depending on the pH, as an a-helix. The minimized helix had
3 Ql-‘arge-stabilized hydrogen bonds, the distances for the Glu 7, Lys 11 and Glu 13, Lys
17 Ineractions were short (1.77 and 1.75 A, respectively), while the Glu 1, Lys S dis-
%Qe was a bit long (3.33 ;\). Only one of the helical models showed distances con-
sistent with a Glu 13, His 16 salt bridge---the simulation at moderate pH using the sig-

*Oida] dielectric function. Table 3.6 gives the percentage of time during MD that the

py -
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TABLE 3.5
Experimental Coupling Constants (*Jy,) and Those Derived from the
MD Simulations for the Helical Models at Low pH (in Hz)?
Residue Experimental e=1,Water €=t =sig
Number Value 100 ps 100 ps 100 ps
1 7.6 9.4 9.3
2 8.1 32 34 59
3 3.8 5.5 2.1
4 40 4.1 40
s 3.7 34 6.6 6.2
6 3.7 45 5.8 43
7 4.0 7.6 3.7
8 52 4.0 6.3 44
o 44 42 4.4 44
10 43 5.5 42
11 42 7.1 5.2
12 44 3.7 7.4 39
13 3.7 4.1 6.3 4.6
14 4.4 4.1 5.4 4.2
15 8.1 4.5 6.2 4.2
16 7.4 5.1 9.6 7.9
\17 6.6 7.8 9.6 8.2

[~ 4
4 l3”'<I)crimental values from Bradley et al. (1990). Coupling constants from the simula-
Ons were calculated using the Karplus relation (Wuthrich, 1986): 3Jya = 6.4c0s%6 -
‘40059 + 1.9 where 6 = |¢p - 60]. We used the average ¢ during the MD simulation for
Th residue. Using this relationship an ideal a-helix (¢=-57) gives 3Jyq = 3.9 and an
AN tiparallel p-strand (¢=-140) has *Jy, = 8.9.
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Potential salt bridging atoms were less than 3.5 A apart.

The simulation with the linear dielectric function showed short average distances

for two of the interactions (Glu 7, Lys 11 and Glu 13, Lys 17). All of the distances for
the simulation with explicit water molecules were long. The results for the simulation
with the sigmoidal dielectric function at low pH depended on the simulation time. The
Salt bridges remained intact a good deal of time during the first 100 ps of MD but became
less prevalent with time. Over the 500 ps simulation, the average distances for the Glu 7,
Lys 11 and Glu 13, Lys 17 interactions were fairly short (between 3.5 and 4 ;\) and the
structures were within the 3.5 A cut-off roughly 70% of the time (Table 3.6, Figure
3.10A). ‘The root mean square fluctuations in these salt bridge distances were large for

the sigmoidal function (1.5-2.0 A) and much lower for the linear function (0.8- 0.9 A).

The salt bridges were significantly populated at higher pH (Table 3.6). The dis-
tances for the Glu 1..Lys § salt bridge were never over 3.5 A in the simulations at
moderate and high pH. In the moderate pH simulation, the positively charged His 16
imcracted with both of the oxygens of Glu 13, while at high pH (neutral His) the interac-
tion didA not occur. The Glu 7...Lys 11 salt bridge was somewhat less populated at high

PH than at moderate pH.

The average length of time that the salt bridges, or charge-stabilized hydrogen
bonds‘ remained intact varied with pH. The average length of time the Glu 7, Lys 11 salt
bﬁdge distances were less than 3.5 A was about 16 psec at low pH (linear and sigmoidal
funct:“Ons). The average length of time increased to 249 ps at moderate pH and 70 ps at
high PH. Therefore, the peptide made transient salt bridges at low pH that were not as
lol.‘g‘lived as the same interactions at higher pH. Salt bridges (or charge-stabilized side

c <
Aln-side chain hydrogen bonds) were not the dominant helix stabilizing interactions at

1
> PH and long simulation times; however, salt bridges were very important to main-

tai“hg the helical structure for the simulations at higher pH.




- 69 -
TABLE 3.6
Percentage of the Time that Salt Bridges were Present During
Molecular Dynamics as a Function of Model and Simulation Time®
Low pH Moderate pH | High pH
Residues e=1,Water e=T e=sig e=sig g=sig
100 ps 100 ps | 100 ps | 500 ps 500 ps 500 ps
Glu 1 /Lys5 0 0 68 35 100 100
Glu 7 /Lys11 1 85 95 72 100 88
Glu 13 /Lys17 2 83 90 51 99 95
Glu 13 /His 16 0 0 0 0 93 0

‘.' This is the percentage of time that distances were less than 3.5 A. Each Glu, Lys
Interaction has 3 atom pair possibilities, the shortest distance of any pair was used.
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Mainchain-Side Chain Interactions

We then examined other interactions that could stabilize the helix at low pH. Some
of these interactions are presented in Table 3.7, which gives the percentage of time par-

ticular polar mainchain atoms and side chain atoms were less than 3.5 A apart.

All of the entries in Table 3.7 represent mainchain-side chain electrostatic interac-
tions. For the most part, these interactions developed with time using the sigmoidal func-
tion (compare averages for 100 and 500 ps). Even with longer simulation times in water,
this peptide did not participate in mainchain-side chain interactions (data not presented).
Most of the side chain-mainchain interactions involved lysine amino groups interacting
with mainchain carbonyl oxygens. The carbonyl of Glu 13, Lys 17 side chain interaction
(Figure 3.10B), in particular, showed very short average distances in the simulations with
the different dielectric functions in all pH regions (2.6 - 3.4 A) but was not present in the
water simulation (Table 3.7). This interaction is a charge-helix macrodipole type of

interaction, and it was the only interaction that persisted at higher pH values.

The histidine was also involved in a charge-helix dipole interaction: HN; of His 16
with the carbonyl oxygen of Tyr 12 (Figure 3.10A). This interaction decreased with
increasing pH. The average distance between these atoms using the sigmoidal function
at low pH was 2.0 A. This distance was under the 3.5 A cut-off 96.0% of the simulation
time; this percentage dropped to 29% at moderate pH and 0% at high pH (Table 3.7).
This interaction was also strong in water (68% occupancy) and was the only mainchain-

side chain interaction to occur to any extent in water.

A charge-helix dipole interaction at the N-terminus of the peptide was observed
between the Glu 1 side chain and the mainchain amide proton of Thr 4 at low pH with
the linear dielectric function (56.2% of the time) and the sigmoidal function (23.4%, Fig-
ure 3.10B). This interaction was less prevalent with the sigmoidal dielectric function
because the Glu 1 side chain was also involved in a side chain-side chain hydrogen bond

with Thr 4.
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TABLE 3.7
Percentage of the Time During Molecular Dynamics that Side Chain-Mainchain
Interactions were Present as a Function of Model and Simulation Time?
Low pH Moderate pH | High pH

Residues® Atoms® |e=1,Water | e=r g=sig e=sig e=sig

100 ps | 100 ps | 100 ps | 500 ps 500 ps 500 ps
Ace/LysS5 | O/HN, 0 96 0 61 0 0
Glul/Thr4 | O2/HN 0 56 3 23 0 0
Gly3/Glu7 | O/HO 1 5 1 44 0 0
Ala6/Lys 11 | O/HN; 0 94 0 23 0 8
Glu7/Lys 11 | O/ HN; 0 11 41 85 0 1
Alal10/Glu 13| O/HO 1 0 27 85 0 0
Tyr 12 /His 16 {O / HND 68 34 100 96 29 0
Tyr12/Lys 17| O/ HN; 0 0 0 2 0 0
Glu 13/Lys 17| O/ HN; 0 68 3 76 95 71
His 16/ Nhh | O/HN 8 71 40 12 4 42

2 This is the percentage of time that particular, specified distances were less than 3.5 A.
b Ace represents the N-terminal blocking group and Nhh represents the C-terminal block-
ing group.

¢ If more than one combination is possible (ex. with Lys residues) the interaction with the
highest percentage is listed.
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Figure 3.10. Snapshots of the peptide at low pH after MD using the sigmoidal dis-

tance dependent dielectric function. Mainchain atoms are in green, hydrogens are
shown in red, and oxygens are colored blue. The N-terminus is on the left with the

blocking group labelled. A) Structure after 200 ps of MD. B) Structure after 500
ps of MD.
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Although the side chain-mainchain interactions given in Table 3.7 were helix stabil-
izing, they all caused distortions of the helix (Figure 3.10B). Most of the side chain-
mainchain interactions observed at low pH were not observed at higher pH. The charged
residues were involved in side chain-side chain interactions during the simulation at

higher pH instead of with backbone atoms.
Mainchain Hydrogen Bonds

To determine the importance of mainchain hydrogen bonds in stabilizing the helix,
we computed the average percentage of time the normal (i—>i+4) hydrogen bonds were
intact in each model during MD. If the distance between the appropriate amide hydrogen
and carbonyl oxygen was less than 3 A, the interaction was considered to be an hydrogen
bond, disregarding the angle of approach. The percentage of time the hydrogen bonds
were intact, averaged over all of the i — i+4 hydrogen bonds (13 in total), for each model
is given in Figure 3.11. The mainchain hydrogen bonds were quite important in main-
taining the helix in water (intact 98% of the simulation time). Using the sigmoidal
dielectric function the hydrogen bonds spent 82% of the time intact during the first 100
ps of the simulation but dropped to the values in the higher pH regions when averaged
over 500 ps. The hydrogen bonds were intact approximately 50% of the 500 ps simula-
tion time using the linear dielectric function.

DISCUSSION

We present results of molecular dynamics simulations of a small peptide using 3
different dielectric models (a linear distance dependent dielectric function, a sigmoidal
distance dependent dielectric function, and e=1 with explicit water molecules) at low pH
and simulations at moderate and high pH with a single dielectric model (the sigmoidal
function). Use of the sigmoidal dielectric function resulted in distances for particular
interactions (averaged over the trajectory) that were consistent with the NMR data. In
fact, this function gave the best results overall. Compared to simulations in water the

sigmoidal function was much less computer-intensive with the additional advantage of
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sampling conformational space more effectively. The interactions that stabilized the
helix differed depending on the dielectric model employed. Simulations at moderate and
high pH using the sigmoidal dielectric function showed comparable helix contents, con-

trary to the experimental results (Bradley et al., 1990).

Our main aims for the MD simulations of this peptide were to compare different
dielectric models and to identify interactions important in maintaining the helical state.
This discussion focusses first on a general comparison of the dielectric models, then a
comparison of the simulations with experiment, and finally on an overview of the types
of interactions observed during the simulations. The comparison of the dielectric models

is also implicit in the last two sections.
Comparison of Dielectric Modéls

Simulations making use of macroscopic dielectric functions have been questioned
because these functions are merely ad hoc corrections to screen electrostatic interactions.
Rigorous, realistic modeling of systems of biological interest should include water to
yield a microscopic representation of the dielectric effects. Many of the common water
models may not reproduce these effects, though. In any case, simulations of macro-
molecules with explicit water molecules are not always practical because of computer
limitations or constraints imposed by the nature of the problem. Molecular dynamics
simulations with water are most appropriate when one wants to sample thermally accessi-
ble states near the X-ray structure of a protein. (See, for example, Levitt and Sharon,
1988.) If, instead, one is interested in more large scale motions and sampling of confor-
mational space, macroscopic dielectric approaches may be warranted. Such approxima-
tions allow the calculations to proceed much faster than when solvent is included so that
slow processes (say the nanosecond time scale) may be visualized in simulations on the
picosecond time scale. Brown and Kollman (1987) made use of this in MD simulations

of "loop closing" in triose phosphate isomerase.
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Many simulations that do not include solvating water molecules employ the linear
distance dependent dielectric function e=R. This function is used because it screens
long-range electrostatic interactions to partially compensate for lack of solvent and
because simulations using this function can be accomplished in far less time than when
solvent molecules are present. It has been argued that the linear dielectric function is
reasonable for calculating electrostatic interactions in proteins, where the dielectric con-
stant is generally considered to be between 1 and S (Pethig, 1979). Recent experimental
work suggests that the dielectric constant in a protein can be as great as 50 at moderate
distances (around 10 A) (Rees, 1980; Russell and Fersht, 1987; Russell et al., 1987),
although the actual interactions are probably through solvent. [See Harvey (1989) for
further discussion of dielectric effects in proteins.] Use of e=R will, therefore, overesti-
mate these interactions in proteins. The problem of overestimating electrostatics is an
even greater problem for small peptides that are completely exposed to solvent. There-
fore, there is a need for physically reasonable macroscopic dielectric functions for study-
ing peptides and proteins with force field methods. For this reason we implemented the
sigmoidal distance dependent dielectric function of Hingerty and co-workers (1985) as
modified by Ramstein and Lavery (1988) into our force field (Weiner et al., 1984).

There are two main ways to evaluate the validity of the sigmoidal dielectric func-
tion in our force field. The first and most obvious approach is to compare the theoretical
results to experiment. The second is an internal check by comparing results using the
sigmoidal function to those obtained with more established dielectric models, e=1 with
explicit water molecules and e=R. We addressed both of these issues. We have both qual-
itative and semi-quantitative experimental results to compare to our simulations. The
second issue regarding internal comparison was addressed by examining conformational

sampling in the different dielectric models.

We observed differences in the conformational sampling characteristics of the pep-

tide with different dielectric models. Sampling is especially important for a system like
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this, since the peptide has been shown experimentally to sample both helical and nonheli-
cal conformations (Bradley et al., 1989, 1990). To sample experimentally relevant
regions of conformational space, our models must also exhibit these characteristics. The
sigmoidal function gave distances corresponding to NOESY crosspeaks that were close
to the values determined using the water model, but the sigmoidal dielectric function had
the advantage of sampling more of conformational space. The simulation with the sig-
moidal function, in all pH regions, sampled nonhelical conformations throughout the
simulation yet returned repeatedly to the helical state. In contrast, the simulation with
the linear dielectric function started in an helical conformation and drifted quickly from
that region of conformational space. The peptide in water did not sample much of non-
helical conformational space. The estimated helix contents from populations of ¢ and y
angles and the coupling constants also indicate that the helix was too stable in water to
model the experimental behavior. Due to the motional damping effect of the water,
simulations in water aimed at averaging over multiple conformations require large
amounts of computer time. It is important to explore this point quantitatively when long
water simulations become practicable. Thus, we conclude that the sigmoidal function is
a reasonable substitute for explicitly solvating the peptide with water and, in fact, was a
better representation for this particular system where sampling is very important.
Comparison with Experiment

The peptide in Figure 3.1 was used for simulation studies at low pH with the various
dielectric models because the NMR data provided us with a semi-quantitative check of
the MD trajectories. Unfortunately our simulations using the all-atom representation of
the peptide were unsuccessful (Appendix 2). The united atom representation resulted in
simulations that were more reasonable but present a problem when comparing to proton
NMR data. We corrected the non-bonded distances by assuming perfect alignment of
protons and subtracting full C-H bond lengths. This correction makes precise comparison

to experiment impossible, but given the level of conformational sampling of the peptide,
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exact distances cannot be determined experimentally.

The simulation with the sigmoidal dielectric function provided distances that were
consistent with the experimentally observed NOESY crosspeaks and overall better
represented the experimental data than either the linear dielectric function or the water
model. The water model was preferable to the linear dielectric model, though. Interac-
tions between Tyr 12 and His 16 were first identified in a movie of the MD trajectory for
the simulation using the sigmoidal dielectric function. Three side chain NOESY
crosspeaks were later assigned to interactions between these residues, which provides
some support for the reasonability of our models. The Tyr, His interactions appeared to
be due to van der Waals interactions and not hydrogen bonding with the aromatic ring, as
has been discussed recently by Levitt and Perutz (1988). They point out that it is impor-
tant to use all-atom models to reproduce these interactions, which may explain why we
do not observe hydrogen bonding to the ring. The Tyr, His interactions were strong
using the dielectric functions and less prevalent in water. Tyrosine ring motion was
damped by the presence of waters. This effect has also been discussed by McCammon
and Harvey (1987). Experimentally, the protons on different sides of the Tyr ring could
not be distinguished because of overlap of peaks. Peaks may overlap for a variety of rea-
sons. One possible explanation is dynamical averaging on the NMR time scale. The
results using the sigmoidal dielectric function are consistent with this idea, as interactions

on both sides of the ring gave the same distance whereas the other models did not.

After establishing that the sigmoidal dielectric function gave results consistent with
the NMR results and internally consistent with other dielectric models, we looked into
the interactions that stabilized the helical conformation. Bradley and co-workers (1990)
suggest that His 16 interacts with the helix dipole to stabilize the structure. The peptide
shows the highest helix content at low pH as measured by CD (between 2 and 5 pH units,
33%). At low pH and moderate pH, where the His is protonated, the charge-helix dipole
interaction should be maximal. Between pH 5 and 7 the helix content drops to 28% and
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then drops further to 18% above the pK, of His.

We also observed a decrease in His 16 interactions with the helix dipole with
increasing pH in our simulations. In determining which models exhibited charge-helix
dipole interactions, we considered only specific interactions between side chain atoms
and mainchain atoms at the ends of the peptide. We did not consider the longer-range
interactions between a charge and the field produced by the dipole. This is reasonable
given that the dielectric constant is quickly attenuated with distance in water and with the
use of the sigmoidal dielectric function. It is not clear, experimentally, whether the helix
dipole effect is a true charge-dipole interaction or the result of forming specific hydrogen
bonds and electrostatic interactions between a charge and mainchain atoms at the ends of
the helix. The only clear experimental example of charge-helix dipole interactions shows
specific interactions (Quiocho et al., 1987). Although His 16 interactions with the helix
dipole decreased with increasing pH, the overall helix content was comparable in all pH
regions, contrary to the CD data. Hence, our results both agree and disagree with the
experimental data.

There are a few possible reasons for the discrepancy between our results of helix
content in different pH regions and the CD data. We may still be overestimating elec-
trostatic interactions with the sigmoidal dielectric function; at high pH we saw the His
16-helix dipole interaction disappear but the formation of salt bridges resulted in high
amounts of helix. This issue could be addressed by adding counterions or performing an
high pH simulation in water, where the charged side chains are expected to be more
extended based on our simulations at low pH. Another explanation for the discrepancy is

that the CD data may not be reliable.

There is a discrepancy between the helix content determined using CD and NMR
for this peptide (Bradley et al., 1989). By averaging the ratios of NOESY crosspeaks,
determined by Bradley and co-workers, we estimate the helix content at 69.8%. (See

Bradley et al., 1989 for the experimental data.) The helix content is approximately 33%
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based on CD measurements (Bradley et al, 1990). The helical signal may be masked in
the CD spectra by a Tyr signal, and it is not clear whether this effect would be linear with
pH. The difference in helix content may be an inherent property of comparing two very
different techniques; the nuclear Overhauser effect is a short-range phenomenon while
more long-range order is necessary to give rise to an helical CD signal. Woody and co-
workers estimate, using theoretical means, that the alignment of 7-11 residues is neces-
sary to produce an o-helix-like spectrum (Manning et al., 1988). They also show that
distortions of the helix can lead to diminished signal intensities. In particular, they looked
at distortions involving the outward tilting of the mainchain carbonyl groups, 3;o-helices
are an example of this type of distortion. Transient distortions of this type can certainly
occur in a single o-helix in water and, in fact, the peptide appears to form a kink in the
center of the molecule (Figure 3.9). We observed similar behavior in our models and
such kinks can force carbonyl oxygens to tilt away from the helix. This peptide might
also adopt some 3;o-helix structure but by the experimental work performed to date this
conformation cannot be distinguished from a-helix. From our simulations we would
anticipate differences in the helix contents compared with the CD and NMR results, as
our average helix lengths were low while the shorter-range interactions were consistent
with the NMR data. (The simulation with the sigmoidal dielectric function provides the
best example of this.) Unfortunately, we do not have NMR data at higher pH to compare

with the CD data and our simulation results.
Types of Interactions

All of the dielectric models showed appreciable amounts of helix during the MD
simulations, but they exhibited different helix-stabilizing interactions (Table 3.8). The
peptide, using the sigmoidal function at low pH, was stabilized mostly by side chain-
mainchain interactions, and to a lesser extent by side chain-side chain interactions and
mainchain hydrogen bunds. The linear dielectric function simulation showed similar

behavior, although mainchain hydrogen bonds were less important. In water, the salt
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TABLE 3.8
Summary of Types of Electrostatic Helix-Stabilizing Interactions
Exhibited by Different Dielectric Models and Under Different Conditions®

Interactions at Low pH for Different Dielectric Models

Interaction e=1,Water e=R g=sig
Hydrogen Bonds +++ + ++
Side Chain-Side Chain + +
Mainchain-Side Chain +++
Interactions as a Function of pH?
Interaction Low Moderate High
Hydrogen Bonds ++ ++ ++
Side Chain-Side Chain + +++ ++
Mainchain-Side Chain ++

4 Interactions were considered over 500 ps for the simulations with the dielectric func-
tions. Interactions present less than 40% of the simulation time are left blank, 40-60% is
denoted by +, 60-80% is represented by ++, and 80-100% is given +++.

b All simulations were performed using the sigmoidal distance dependent function. Dif-
ferent pH regions refer to the ionization states of the Glu and His residues (see text).
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bridges that were initially present in the minimized helix were broken almost immedi-

ately and replaced by side chain-water interactions.

Mainchain hydrogen bonds were important to maintaining the structure in water and
were intact throughout the simulation. One might have expected the intramolecular
hydrogen bonds to be less stable in water compared to the simulations with the dielectric
functions. Instead we found the intramolecular hydrogen bonds to be as strong as the
water-protein hydrogen bonds. This has also been observed by Levitt and Sharon (1988)
in comparing simulations of pancreatic trypsin inhibitor (PTI) with water molecules and
in vacuo. We have observed competition by the water molecules to the mainchain
hydrogen bonds in another simulation (data not presented). In that simulation the hydro-
gen bonds were broken on the average 4-5 times longer than with the dielectric functions
because in many cases three hydrogen bonds to solvent had to be broken to reform the
mainchain hydrogen-bonding pair. In contrast, Levitt and Sharon (1988) did not see
enough motion in PTI during their simulation to enable water molecules to come
between hydrogen-bonding groups in the protein. Competition by water does not occur
in our system until 150 ps into the simulation (data not presented). All of these simula-
tions show comparable mean hydrogen bond stabilities in water and in vacuo, though.
Thus, we would expect differences in hydrogen bond stabilities if the simulation were
continued because once the water molecules make hydrogen bonds with mainchain

groups the intramolecular hydrogen bonds remain broken.

All of our helical models showed stabilization by a combination of interactions. In
contrast, we found that mainchain hydrogen bonds were extremely important for stabili-
zation of the helical conformation in a simulation of polyalanine. In that calculation, the
hydrogen bonds were intact approximately 91% of the time (over 4 ns) and only
remained broken for very short periods of time, on the order of 1 ps (Chapter 4). Not
surprisingly, as sequences become more complicated, other interactions, besides the

mainchain hydrogen bonds inherent to the structure, become more important in stabiliz-
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ing the helix.
Summary

In conclusion, we have shown that simulations with the sigmoidal dielectric func-
tion provide reasonable results and can be an alternative to adding explicit water
molecules where computer resources are limited. The different dielectric models exhi-
bited differences in importance for some helix stabilizing interactions and in some cases
entirely different interactions. For systems like this one where an actual structure cannot
be determined for the peptide in solution, because of the presence of multiple distinct
conformations, simulations can aid in identifying possible intramolecular interactions,
visualizing the movement of the peptide, and interpreting ambiguous experimental

results.

Footnote

(1) The nonstandard charges and atom types for glutamic acid and the amide blocking
groups are as follows: Glu, OE1 type OH---charge -0.55, HO atom type HO---
charge 0.442, OE2 type O2---charge -0.45; NHH, N type N---charge -0.52, H1 and
H2 type H---charges 0.26. The following nonstandard angular parameters were
added to the parameter list: CT-C-OH, Ky=75.0 kcal/mole-rad?, 6,,=117.2° OH-
C-02, K¢=70.0 kcal/mole-rad?, 0.,=125.6° and X-OH-C-02, V,/2=10.5 kcal/mole,
v=180°, n=2.
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CHAPTER 4: A Molecular Dynamics Simulation of Polyalanine:
An Analysis of Equilibrium Motions and Helix-Coil Transitions

The a-helix is an important structural element of proteins. An understanding of
helix dynamics and transitions can aid in interpreting the motions of proteins. The helix-
coil transition is also of interest because of its probable role in protein folding. The
helix-coil transition has been the focus of many experimental and theoretical studies.
However, detailed analysis of the helix-coil transition from a microscopic simulation of a
peptide of approximately the same length as found in proteins is not available. One of
the main reasons for this is that helix-coil transitions occur on the 107 - 10~ sec time

scale, whereas simulations are generally limited to the picosecond (107!? sec) time scale.

A number of approaches have been taken to circumvent the problem of the differ-
ence in time scales. McCammon and co-workers used a simplified model for the
polypeptide chain with only a single sphere representing each amino acid (1980). Furth-
ermore, they only allowed the last S residues of a 15 residue peptide to move, but the
simulation was carried out for a long period of time, 12 nanoseconds (ns). Czerminski
and Elber (1989) have carefully evaluated all probable structural transitions for a tetra-
peptide, including detailed analysis of the transition of the helix to extended structures. In
a preliminary account, Brooks (1989) reports the use of molecular dynamics at 600 K to
explore whether the o-helix is the global energy minimum for a 13-residue peptide of
polyalanine. He generated 10 random structures and simulated their dynamic behavior
for 2.5 ns. He found that the peptide exhibited complete unfolding and refolding.
Detailed analysis of this behavior is not yet available. A number of statistical mechanical
models have been described to treat various aspects of the problem (outlined in Cantor
and Schimmel, 1980). Using these models, the tendency to form helices is determined
by the length of the polypeptide chain, the equilibrium constant for propagation of an
helix (s), and a nucleation parameter (o) that reflects the difficulty of nucleating helices

within nonhelical segments of the chain. These parameters can be determined experimen-
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tally using the host-guest method in which the effect of introducing an amino acid (guest)
into a long, water soluble polymer (host) with a well-characterized helix-coil transition is
measured (Sueki et al., 1984). The problem with these theories is that not all of the
assumptions are valid for short peptides, although they are in fairly good agreement with
experiment when long polymers are considered.

These studies, with the exception of the work by Brooks, are all useful in furthering
our understanding of this important process but limited in some way for describing the
behavior of small helical peptides. For that reason we decided to perform molecular
dynamics of a 20 residue peptide of alanine to further explore helix dynamics and the
helix-coil transition. Alanine was chosen because it is the simplest polypeptide that is
able to adopt the o-helical conformation. We allowed the entire molecule to move freely.
We had to make some approximations, though, because of the time limitations addressed
above. To increase the likelihood of transitions, we ran the simulation at an high tem-
perature for a long period of time (4 nanoseconds), and did not include explicit solvent
molecules. Using this approach we obtain a description of the overall structure and
inherent flexibility of the chain as well as a structural picture of conformational changes
that occur. In this way, we can address both equilibrium properties of the peptide and the

dynamics of the structural transtions.

Our results correlate fairly well with the available experimental data and previous
simulations aimed at addressing dynamics of an o-helix. Our results deviate from the sta-
tistical mechanical theories, as might be expected for a small peptide. The relevance of
our results to protein folding is also discussed.

METHODS

Molecular dynamics simulations were performed of a 20 residue peptide of alanine
starting in the a-helical conformation. The starting structure was generated using a rou-
tine from ECEPP (Momany et al., 1975) with repeating ¢ = -57° and y = -47°. The pep-

tide was terminated at the peptide bond without charged or capped ends. This structure
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was minimized briefly and then equilibrated at 300 K for 25 picoseconds (ps) using
molecular dynamics (MD). The resulting structure was the starting point for the MD
simulation and considered the time = O ps structure. All calculations were performed
using AMBER version 3.0 (Singh et al.,, 1986) with standard united-atom parameters
(Weiner et al., 1984).

The molecular dynamics simulation began with the time = 0 ps structure described
above. The temperature was increased to 400 K and maintained by coupling to an exter-
nal bath using the method of Berendsen et al. (1984). One femtosecond time steps were
employed and the simulation was carried out for 4 nanoseconds (ns, 4000 ps), resulting
in 4 x 10° total steps of MD. Structures were saved every 0.5 ps during the simulation for
analysis, resulting in 8000 structures. A 10 A non-bonded cut-off was used and the pair-
list was updated every 50 steps. A linear distance dependent dielectric function was
employed (e=r).

RESULTS

We performed a molecular dynamics simulation of polyalanine to explore the types
of equilibrium motion and structural transitions the peptide undergoes. To increase the
likelihood of observing helix-coil transitions, we carried out a long trajectory (4 ns), did
not use explicit solvent. and maintained an high temperature (400 K). First, we present
the results pertaining to the structural and equilibrium properties of the simulation, and

then we deal with the actual transitions between different structures.
Overall Dynamical Properties of the Molecular Dynamics Simulation

Figure 4.1A illustrates the amount of motion that occurred during the simulation by
a plot of the end-to-end distance (between the amide hydrogen of residue 1 and the car-
bonyl oxygen of residue 20) as a function of time. The average distance was 28.3 A, with
root-mean-square fluctuations of 2.4 A. An ideal o-helix of 20 residues is approximately
30 A long. This polyalanine peptide maintained the ideal length fairly well throughout

the simulation but there were some large excursions to more compact structures. Many
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Figure 4.1A: End-to-end distance as a function time (plotted every 5 ps).
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Figure 4.1B: Distribution of end-to-end distances (all 8000 structures considered).
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of these displacements represent accordian-like motions and bending of the peptide. The
end-to-end distance dropped below 10 A and remained there for 3 ps with the minimum
occurring at 3360 ps and a length of 5.26 A (not shown because of the plotting interval).
Also, as seen in Figure 4.1A, the system appeared to be well-equilibrated; a drift was not

observed over time and the fluctuations persisted throughout the entire simulation.

All of the large deviations from the ideal length favored compaction of the structure
(Figures 4.1A and 4.1B). The distribution function for the end-to-end distance is shown
in Figure 4.1B. The function shows departures from Gaussian behavior; it is sharply
peaked and drops off quickly with distances greater than the maximum. This distribution
gives a characteristic ratio of 3 (characteristic ratio = <r?>>/nl?, where n=number of resi-
dues -1, r is the end-to-end distance and 1 represents the spacing between C, atoms, 3.8
A). The maximum instantaneous characteristic ratio observed during the simulation was

S.

Another way to view the amount of motion occurring during the simulation is by the
variance in the ¢ and y angle, defining the structure of the peptide. The peptide was
predominantly helical during the simulation with an average ¢, over all time and all
angles, of -65.7° and < y > = -40.4°. Thus, ¢ increased from the starting values (-57°)
while y decreased (starting value ~-47°), but they were still near the helical values. Fig-
ure 4.2 shows the average angular variance of the ¢ and y angles as a function of position
over the entire 4 ns. The values were higher at the ends than in the center of the structure
for both ¢ and v, which is indicative of fraying of the helix. The fluctuations of ¢ were on
average slightly higher than y (< 8¢ > = 16°, <8y > =15°).

Figure 4.3 shows the correlations in the fluctuations of ¢ of residue 10 with the
fluctuations of y of all other residues. The strongest correlation was between ¢ and .
The motions were damped quickly moving away from the center of the peptide. The
strong anticorrelation between ¢;o and yy caused the peptide bond to move in a

crankshaft-like motion that localizes any distortions by keeping the rest of the helix more
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or less fixed. This strong anticorrelation between ¢; and y;_; was prevalent throughout
the structure (data not presented). This anticorrelation was most striking for ¢; and y,
with a correlation coefficient of -0.72 compared to an average of -0.45 in the center of the
structure. This value is predominantly due to a long-lived structure (approximately 400
ps) in which ¢; decreased by roughly 70° and vy, increased by 180°.

Structural Properties of the Peptide

Table 4.1 lists some of the gross structural features of the peptide at different times
during the simulation. All of the properties in Table 4.1 are based on finding helical por-
tions of secondary structure within the peptide. We defined helical regions as having at
least three residues with ¢ and y angles within 20 degrees of ideal values (¢ = -57°, y =
-47°). This particular cut-off to define helical regions is arbitrary, but we wanted to use a
value greater than the mean dihedral fluctuations. With this definition a particular struc-
ture can have multiple helices. This approach for determining helix content neglects the
end residues, as both ¢ and y are necessary to assign helical regions. Therefore, 100%
helix refers to a structure containing 18 residues with helical ¢ and y values. To deter-
mine the overall percentage of helix, all helical residues meeting the criteria above were

considered for a particular structure and then averaged over all structures.

The peptide remained very helical for the first nanosecond of the simulation (81%)
but dropped slightly over the next nanosecond (74%, Table 4.1). The overall helical con-
tent reached a plateau at 68% during the last 2 ns of the simulation. During the course of
this simulation the peptide was completely helical 534 times, or 7% of the simulation,
thereby showing that fragments of helix contributed to the overall high helix content. The
peptide was completely nonhelical 106 times, or 1% of the simulation time. Therefore, a
value of 50% helix does not mean that the peptide was completely helical and completely
nonhelical 50 % of the time. As can be seen in Table 4.1, the completely nonhelical con-
formations became more prevalent with time. The average time between nonhelical

structures was high during the first nanosecond but decreased with time, tapering to 24 ps
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TABLE 4.1
Gross Structural Features of the Peptide
During the Molecular Dynamics Simulation

Simulation Percentage <Time> (ps)? <Time> (ps)?
Time (ns) Helix 0% - 0% 100 % — 100 %
0-1 81 333 2
1-2 74 53 62
2-3 68 24 125
3-4 68 24 500

%The average time between either completely helical (100%) structures or between com-
pletely nonhelical (0%) structures.
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after 2 ns. Conversely, the peptide was completely helical every 2 ps on the average dur-
ing the first nanosecond but increased to 0.5 ns during the last nanosecond of the simula-
tion. Although, the average time between completely helical structures increased during
the second half of the simulation, the percentage of helix remained constant, indicating

the increase of multiple helical fragments within a single structure.

Using the definition of helix content described above, the fraction of helix as a func-
tion of time was determined (Figure 4.4A). As can be seen, the fraction of helix
remained high throughout the simulation but there were large excursions from the mean.
Given this plot, the helix was clearly stable and highly populated, such that excursions to
less helical structures were quickly converted back to helical conformations. Figure 4.4B
shows a blow-up of a region of Figure 4.4A to give a finer scale and closer view of these
deviations. Although these transitions were relatively rare they occurred very rapidly. In
fact, we are probably observing the upper time limit for this process because we only
saved structures every 0.5 ps for analysis. During the simulation the peptide never
passed from a completely nonhelical to a completely helical structure. Instead, structures

with intermediate amounts of helix were observed.

Table 4.2 shows the average overall time and number of occurrences of particular
transitions. The transitions shown are for helix contents greater than or equal to the upper
limit and less than the lower limit, but do not necessarily represent transitions going
directly from one state to another without intermediate states. The number of times the
transitions occurred increased as the criteria for defining conformational regions became
less restrictive, while tl.e average overall time for the transitions decreased. The transi-
tion times were highly variable; all of the transitions had mean fluctuations of at least
60% of the mean value. The range of rates for the various transitions was determined by
using the highest and lowest observed transition times. The range in transition time was
from 107! - 10~® sec. Snapshots depicting different amounts of helical content, from the

trajectory, are shown in Figure 4.5: the peptide with 100% helix content, 50% helix con-
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TABLE 4.2
Transitions Between Conformational States
with Different Helical Contents
# of Times <Overall Time> Time Scale
Transition Transition (ps) of Transition
Occurred (sec)a

100 % — 0 % — 100 % 11 668 1078 -107°
90% — 10% — 90 % 29 271 107 - 10710
80 % — 20 % — 80 % 108 74 107 - 1071
70 % — 30 % — 70 % 300 27 107 - 10~1!
60 % — 40 % — 60 % 734 11 107 -1071
50 % — 50 % — 50 % 1140 7 107 - 1071

9The transitions were considered for all helix contents above teh first cut-off given and
below the second. The range of times for the transitions was determined by using the
high and low values of the time for each particular transition.
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Figure 4.5: Stereoview of snapshots of polyalanine during the molecular dynamics trajec-
tory, representing different helical contents and simulation times: (A) 2355.5 ps, 0%; (B)

3366.0 ps, 0%; (C) 1850.0 ps, 28%; (D) 2349.0 ps, 50%; (E) 3360.0 ps, 50%; and (F)
3716.0 ps, 100% helix. Each peptide is labelled at the amino-terminus.
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tent, 28% helix, and 0% helix.

The presence of multiple helices along the sequence can be seen in Table 4.3. Early
in the simulation, 40% of the structures had more than 1 helix and the percentage
increased to 62% at the end of the trajectory. The average number of helices per peptide
increased slightly from 1.5 to 1.7. The maximum number of helices was 4 in all time
frames. The average helix length became shorter with time, dropping from 14 to 10 resi-
dues during the trajectory, with mean fluctuations of 3 residues for all time regions (the
average length included all helical residues within a structure that were flanked by at
least two other residues with helical ¢ and y values). The presence of multiple helices is

also shown clearly by the distribution of helix lengths with time.

Figure 4.6 contains histograms of helix lengths during the first 500 ps of the simula-
tion and during the last 500 ps (3.5-4.0 ns). The profiles shown in Figure 4.6A are based
on the definition of helicity described above. As can be seen there are many more long
helical segments (>12 residues) during the first part of the simulation than the last. Even
at the start of the simulation, there were many short helices but the average helix length
was 9 residues and the overall helix content was 82%. During the last 500 ps, the average

helix length dropped to 6 residues but the percentage of helix only dropped to 70%.

Figure 4.6B also shows histograms of helix length during the same periods of time;
however, a different definition of helix content was used. Here, helices were defined
based on the fractional occupancy of the normal hydrogen bonds (i—i+4, 16 in total for
this peptide) during the simulation, where an hydrogen bond was considered intact if the
distance between the appropriate amide hydrogen and the carbonyl oxygen was less than
2.5 A. The helix lengths given in Figure 4.6B represent the number of intact hydrogen
bonds in a structure plus 4. The distribution has clearly shifted in favor of long peptides
compared to the profiles using the other, more local definition of helicity. Here again
shorter helical lengths were observed during the last 500 ps of the simulation. The aver-

age number of helical residues was 13 during the beginning of the simulation and
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TABLE 4.3
Helical Properties During the Simulation
Simulation <Helix Length> <# Helices % of Structures
Time (ns) (residues) Structure> with > 1 Helix
0-1 14 LS 40
1-2 11 1.5 43
2-3 10 1.7 60
3-4 10 1.7 62
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given by number of hydrogen bonds + 4. The coloring scheme is as described
above.
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decreased to 10 at the end of the simulation.

To determine the :mportance of mainchain hydrogen bonds in stabilizing the pep-
tide, we computed the average percentage of time the normal (i—i+4) hydrogen bonds
(16 in total for this peptide) were intact during the simulation. For this analysis the cut-
off to be considered an hydrogen bond was 3 A, disregarding the angle of approach. The
average percentage of time the hydrogen bonds were intact, based on the distance con-
traint, was 91% (averaged over all time and all 16 possible hydrogen bonds). The hydro-
gen bonds were broken for 1.2 ps on average with 15.8 ps time intervals between hydro-
gen bond breaks. The hydrogen bond stability was slightly higher in the center of the
helix than at the ends. At the carboxy-terminus of the peptide i—i+5 hydrogen bonds
became more prevalent and were occupied 10% of the time (i=13-15). In the center of
the molecule these hydrogen bonds were only populated 4% of the time (i=4-12). These

hydrogen bonds were even less populated at the amino-terminus, 2% of the time.
Energetics of the Peptide

A number of properties were derived from the energies of the intermediate struc-
tures generated during molecular dynamics. Figure 4.7 shows the percentage of helix
(based on ¢,y values as described above) for particular structures and their corresponding
potential energies. There is no real correlation between the potential energy and the per-
centage of helix, although the 100% helix structures were in general of lower energy than
structures with lower helical content. There is a cut-off of approximately -200 kcal/mole.
When below this threshold, the structures had a limited range of helicity that was gen-
erally high (>70%). Above the threshold there were a large number of structures adopting

many different helical contents.

From the potential energies the internal partition function was calculated using the

following relationship:
Q =Z exp(-(&; - &) /RT)

where ¢, is the lowest energy found for the entire ensemble of 8000 structures (-244.2
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kcal/mole, 94% helix), T = 400 K, R is the gas constant and the sum was over all struc-
tures. (Partion functions are usually calculated using internal energies. Since we are
correcting the energies using €y and the temperature was maintained by coupling to an
heating bath, the kinetic energies cancel.) The partition function was found to be 1.89
and corresponded to a free energy of -0.5 kcal/mole (F = -RT In Q). The average poten-
tial energy during the simulation was -180.4 kcal/mole, or 63.8 when corrected by €.
The configurational entropy was calculated from the partition function and the corrected
potential energy (S =R In Q + E / T), yielding a value of 161 eu. Also, we assume that
the potential energy is equal to the enthalpy, which is reasonable for simulations in
vacuo. Using the approach described above, the free energy of the 0% and 100% helical
structures was determined by using the same €, as for the full ensemble but only sum-
ming over the subset of structures. The free energy for 0% helix was found to be 58.4
kcal/mole, the uncorrected mean potential energy was -159.2 kcal/mole and the mean
entropy was 67 cal/mole-K. The 100% helical structures gave F = 0.5 kcal/mole, <H > =
-232.3 kcal/mole and S = 28 eu. Although the 100% helix structures had the lowest
mean potential energy, the system composed of mixed structures had the lowest free
energy. The free energy change in going from the 100% helical structures to the mixed
system (with all structures, 62% helix overall) was -1.0 kcal/mole with AH = 51.9
kcal/mole and AS = 133 eu. Therefore, this process was favorable and entropy driven.
Considering the 100% — 0% helix case, AF = 57.9 kcal/mole, AH = 73.0 kcal/mole, and
AS =39 eu. So, here again the entropy change favored the nonhelical state, although to a
lesser degree. The enthalpy change, however, was large and unfavorable, thereby causing
the large positive free energy change. The thermodynamic variables derived using the
partition function are only useful for internal comparison of different populations
explored during the simulation. These results cannot be compared to experiment because
of the lack of solvent and limited sampling of conformational space. Even the delta quan-

tities must be viewed cautiously; the coil state was undersampled relative to the helix.
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Even the low energy states are significantly underrepresented; Q is much closer to 1 (the
limit for sampling of high energy states, e.g. &; >> &) than to n (the limit for g; = ¢). Ina
short simulation (150 ps) of a dipeptide of alanine under the same conditions Q was 120.
The partition function for polyalanine is extremely low given that the helical conforma-
tion was the most dominant state. This is because all of the energies are relative to the
lowest energy, which is for one structure that happened to optimize a number of interac-

tions and is not truly representative of the helical state.

From the fluctuations in the potential energy, the internal heat capacity of the pep-
tide was calculated (C = R (<3E>/RT)?). The heat capacity of all 8000 structures was
0.82 cal/gm-deg. The corresponding values for 0% helix and 100 % helix were 0.10 and
0.06 cal/gm-deg, respectively. The mixed structures were, therefore, best able to absorb,
or accomodate heat. That the heat capacity of the 0% helix structures is so low is prob-
ably due to insufficient sampling of that state and the presence of residual structure in the
random coil population. The heat capacities that can be calculated for our system are
internal heat capacities. Given our lack of explicit water molecules, we cannot calculate
accurate experimentally relevant heat capacities. Nor should changes in heat capacities
determined from our simulation necessarily relate to experiment because the contribution
to the heat capacity due to peptide-environment interactions should be different for the

helical and random coil states.
Structural Transitions

As mentioned above, the transitions between completely helical and nonhelical
structures were relatively rare. But, each residue made many such transitions during the
simulation. We calculated the number of times each residue converted from residing in
the helical region of ¢,y space (+ 20° of ideal values) to a nonhelical conformation and
then back to being helical again. These values were averaged over different intervals of
time and are given in Table 4.4. The number of transitions increased with time and

reached a limiting value of 270 transitions/ns after 2 ns, which is “100 transitions per
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TABLE 4.4

Times and Thermodynamic Properties of Various
Transitions During the Molecular Dynamics Simulation

Simulation Time (ns)

0-1 1-2 2-3 3-4
h—sc—-h
<# tran/res>, _,n 167 201 270 275
<time>j _,. (ps) 4.0 31 2.0 2.0
<time>. _,; (ps) 0.8 1.0 0.8 0.8
<K>._,» 52 32 24 23
AG, _,, (kcal/mole) -1.3 -09 -0.7 -0.7
hh — cc — hh
<# tran/res>pnn _shn 59 80 108 112
<time>p; _,cc (PS) 10.8 9.0 6.3 6.0
<time>.. _,nx (PS) 1.2 2.1 1.5 1.5
<K>. mn 8.8 4.3 4.2 4.0
AG,; _ns (kcal/mole) -1.7 -1.2 -1.1 -1.1
hhh — ccc — hhh
<# tran/res>;,;,,, —hhh 19 28 38 43
<time>pp _sccc (PS) 33.7 27.7 20.1 179
<time>..c ,nnn (PS) 2.1 49 3.1 30
<K>.cc hmn 16.2 5.6 6.7 59
AG,cc _,nnn (kcal/mole) -2.2 -1.4 -1.5 -14
hhh — hhc — hhh
<# tran/Tes>npn — hihh 68 75 104 103
<time>pps _yhne (PS) 58 54 3.8 40
<time>phe o han (PS) 1.2 20 1.8 1.7
<K>hhne hhn 49 2.7 2.1 2.3
AGppe nnn (kcal/mole) -13 -0.8 -0.6 -0.7
hcec = hhe — hee
<# tran/res>pce —hee 26 38 55 54
<time>pcc _yhne (PS) 43 44 4.1 40
<time>ppe ke (PS) 11.5 11.3 7.3 7.0
<K>hee —hhe 2.6 2.6 1.8 1.8
AGhpcc —ynne (kcal/mole) -0.8 -0.8 -04 -04
ccc — che — ccc
<# tran/res>qcc cce 10 20 29 27
<time>..c _che (PS) 13.9 11.0 8.9 10.0
<time> pe _sece (PS) 26.1 15.3 12.8 12.5
<K>cce sehe 1.9 14 1.4 1.2
AG¢cc scne (kcal/mole) -0.5 -0.3 0.3 -0.2




- 108 -

nanosecond more than at the beginning of the simulation. The number of transitions
dropped by over 100 transitions per nanosecond when two residues were required to con-
vert between the helical and nonhelical conformations (hh—cc—hh, Table 4.4). The
number of transitions dropped further when three residues were considered (hhh — ccc

— hhh), but again increased with time.

Table 4.4 also contains the average amount of time between the different states, or
the amount of time the residue(s) spends in a particular state before converting. The sin-
gle residue transitions give a measure of the inherent background motions in the struc-
ture. In the first nanosecond of the simulation the residues spent a much greater time in
the helical state than in the coil, or nonhelical, state. After a nonhelical conformation was
adopted, the residue quickly reverted back to the helical conformation (<K>._,,=5.2,
greatly favoring the helical state, Table 4.4). The nonhelical region became more favor-
able as the simulation progressed (<K>._,,=2.3), but the helical conformation was still
favored. The equilibrium constants were averaged over all of the residues but there were
differences along the sequence. From ratios of equilibrium constants, the N-terminal
region (residues 1-4) favored the nonhelical conformation three times as much as in the
center of the structure. The C-terminal end of the peptide (residues 15-19) was slightly
more helical than the N-terminus, with the coil state favored 2.5 to 1 compared to the

center of the structure.

It should be noted that because of our definition for assigning helical regions, we
cannot determine the time necessary for the actual conversion, it is merely the time inter-
val between the structures collected. Instead, the rate constants have been approximated
as reciprocals of the observed time intervals between structures. These pseudo-rate con-
stants were used to determine the equilibrium constants and consequently the free energy
changes. The average free energy change for the conversion from a nonhelical to an heli-
cal conformation reached a plateau of ~-0.7 kcal/mole after 1 ns. Hence, transitions at the

single residue level should be easily accessible even at lower temperatures.
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The disparity between the amount of time spent in the helical versus nonhelical con-
formation was magnified further when more residues were considered. For example, the
average equilibrium constant almost doubled for the cc—hh transitions compared to the
single residue transitions (comparing values after the system had unambiguously equili-
brated, 2-4 ns, Table 4.4). The free energy for the conversion of 2 residues was more
favorable (AG = -1.1 kcal/mole) than the single transition (AG = -0.7 kcal/mole), but the
effect was not additive. In considering the conversion of three residues, ccc—hhh, the

free energy became more favorable (*-1.5 kcal/mole after 2 ns, Table 4.4).

We then considered a slightly different transition, something akin to propagation.
The free energy was calculated for converting a nonhelical residue to an helical one with
two neighboring helical residues to, presumably, aid in the process. We found that the
free energy changes for this process were roughly equivalent to the values for the conver-
sion itself, without regard to the state of the preceding residues. This finding is surprising
but may be, due to the fact that the peptide was mostly helical during the simulation.
Although the free energy for adding an helical residue to an existing helical segment was
equivalent to the same transition at the single residue level, the number of transitions was

comparable to that seen for the two residue transitions.

To test how important the two preceding helical residues were to propagation of the
helix, the following conversion was investigated: hcc — hhc (Table 4.4, AG = -0.4
kcal/mole). The free energy change for this process was less favorable than for a single
residue transition (AG = -0.7 kcal/mole). Since the free energy for the previous propaga-
tion transition was equivalent to the conversion of a single residue, the difference
between these two propagation processes is probably due to the fact that hcc — hhe
occurs for residue i at the helix-coil interface. The hhc — hhh conversion neglects the
state of residue i + 1. The equilibrium constant for propagation is comparable to the s
parameter of Zimm-Bragg theory. From our simulation s ~ 2 (averaged over the last 2 ns

for the two propagation processes, hcc—hhc and hhc—hhh).
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The final transition considered in Table 4.4 is for nucleation of an helix within a
nonhelical region, ccc — chc. The free energy change for this process was favorable but
less than the single residue conversion, ¢ — h. Hence, this transition was more difficult
than the established background level. This process is equivalent to the nucleation step of
the Zimm-Bragg model, therefore <K>,.._,.4c = 6 s, where s ~ 2 for our simulation and ¢

is the nucleation parameter. From our simulation ¢ = 0.6.

To determine whether or not the various transitions discussed above occurred
cooperatively, the probabilities of the transitions occcurring independently was estimated
and compared to their observed frequency. The equilibrium constant for an helical to
nonhelical transition was used as a measure of the probability of the change to occur. For
each type of transition shown in Table 4.4, only the values from the last nanosecond were
considered to ensure that the system had completely equilibrated and because there were

more occurrences of the events late in the simulation.

For the single residue transitions the probability that an helical residue will convert
to a nonhelical residue is <K>,_,. = P, = 0.43. Since the residue must either convert to a
nonhelical residue or remain helical the total probability is 1 and the probability of
remaining helical is P, = 0.57. Therefore, the helical state is favored slightly over the
coil, or nonhelical, state. For the transitions involving two residues, hh — cc, the proba-
bility should be the product of the individual probabilities for a transition (P = P.P, =
0.18) if the events are independent. From the simulation, the probability was 0.25. So,
the events were not independent----it was easier to make the second nonhelical residue
after the first had converted. The same local cooperativity was found when three residues
were considered, ccc — hhh. If the three transitions were to occur independently, a pro-
bability of 0.08 would be expected. Instead a frequency of 0.17 was observed from the
simulation. We can assume that the first residue to convert to a nonhelical state does so
independently because the propagation step, hhc — hhh, gave a probability of 0.43,

which is expected for an independent transition. Therefore, conversion of the other two
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residues, after the first transition, was facilitated by the neighboring coil residue.

This same local cooperativity was seen for the other propagation step investigated,
hhc — hcc. Again, a probability of P, = 0.43 is expected for an independent transition,
but a value of 0.57 was observed from the simulation. Therefore, this result also indi-
cates that the helix to coil transition is more probable when there is a neighboring
nonhelical residue. The final case that we considered was for nucleation of an helix, chc
— ccc. A probability of 0.8 was found from the simulation. Therefore, this process was
cooperative such that the neighboring nonhelical residue facilitated the converstion of h
— ¢, although the process was still energetically favorable.

DISCUSSION

We have performed a molecular dynamics simulation of a 20 residue peptide of
alanine in an attempt to characterize the types of motions the structure undergoes and to
investigate the mechanism of the structural transtions. This peptide was predominantly
helical during the simulation---62% helix during the entire 4 nanoseconds. The o-helix is
an important structural element of proteins, therefore an understanding of helix dynamics
can aid in interpreting the motions of proteins. Furthermore, the helix-coil transition is of
interest because of its probable role in protein folding. In the discussion that follows our
results are compared to experimental results of related small peptides, to previous simu-
lations, and to earlier predictions from polymer theory. Lastly, we present the relevance

of these results to protein folding.
Comparison to Experiment

There are still only a handful of small peptides that form isolated a-helices in solu-
tion. Unlike long peptides, these small peptides do not show cooperative melting curves
(Bradley personal communication; Mitchinson and Baldwin, 1986; Marqusee and
Baldwin, 1987; Marqusee et al., 1990). The transitions observed during our simulation
were not cooperative, either. We never saw direct transitions between 0% and 100% heli-

cal structures. Instead, intermediate states were populated. This was also true, in general,
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for the less restrictive transtions between 90% and 10% helix and 80% and 20% helix. In
general during our simulation, transitions occurred in a stepwise manner with one residue
transforming at a time. We did, however, observe local cooperativity between neighbor-
ing residues (discussed further below). The transition times for these processes ranged
from 107! - 107 sec (Table 4.2). Experimentally, the range is 107 - 1076 sec. Our values
overlap with the experimental range but are high, mostly due to the lack of solvent (dis-
cussed further below).

Experimentally, small peptides are only marginally stable as helices in solution. As
a result, one observes fractions of helix as measured by circular dichroism (CD).
Specific helical regions have been identified in small peptides by two-dimensional
nuclear magnetic resonance experiments (2-D NMR) (Osterhout et al., 1989; Bradley et
al., 1990), as opposed to observing 100% helical structures in equilibrium with 0% helix
structues. In our simulation, we found that the mixed state, with various helical contents,
was lower in free energy than the 100% helix state. That the mixed state was more favor-
able was because of the favorable entropy, or conformational freedom, of the mixed
state, while the average potential energy was lower for the 100% helix state. The free
energy difference two states was 1 kcal/mole and therefore interconversion was facile.
The mixed state had a much lower free energy than the completely nonhelical state (7 60
kcal/mole). Hence, our results are consistent with the experimental data as our peptide
favors the mixed helical state, as do the experimentally characterized peptides. However,
the free energy difference involving the nonhelical state have almost assuredly been

overestimated because of the limited sampling of that state.

For many years it was thought that small peptides could not adopt helical conforma-
tions in solution (Epand and Scheraga, 1968). This was due in part to experiments, con-
ducted to determine the s and ¢ parameters from the Zimm-Bragg model (Zimm and
Bragg, 1959), where s represents an equilbrium constant for propagation of the helix and

o describes nucleation of an helix. The experiments were performed using the host-guest
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method in which the effect of introducing an amino acid (guest) into a water soluble
homopolymer (host) with a well-characterized helix-coil transition. Using this method, s
= 1.06 and 6 = 8 x 10™* for L-alanine (Scheraga, 1973). These values indicate that
nucleation of helical segments is difficult and that the residue only favors the helical state
slightly over the coil conformation. In contrast, s derived from our simulation was ~ 2 and
o ~ 0.6. These results show that the helical state was greatly favored over the nonhelical
conformation and that nucleation was less probable than propagation (e.g. ¢ = 1 for no
barrier to nucleation) but the values are much higher than those derived using the host-
guest method. Hence, it is much easier to make helices from alanine in our simulation
than suggested by the host-guest results and nucleation of short fragments of helix are
relatively facile. The lack of solvent and use of a macroscopic dielectric function can
facilitate the helix to coil transitions and may overestimate s and o. However, there is
recent experimental work supports our findings. Baldwin and co-workers have syn-
thesized a variety of alanine-based peptides that are stable as isolated a-helices in aque-
ous solution ("80% helix content) (Marqusee and Baldwin, 1987; Marqusee et al., 1990;
Padmanabhan et al., 1990). They report a preliminary s value of ~ 2 for alanine (Marqu-
see et al., 1990). This value is in accord with the value from this simulation. Also, the
fact that the peptide even adopts the helical conformation with a transition that is weakly
cooperative, suggests that o is greater than the value derived from host-guest experi-
ments. Unfortunately, an experimental value from a small peptide is not available to
compare to the value derived from our simulation. It has been argued that because of the
small nucleation parameter from host-guest studies, short helical fragments will not exist
but instead formation of long helices is favored. The fact that we see segments of helix
broken by nonhelical regions is supported qualitatively by NMR data on long peptides.
The NMR results indicate that, under conditions that support interconverting helical and
random coil configurations of polyalanine, there are random coil segments in the midst of

helical regions (Glick et al., 1966).
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Comparison to Simulations
Equilibrium Properties

A number of techniques have been employed to study a-helix dynamics theoreti-
cally: normal mode calculations (Fanconi et al., 1971; Levy and Karplus, 1979); molecu-
lar dynamics (Levy et al., 1982); Monte Carlo simulations (Skvortsov et al., 1971); and
harmonic dynamics in dihedral space (Go and Go, 1976). Both Go and Go (1976) and
Skvortsov et al. (1971) found dihedral fluctuations of the backbone of 7-8 °. The fluctua-
tions (15-16°) that we observed are more consistent with the values found by Levy and
Karplus (1979) using harmonic dynamics (12-15°). In other simulations an 18 residue
peptide of polyalanine, was reported to have root-mean-square displacements of the end-
to-end length of 0.24 A (Suezaki and Go, 1976) and 0.38 A (Peticolas, 1978). The
corresponding value from our simulation was 2.4 A. Our value is much higher than those
found earlier. This is because the previous studies were either of short duration or search
available conformational space exhaustively but only in the harmonic limit for one par-
ticular structure. Our simulation, on the other hand, was sufficiently long that we sampled

both the helical state and numerous nonhelical conformations.

A number of motions were seen in our MD simulation that had been observed previ-
ously in normal mode studies. Many of the end-to-end distances in Figure 4.1 that are
less than the ideal o-helix length correspond to accordian-like motions of the whole
helix, which is made up of two types motion occurring either separately or simultane-
ously. These two motions involve a bending of the helix causing the ends of the helix to
move in space and a contraction of the structure leading to improved hydrogen bonds or
shifting of hydrogen bonds from i + 4 — i + 5 spacings, resulting in an helix with a
larger cross section such that the ends of the structure only move along the helix axis.
Fanconi et al. have also observed accordian-like motions in normal mode calculations of
an o-helix (1971). The lowest nonzero frequency mode of a polymer is expansion and

contraction (Schaufele and Shimanouchi, 1967). For helices of finite length these
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accordian-like motions become optically active and have been observed in Raman
scattering of hydrocarbons (Schaufele and Shimanouchi, 1967). Levy and Karplus also
observed this type of contraction, yielding an helix with a large cross section and
improved hydrogen bonds (1979). They note that there is asymmetry in the energy con-
tour such that it is much easier to compress than stretch an helix. We found this in our
simulation as well, almost all of the deviations from the ideal length involved compres-
sion of the helix (Figure 4.1). In addition to the accordian-like motion, we observed fray-
ing of the ends of the helix. Levy and Karplus also observed this motion, reporting higher

dihedral fluctuations at the ends of the structure than in the center (1979).

Our simulation shows similar results for helix motion as previous studies. We have
the advantage, though, that we were also able to sample nonhelical phase space to
observe unwinding of the helix and then reformation of the helical state. Most unfolding
steps started because of unwinding of the ends of the structure but some involved unfold-
ing emanating from the center of the structure. This process usually started as the result
of a kink that was then propagated. None of the transitions that we observed were strictly
cooperative; however, there was strong local cooperativity in that the fluctuations of
adjacent dihedral angles were highly correlated. This has also been observed by Levy and
Karplus (1979) and Go and Go (1976). Go and Go find that fluctuations were correlated
as far as 6 residues apart, although the magnitude beyond 4 is small. Levy and Karplus
(1976), on the other hand, only see correlations spanning 3 residues. Our results (Figure

4.3) are in accord with those of Levy and Karplus.
Mechanism of Transition

A number of investigators have explored simulation of the helix-coil transition.
McCammon and co-workers have addressed this question using dynamics with simplified
models of the polypeptide chain (Flory virtual bonds connecting soft spheres) with inclu-
sion of terms to approximate the effects of solvent (McCammon et al., 1980; Pear et al.,

1981). Their structure was fixed in space except that the last two or five residues were
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allowed to move. In both simulations unwinding of a residue occurred with, or closely
followed, unwinding of the next residue, such that when two or more residues left the
helix that they did so sequentially. Furthermore, they found that correlation of motion
affects the transition rates. Correlations between dihedrals have also been suggested to
play a role in the dynamics of polymers in solution to minimize large solvent frictional
forces caused by the tails being forced to follow rigidly the rotation of the transforming
bond (Helfand, 1984). In these systems, too, transitions occur sequentially with an
activation energy of approximately 1 barrier height; so, the events are essentially
independent overall but locally cooperative (Skolnick and Helfand, 1980). Furthermore,
Helfand and co-workers have found that immediately following the transition of one
bond there is a strong increase in the transition rate of the second neighbor’s bonds, last-
ing for short periods of time (Helfand, 1984). We also observed this effect as transforma-
tion of a residue to the coil state was facilitated after a neighboring group became
nonhelical. The reason for the strong correlations between dihedral fluctuations of neigh-
boring residues is that in order to localize the mode, the transition of the central bond
must be accompanied by distortion of neighboring degrees of freedom (Hall and Helfand,
1982; Helfand et al., 1981). The anticorrelation between ¢; and y;_; is an example of
how compensatory motion can localize distortions. The correlation of the motions of
these dihedral angles causes rotation of the plane of the amide group with only a small
effect on the overall chain direction. That one residue can respond to a change in its
neighbor is understandable in peptides because the intrinsic barrier to rotation about ¢

and v are relatively small ("1 kcal/mole) (Tsuji et al., 1976; Gruenewald et al., 1979).

McCammon et al. also calculated the parameter s for their system (1980). They saw
insensitivity of s with respect to chain position, which is in accord with the Ising model
assumptions. We, however, observed differences in s along the sequence. The s parame-
ter was approximately 2.5-3 times higher at the ends (4 residues at each end) than in the

center of the structure. McCammon co-workers (1980) did not see this effect because
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they only allowed motion in the region we would define as the end residues. Thus, they

never investigated the interior of the helix since it was fixed.

McCammon and co-workers also determined the rate constants for the helix-coil
transition in their peptide (1980). They found rates of 10® - 10° sec™ for individual resi-
dues. The experimental results suggest rate constants of 10’ - 10'° sec™! for a variety of
polypeptides in different solvents (Gruenewald et al., 1979; Bosterling and Engel, 1979;
Tsuji et al., 1976; Inoue et al., 1979). Our values range from 10'° to 10'? sec™ for indi-
vidual residue transitions. Our results are obviously high. There are at least two factors
leading to these high values: the use of high temperature to facilitate bond rotations and
the lack of solvent which would damp motion.

Czerminski and Elber have used a different approach to study helix-coil transitions
(1989). They completed a reaction path study of a tetrapeptide in which they delineated
the conformational transitions between the 112 stable states of the molecule. They find
that the number of available routes for a transition is significantly lower than in a random
search and occur via local dihedral flips. As has been observed with polymers, Czermin-
ski and Elber find that a transition is close to completion before the next transition is ini-
tiated. They also observed a quasi-melting point 5 kcal/mole above the lowest energy
minimum. Below that point the molecule is trapped in one or a few minima and above
the threshold a large number of configurations are observed. Our simulation showed
similar behavior, with a quasi-melting point “40 kcal/mole above the lowest energy (Fig-
ure 4.7).

Comparison to Polymer Theory
Statistical Properties of Random Polypeptides

Much work has been devoted to the statistical properties of random flight chains, or
freely rotating chains. The model is generally just a chain of Flory virtual bonds, vectors
joining C, atoms, that are unperturbed by excluded volume effects. Many conformations

for the chains are generated and these are then evaluated statistically. One of the most
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important properties derived using this approach is the mean squared end-to-end dis-
tance, <r>>, because it reflects the distribution of conformations. From the end-to-end
distance the characteristic ratio can be calculated, which gives a measure of the inherent
stiffness of a real chain compared to the random flight chain. The characteristic ratio is

calculated from the end-to-end distribution by the following relationship:

C,,=<12>0/n12

where n=number of resides, 1= the distance between virtual bonds. The dimensions of
real chains increase with n to some limiting value. The characteristic ratio calculated
from our simulation was 3 with a maximum value of 5. The limiting value for polyalan-
ine as n — infinity is 9.0, which has been determined experimentally (Brant and Flory,
1965) and estimated theoretically (Brant et al., 1967). When C, becomes independent of
n the chain is behaving like a random walk polymer, which occurs when n > 35 residues.
The characteristic ratio is between 6-7 for a 20 residue peptide of alanine (Schimmel and
Flory, 1967). Thus, small peptides are not expected to behave like random walk chains.
But, our value is low even compared to the value for short chains. This discrepancy indi-
cates that we did not sample the random coil state very well in our simulation. Instead,
our peptide remained very compact. This is probably due to our use of a distance depen-
dent dielectric constant, which overestimates electrostatic interactions and leads to com-
paction of structures (discussed in Chapter 3), resulting in the peptide becoming trapped
in certain regions of conformational space. Further simulations with higher temperatures
and longer simulations times could be performed in an attempt to circumvent the local
minimum problem.

The distribution of the end-to-end lengths is also of use. The distribution derived
from our simulation (Figure 4.1B) deviates markedly from the Gaussian distribution
expected for a freely rotating chain. All real chains are described well by a Gaussian
function when n — infinity (Cantor and Schimmel, 1980). Short chains, however, often

exhibit deviations from this behavior. The distribution from our simulation indicates that
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our structure is stiff and that our profile is a composite of two distributions, helix and
coil.
Statistical Models for Helix-Coil Transitions

Previous work in this area has held as its tenet the tendency to confine helical units
to one long sequence rather than to scatter short segments. The main reasons for this are
that the propagation of long helices circumvents the entropy cost associated with bring-
ing residues together to make the first hydrogen bond for each segment, since the entropy
loss of adding successive residues is lower. Also, due to the alignment of peptide
dipoles, the dipolar stabilization is maximal if a given residue is followed by 10 helical
residues. These factors explain the cooperativity observed for helix-coil transitions of
long peptides. Short peptides like the one studied here do not show cooperative transi-
tions, however. It is our aim to see how well the theory correlates with properties

observed during our simulation.

In the zipper model of helix-coil transitions only one helical segment is allowed per
chain and nucleation is much less favorable than propagation. The nucleation parameter,
o, determines how sharp the transition is and is usually assigned a value of 1073 - 107*,
Schellman used this model to study how distributions of helix lengths change during the
helix-coil transition in a small 20 residue peptide (1958). He found that short helices (1-2
hydrogen bonds) contribute very little to the thermodynamic properties of the transition
and the overall picture of the distribution function. The distributions observed showed a
peptide with essentially all residues in the helical state. As the transition occurred the
population shifted to lower helix lengths but instead of significantly populating small
segments of helix, the peptide with no helix content became prevalent. Contrary to
Schellman’s results, short helical segments were highly populated in our simulation both
early in the simulation when the peptide was predominantly helical and later when mixed
random coil and helical structures were in equilibrium (Figure 4.6). Also, in our simula-

tion small helices can contribute to the thermodynamic properties, provided there are
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multiple helices. When just a single short helix existed, its contribution to the partition
function was small. This result is in accord with Schellman’s work since the zipper
model only allows the existence of one helix. Schellman also reports that fluctuations
can protect the peptide against total unfolding because the free energy of the fluctuant
states is lower than that of the helix with all hydrogen bonds satisfied (1958). We also

found this to be the case in our simulation.

A more accurate statistical method for evaluating helix-coil transitions involves a
matrix approach. In this model, helical and coil units are free to occur anywhere along
the chain, in contrast to the zipper model. The Ising model for a one-dimensional crystal
is generally used in this treatment. One of the best known examples is the model of
Zimm and Bragg (1959), which clearly shows how changes in s and o affect the transi-
tion and types of conformations observed. Many other workers have also used the Ising
model to address different aspects of the helix-coil transition (ex. Flory and Miller, 1959;
Peller, 1959a, 1959b; Schwarz, 1965, 1968). Although this model allows multiple hel-
ices, they are not probable for short chains (Zimm and Bragg, 1959). Furthermore, the
appearance of breaks in an helical region causes the random coil content to increase by
conversion of the adjacent helical regions to nonhelical conformations (Peller, 1959a).

This was observed in our simulation as well.

For quite some time, the Zimm-Bragg model (1959) along with host-guest data
(Scheraga, 1973) led people to believe that small isolated helices would not form in solu-
tion. After Baldwin’s research group clearly showed that they do form (Bierzynski et al.,
1982; Shoemaker et al., 1985, 1987), Scheraga and co-workers reported an extension of
the Zimm-Bragg theory (Vasquez et al., 1987). The new formulation incorporates the
effect of specific peptide charge-dipole interactions on helix stability and is able to
predict reasonably accurately the overall helix probabilities of various C-peptide deriva-
tives investigated by Baldwin and co-workers. Our results, on the other hand, suggest

that small peptides may form helices in the absence of these specific side chain interac-
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tion or interactions with the helix dipole. To test whether that the helix stability we
observed is generally valid, as opposed to being an artifact of our simulation conditions,
further simulations with other amino acids and mixed sequences should be performed. In
addition, the simulations should be performed with explicit water molecules. Currently,
this is not a feasible endeavor because of the large amounts of computer time that would
be necessary to get efficient sampling. Instead, the use of other macroscopic dielectric
models may be warranted. We have had good results on another small, helical peptide
with one such model for which the dielectric constant is sigmoidally dependent on the
distance between the charges (Chapter 3). Despite these limitations, our hypothesis is
borne out by recent studies of alanine-based peptides that form o-helices in solution

without specific side chain interactions by Marquesee and Baldwin (1990).

There is considerable disagreement betwen the values for conversion of a single
residue from the helical to the nonhelical state, both in terms of the experimental results
and theoretical predictions. These discrepancies are discussed by Zana, who suggests that
the most probably rate constant for conversion is 10® sec™! (1975). Gruenewald et al.
(1979) suggest that 10'® sec™ is an upper boundary value for this process. A value of
10" sec! was determined from our simulation. Therefore, there is a discrepancy
between our value and those found experimentally and theoretically. That we have simu-
lated a small peptide while previous work was performed on long chains may account for
the difference. Also, our value of ¢ is considerably higher (by 2-3 orders of magnitude)
than the value used to predict properties from the theory and to interpret the experimental
data.

The propagation of an helix is considered to be made up of two steps: rotation about
the dihedral angles to place the residues into the helical region of conformational space
and subsequent hydrogen bond formation (Gruenewald et al., 1979). Of these two steps,
rotation of ¢ and v is the limiting factor. Therefore, our use of high temperature and an in

vacuo model, which facilitates rotation, leads to an overestimation of the transition time.
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Also, we used a more sensitive definition (based on ¢, y values) of helix content than was
used previously. When we calculated the helix content using the hydrogen bond
definition that is generally used in statistical mechanics literature, the fractional helicity
was four residues higher than the corresponding values using our definition. Hence, our
definition defines some conformations as nonhelical that are considered helical by the
hydrogen bond definition. We favored the dihedral definition for calculating the struc-
tural properties of the peptide because proteins have approximately 50% regular struc-
tures (Levitt and Greer, 1977; Kapsch and Sander, 1983), while approximately 90% of
the mainchain hydrogen bonds are intact (Baker and Hubbard, 1984). Our more local
definition of helix content can also be justified when considering the experimental
methods generally used to characterize small peptides: CD and 2-D NMR. Woody and
co-workers have suggested that distortions of helices can lead to diminished signal inten-
sities (Manning et al., 1988). Distortions of the helix were prevalent throughout our
simulation and were better characterized by the ¢, y definition of helicity. The nuclear
Overhauser effect is even more short-range and coupling constants are very sensitive to

the conformation of the individual peptide units.
Relevance to Protein Folding

That isolated helical fragments can exist in solution is supportive of the framework
model of protein folding. This model proposes that secondary structure is formed early in
folding and that these preformed, marginally stable units of secondary structure coalesce
to form tertiary structure (Ptitsyn and Rashin, 1975; Karplus and Weaver, 1976; Kim and
Baldwin, 1982). This hypothesis implies that secondary structure should be present under
conditions where folding occurs spontaneously. It is, therefore, of interest to study the
inherent motions and transitions that small helices undergo. There is another finding that
suggests that studies of peptide fragments are relevant to the folding of proteins; the rate
of the helix-coil transition has the same temperature dependence in small molecules as in

the backbone of macromolecules (Morawetz, 1979). Also, Czerminski and Elber (1989)
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argue that since the transitions they observe between the minima of a tetrapeptide
proceed via localized conformational changes, simulations on small molecules are likely

to be of importance to the processes occurring within large polypeptides.

Our results indicate that both the s and ¢ parameters describing the likelihood of
propagation and nucleation, respectively, of helices have been underestimated both
experimentally and theoretically for small peptides. Since alanine has a strong helical
propensity by a variety of measures (Chou and Fasman, 1978; Williams et al., 1987), the
s and o parameters are expected to be lower for other residues. Even so, this should not
be just an artifact of a simulation of polyalanine and we expect that other residues will

show like behavior.

Our simulation shows that the peptide spends the bulk of its time fluctuating
between different conformations with intermediate helix contents. Transitions between
highly ordered and highly disordered structures were rare, but they occurred very
quickly. Our distribution of conformations favored collapsed states. Hence, our transi-
tions to structures with high helical content were from highly fluctuating, compact struc-
tures. Thus, folding in our system is from a collapsed, heterogeneous population of struc-
tures with varying degrees of secondary structure, akin to a molten globule state (Dolgikh
et al., 1981). From this state, there was fine tuning of the dihedral angles and hydrogen
bonds to form more specific units of secondary structure. In the case of a protein, packing
of secondary structure would follow. This progression of events represents a combination
of the framework model and the collapse model. Molten globules have been proposed as
early intermediates in protein folding (Dolgikh et al., 1981; Ohgushi and Wada, 1983).
They are thought to accelerate folding by restricting the amount of conformational space
that needs to be sampled by allowing further folding to occur in a condensed state. Our
nonhelical population was not a true random coil population when compared to expected
properties from polymer theory, instead it was more compact. Recent experimental stu-

dies showing residual structure in denatured proteins (Dobson et al., 1990) suggest that
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experimentally the so-called random coil population may be closer to the molten globule
state than to states expected from early statistical mechanical theories. Recent statistical
mechanical studies by Chan and Dill (1990) show that any flexible polymer molecule
will adopt secondary structure as it is driven to compactness. In our case, the peptide is
compact by the use of an in vacuo model with € =r, but, experimentally, small peptides
would also be expected to be driven to compactness by the tendency to reduce their sur-
face area. To test our proposal for folding, it would be worthwhile to perform related
simulations of other homopeptides as well as heteropeptides both using in vacuo and

solution models.
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CHAPTER S: Free Energy Component Analysis: A Study of the
Glu 165 — Asp 165 Mutation in Triosephosphate Isomerase

The ability to selectively modify individual amino acids in proteins has been of
great use in furthering our understanding of the underlying forces governing enzyme
action. The best candidate for studying these interactions and how they change when
mutations are introduced is an enzymé that is well characterized in mechanistic and ener-
getic terms. Triose phosphate isomerase (TIM) is one such enzyme. Knowles and co-
workers have extensively analyzed the TIM catalyzed reversible isomerization of dihy-
droxyacetone phosphate (DHAP) to glyceraldehyde 3-phosphate (GAP) (reviewed by
Knowles and Albery, 1977). We chose to study this system because of the wealth of

kinetic data on both native TIM and a variety of mutants.

The catalytic mechanism of TIM is shown schematically in Figure 5.1. After sub-
strate binding, the carboxyl group of Glu 165 abstracts the pro-R proton from the Cl1
position of DHAP, resulting in an enzyme-bound enediol, or enediolate. A proton is then
delivered to the C2 position of the substrate, yielding GAP. An electrophilic residue is
thought to polarize the carbonyl group in the enzyme-substrate complex, thereby facili-
tating proton abstraction (Belasco and Knowles, 1980) (Figure 5.2). It has also been sug-
gested that this electrophilic residue stabilizes the developing negative charges on the
oxygens at C1 and C2 during formation of the enediol (or enediolate) by providing the
substrate with a positive electrostatic environment. Based on the X-ray structure of
Banner ez al. (1971, 1975, 1976), Lys 13 and His 95 appear to be good candidates. On the
basis of mutagenesis experiments, Ser 96 also appears to be catalytically important.
Knowles and co-workers have engineered a Ser 96 —> Pro mutant with interesting conse-
quences; proline in this position causes a decrease in the activity of wild-type TIM but

increases the activity of the Asp 165 mutant (Hermes et al., 1987).

TIM has been called a "perfect" enzyme (Knowles and Albery, 1977), partly

because the rate determining transition state for the reaction is that for product dissocia-
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Figure 5.1. Reaction catalyzed by Triose Phosphate Isomerase (TIM). HA is an
electrophilic residue(s)---probably lysine 13 and/or histidine 95---that stabilizes

the developing negative charge on the substrate carbonyl oxygen (O2) during for-
mation of the enediol/enediolate intermediate.
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tion and not a chemical step. When Glu 165 is replaced by Asp, using site-directed
mutagenesis techniques, the catalytic activity drops roughly three orders of magnitude
(Straus et al, 1985). The Asp 165 mutant employs the same catalytic mechanism as
wild-type TIM; however, the process is no longer diffusion-controlled (Blacklow et al.,
1988). The rate determining transition state for the Asp mutant is that for formation of
the enediol (or enediolate) intermediate, such that the mutant enzyme conforms to the
classical Michaelis-Menten scheme. Binding of substrate, enediol/enediolate (as inferred
by inhibitor binding), and product are only minimally affected upon mutation (Raines et
al., 1986).

Our goal was to examine molecular interactions in the active site that might explain
the drop in k., upon replacing Glu 165 with Asp, as well as to examine substrate bind-
ing. To this end, we employed the free energy perturbation method, which uses molecu-
lar dynamics to evaluate a statistical mechanically derived formulation of free energy
(Singh et al., 1987). The free energy perturbation method has been shown to be very
effective in calculating solvation free energies (Bash et al., 1987a), binding free energies
(Bash et al., 1987b), and catalytic free energies (Rao et al., 1987) that are in good agree-

ment with relevant experiments.

To date, this method has been applied to systems for which the X-ray data are very
accurate, thereby allowing a reasonably complete representation of the aqueous environ-
ment around the macromolecule-ligand complex. These applications have involved
changing the residue of interest in the noncovalent and covalent complexes and compar-
ing the calculated free energies to those inferred from experimental measurements of the
differences between k., and K, for the wild-type and mutant structures (Rao et al,,

1987).

The available X-ray crystal structures of chicken muscle TIM and its complexes are
only known to low resolution [2.5 A (Banner et al., 1975, 1976) and 6.0 A (Phillips et al.,

1977), respectively]. Thus, our objective was, by necessity, qualitative in nature. Com-
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Figure 5.2. Schematic Representation of Active Site of TIM. Substrate (DHAP)
and key active site residues of TIM. The O2 dipole perturbation is depicted.

Numbers in parentheses represent initial, unperturbed charges and final, perturbed
charges.
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pared to earlier studies, we took a slightly different approach, which we refer to as a free
energy component analysis. We calculated the free energies for perturbing the charge
distributions of various residues in the active site (Asn 11, Lys 13, His 95, Ser 96, Glu
97) and portions of the substrate (O1 and O2 dipoles) in the covalent and noncovalent
complexes of both the wild-type and mutant enzymes. Asn 11 and Glu 97 were selected
for study in addition to the key catalytic residues (Lys 13, His 95, Ser 96) discussed
above because of their proximity to the substrate. Cys 125 is another potential hydrogen
bonding group in the active site, but it was not considered because it is over 7 A from the
catalytically important substrate atoms. (See Figure 5.2 for a schematic representation of
the relative positions of these residues in the active site.) By taking this approach of sys-
tematically changing electrostatic interactions in the active site, we hoped to avoid the
problems noted above and also arrive at a more detailed interpretation of the roles of
those residues that are important in substrate binding and catalysis. This approach is
qualitative rather than quantitative in nature but can point out the importance of particu-

lar interactions that can be tested experimentally.

By analyzing the free energies for perturbing various groups in the wild-type TIM
and DHAP noncovalent complex and the mutant noncovalent complex (Glu 165 replaced
by Asp), we examined the interactions important for substrate binding in the two struc-
tures. A comparison of the covalent wild-type substrate complex (carboxylate of residue
165 linked to pro-R proton of DHAP) and the covalent mutant-substrate complex (which
are models of the transition structure for enolization), allowed us to evaluate qualitatively
the interactions that stabilize the transition state, and in turn aid in interpreting the drop
in k., upon mutation. k., can be further broken down to yield k.o, as the rate constants
for individual steps in the conversion of DHAP to GAP have been determined by
Knowles and co-workers for the Asp165 mutant TIM (kean=2.0 sec”!) (Raines et al.,
1986) and wild-type TIM (konr=2.0 x 10° sec™!) (Knowles and Albery, 1977). We com-

pared our results to changes in k.., but one reaches the same conclusions if the rate con-
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stants for enolization are considered.

METHODS
Calculation of Free Energy Changes

Except where noted below, calculations were performed using AMBER version 3.0
(Singh et al., 1986a). We calculated Gibbs (G) free energy changes using equation 1,
where AH is the difference in the Hamiltonian between two states, AG is the free energy
difference between these states, R is the gas constant, T is the absolute temperature, and
the symbol < >,,, indicates that an ensemble average is taken with respect to some refer-

ence state. (See Singh et al., 1987 for a more thorough discussion of the method.)
AG =-RT In <exp (-AH/RT) >, Equation 1

In the cases discussed here, H represented the interaction energy of the perturbed group
with its surroundings. These interaction energies were calculated at intermediate points
along the conversion pathway using an empirical force field. Molecular dynamics at 300

K was used to generate the ensemble of structures.

In the applications of this approach published to date, we have reported free ener-
gies due only to the inter-group interactions (Singh et al. , ‘1987; Bash et al., 1987a,
1987b; Rao et al., 1987). There are many cases where it is advantageous not to include
intra-group effects. For example, when one mutates the charges on the oxygen of R-CO-
NH-R to zero, there is a very large energy associated with a change in O...H nonbonded
interactions. To separately calculate any inter-group effect of the oxygen interacting with
its environment, one would need to carry out the mutation of the oxygen for the fragment
by itself (which includes only intra-group effects) and in the presence of its environment
(which includes both intra- and inter-group effects). This separation is easy to do opera-
tionally but involves finding a small difference between large numbers. Instead, one can
define CO-NH as the perturbing group, even though the properties of the N-H group do

not change, and only consider the inter-group interactions (the intermolecular interac-
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tions of this group with its environment). So, when we included particular atoms as part
of the system that changes while holding their molecular mechanical parameters con-
stant, the free energy change for the "perturbation" of these atoms was zero. This
approach was taken to examine interactions between Lys 13 and specific groups in the

active site.

General Formalism for Component Analysis
Perturbation of Substrate Atoms

Consider the following pathways for binding and catalysis of ligands by an enzyme
E and a site specific mutant E’, where S is the substrate and D denotes a dummy sub-

strate.

AGy AGy

E+D —= ED ETD
AQ(‘M' '6% ’A&n
E+s 2% gg 492 g3
Aa.{ Jaa. ;Aa.
g+ 529 g's 292 g'7s
Ae.«om‘ ‘4&1 me
£+ 0% gp 2% e

ES corresponds to the enzyme-substrate noncovalent complex and ETS to the transition
state for the enzyme catalyzed reaction. We are interested in the difference in binding
free energy, AAG,ins=AG’ - AG and catalytic free energy AAG,,=AG*’- AG* between the
enzyme and its site-specific mutant. As noted by Rao ez al. (1987) in their studies of sub-
tilisin mutants, it is usually easier to calculate AG,, AG,, and AG, rather than AG, AG’,
AG*, AG*’ and to use the fact that free energy is a state function to determine AAG ;=
AG, - AG, and AAG .= AG; - AG,. However, in some cases, such as here for TIM, the
direct determination of AG,, AG,, and AG, is more difficult and, instead, an indirect path
can be used to estimate contributions to AAG,;.; and AAG,,,. This involves mutating the

substrate S or transition state TS into dummy atoms D or TD. By using the above
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thermodynamic cycle, we see that AAG,..= (AGgs- AGs(solv)+AG,;) - (AGgs -
AGg(solv)+AGg) collapses to AAG = AGps- AGgs, assuming that the wild-type and
mutant enzyme have the same affinity for dummy substrate (e.g. AG4 = AGg). Similarly,
AAG ;= AGErs- AGgrs - (AGgs - AGgs). Thus, the determination of AAG,,;,; and AAG .,
involves the mutation of the substrate atoms into dummy atoms in both the noncovalent
complex and in a model transition state structure. We also can mutate selected substrate
atoms into dummy atoms to estimate the contributions of groups of substrate atoms to
binding or catalysis.

In the computational implementation of this approach, we mutated only the elec-
trostatic partial charges of the substrate S into those of the dummy molecule, D, to deter-
mine particular electrostatic contributions to AGgs, AGgs, AGgrs, and AGgrs. Therefore,
we assumed that the van der Waals contribution to the free energies was equal for AGgs
and AGgs and for AGgrs and AGprs. This appears to be a reasonable approximation,
because the van der Waals contributions involve "disappearing” the same atoms in each
of these cases. Computationally, though, the determination of van der Waals changes
involves much more extensive sampling than electrostatic changes and given our simple
model of the enzyme active site (no water inclusion) such a determination would likely
be inaccurate and involve large statistical errors. Thus, such an approximation makes

sense in this case.

Formalism for Perturbing Enzyme Atoms in Native vs. Mutant Enzymes

We also seek a formalism for estimating the contributions of various protein atoms
to differential binding and catalysis of an enzyme and its site-specific mutant. We begin
with the following thermodynamic cycle:

E'+s 22 prg 230 purg

AG' . AG:' fAGa

b 3
E+S 2% s A8 s
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E+S aG’ E'S AG?¥ E'TS
o e e
AGy Gy

E* +5 —a 'S =2 g'*1s

The nomenclature for the scheme above is essentially the same as for the substrate per-
turbations with the addition of E*, E*S and E*TS, which correspond to the native
enzyme, its complex with substrate and transition state structure with particular atoms
changed to dummy atoms, and E’*, E’*S and E’*TS correspond to the mutant enzyme

with the same sets of changes. Here our goal is to calculate the following:

AAG*,;,4 = contribution to binding from atoms changed to dummies in mutant vs.
native

=AG’ - AG + AG;s - AG,

AAG*,, = contribution to catalysis from atoms changed to dummies in mutant vs.
native

=AG¥ - AG* + AGy - AG,

and to estimate the experimental AAG,;,; and AAG,, by the sum of the AAG*,,,, and
AAG*,,,, respectively, for all of the functionally important atoms in the molecule.
Interactions between perturbed residues are overcounted when summing the contribu-
tions to AAG,;,;,s and AAG,,,. This is remedied, though, by subtracting the contribution to

the free energy of each combination of perturbed groups from the total.

To proceed further, we made the assumption that we can formally break down the
AG values into two components: (a) the change in intragroup energies for changed atoms,
and (b) the interaction of changed atoms with the rest of the enzyme, water, and S or TS.
Therefore, AG; = AG, + AG;, for any particular atom that we change. We also make the
assumption that the change in intragroup energies are equal in the different environ-

ments.

AG4a= AG5¢ =AG5¢
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AG,= AG2,=AG;,
Finally, we are left with

AAG*ping = AGsy, - AGyy, - AGy, + AG,,

AAG* 4 = AGyy, - AGsy, - AGs, + AGg,
In the simulations reported here, we assumed that AG,,=AG,,. This is because we could
not calculate a realistic estimate of the difference in interactions of the perturbed atoms
with the rest of the protein between the native and mutant structures due to large scale
side chain movements because of the lack of substrate, both with and without solvent

present. Even so, this is probably a reasonable assumption given that the environment

around a particular residue is very similar in the two structures.

Computational Details

We employed the windowing method of perturbation to calculate free energies,
which involves breaking up the perturbation into discrete steps (windows), as described
by Singh et al. (1987). Each progression from the unperturbed structure to the perturbed
structure, for the various simulations described below, was carried out using 5-21 win-
dows. 200 équﬂibraﬁon steps and 400 steps of data collection were performed at each
window, with a step size of 1 femtosecond. Thus, the total time course for each perturba-
tion was between 3 and 12.6 picoseconds (psec); different simulation times were used to
ensure that the calculated free energies were independent of the length of time for the
conversion. We were limited to fairly short simulation times as the structures drifted
quite a bit from their starting configurations with long simulations, particularly when we
changed charges critical in maintaining side chain or substrate orientations. The length
of time for each simulation used here represents a compromise between minimizing hys-
teresis and attaining sufficient sampling. Only those residues within 10 A of residue 165
were allowed to move. SHAKE (Ryckaert et al., 1977) was used for all bonds, and all

free energies were calculated at 300 K. A distance dependent dielectric constant (e=r; ,
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where r is the intercharge separation between atoms i and j) and a 10 A nonbonded cutoff

were used for the calculations.

The reported free energy changes represent the average of at least two independent
simulations. The uncertainties quoted with the average free energies are not true uncer-
tainties but actually reflect the hysteresis within a particular run and between different
runs. For each simulation from the unperturbed to the perturbed charge we calculated two
free energy changes, one for forward-looking sampling at each window and one for
backward-looking sampling. The uncertainties reported here are the largest difference
between either forward and backward sampling free energy changes or calculated free
energy changes from different runs. Currently there is no way to rigorously determine the

uncertainties for free energies calculated with this method.

Generation of Structures

We performed calculations on four TIM models with DHAP: (1) wild type TIM
(Glu 165) with noncovalently bound DHAP; (2) mutant TIM (Asp 165) with nonco-
valently bound DHAP; (3) wild type TIM with covalently bound DHAP; and (4) mutant
TIM with covalently bound DHAP. The model for the wild-type noncovalent enzyme-
substrate complex was the final structure, after 10.5 psec of molecular dynamics at 300
K, reported in an earlier study (Brown and Kollman, 1987). [This earlier study used the
refined crystal coordinates of chicken muscle triose phosphate isomerase as the starting
structure for molecular dynamics (Banner et al., 1975, 1976).] The mutant structure was
obtained by replacing Glu 165 with Asp, maintaining the original wild-type side chain
orientation. Another orientation of residue 165 was also used to test the dependence of
the calculated free energy changes on the structure. This orientation was generated dur-
ing a trial simulation aimed at perturbing Glu into Asp directly. Standard united-atom
parameters (hydrogens on carbon atoms are incorporated into the van der Waals radius of
the carbon) were used for the TIM dimer (Weiner et al., 1984). All structures contained

the appropriate counterions on charged surface residues; however, explicit solvent
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molecules were not present. Structures were further equilibrated, to different extents but
up to 7.5 psec, prior to perturbation calculations to ensure that the calculated free ener-
gies were not excessively dependent on starting structure. The covalent complexes were
constructed, from pre-equilibrated noncovalent complexes, by imposing a covalent bond
between the pro-R hydrogen of the substrate (H1R) and a carboxyl oxygen of residue 165
(02 of Glu or Asp). (See Figure 5.3.) The resulting structures were then equilibrated for
1-5 psec at 300 K.

The partial charges for DHAP were determined in a single-point 4-31G* ab initio
calculation (Brown and Kollman, 1987) with the refined crystal coordinates of Banner
and co-workers (1975, 1976), using the UCSF-G80 electrostatic potential fitting routine
(Singh and Kollman, 1984). The substrate charges for the covalent enzyme-substrate
complex were based on the gas phase transition structure constructed by Alagona et al.
(1984), with the addition of a phosphate group. Two nonstandard AMBER atom types
were assigned for DHAP covalently bound to TIM. The parameters for the new atom
types, TC for C1 and TH for the pro-R hydrogen (Figure 5.3), are given in Table 5.1; all

other substrate atoms were assigned standard all-atom parameters (Weiner et al., 1986).
Description of Protein Residue Perturbations

Potential hydrogen bonding sites of specific amino acid residues in the active site
and portions of the substrate were removed by zeroing the charge on the hydrogen and/or
oxygen atoms. The perturbed groups fall into three categories: neutral, polar protein resi-

dues; charged protein residues; and the substrate.
Neutral, Polar Protein Residues

In the case of the neutral, polar residues, overall charge neutrality was maintained in
going from the perturbed to the unperturbed state. To maintain charge neutrality is was
necessary to change the charges of some atoms covalently connected to the potential
hydrogen bonding atoms. Three residues fall into this group of perturbed residues: Asn
11, His 95, and Ser 96. The pertinent original and all perturbed charges for these residues
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Original Charges
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Figure 5.3. Models for Perturbing Charges and Hydrogen Bond Dipoles in Sub-
strate (DHAP). The structures shown are for DHAP covalently bond to TIM
through O2 of Glu or Asp (here represented as R). Partial charges are given in
parentheses. The perturbed charges are explicitely shown here; all other charges
are given in Table 5.2.
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TABLE 5.1
Parameters for Atom Types TC and TH®
Bond Parameters
Bond Kr Teq
TC-TH 331.0 1.10
TC-C 317.0 1.43
TH-O2 331.0 1.60
Angle Parameters
Angle Kg Oeq
TH-TC-OH '35.0 109.5
02-TC-C 0.0 109.5
( 0.0 1.0
C 0.0 109.5
0. 0.0 109.5
T ' 0.0 120.0
Tl \N 135.0 109.5
02. 0.0 179.9
TC 70.0 118.6
TH-". _ ..c 135.0 109.5
OH-TC-C 63.0 109.5
TC-C-O 80.0 120.4
TC-OH-HO 55.0 108.5
C-02-TH 70.0 B 120.0
Torsion Parameters
Torsion V.2 Y n
X-TC-TH-O2 0.0 0.0 2.0
X-02-TC-X 0.0 0.0 3.0
| OH-TC-C-X 20& _ 180.0 2.0
Nonbonded Parameters
Atom R '
TH 0.10 0.000

%Nonstandard atom type parameters that are the same as the standard parameters are not
listed here (e.g. when TC and CT, and TH and HC have the same parameters).See
Weiner et al. (1986) for standard parameters and Weiner et al. (1984) for explanation of
terms.
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are given in Figure 5.4.
Charged Protein Residues

The perturbation of the charged residues involved neutralizing a full charge and the
changes were localized to the actual atoms of interest. Two fully charged residues in the
active site were neutralized---Lys 13 and Glu 97 (Figure 5.4). The perturbation of Glu 97
was straightforward and involved only changing the charges on the oxygens. The deter-
mination of interactions between lysine 13 and its environment, on the other hand, was
complicated by the strong interactions between the e-amino group and the phosphate
group of DHAP. To separate the interactions between Lys 13 and non-phosphate por-
tions of the substrate, the phosphate group, and other active site residues, we included
various atoms in the perturbing group, which remain unchanged during the simulation.
Only results for the perturbation of Lys 13 in the covalent complex are reported. The
structural consequences of changing the Lys charges were too drastic in the noncovalent

structure to provide meaningful results.

Four separate perturbation calculations were performed to explore interactions
between Lys 13 and its environment: (1) a 30% decrease in the partial charges of the N,
hydrogens; (2) a 30% decrease in the partial charges of the hydrogens and the entire sub-
strate is defined as part of the perturbing group (without any of its parameters changing);
(3) a 30% reduction in the charge of the hydrogens and the phosphate group is part of the
perturbing group; and (4) the partial charges on the hydrogens are zeroed and the phos-
phate group is part of the perturbing group. The first perturbation is shown schematically
in Figure 5.4. The decrease in hydrogen charge of 30% is arbitrary. Our concern was to
calculate free energies of reasonable magnitude (e.g. not too large) so that the uncertain-

ties were not too large.
Substrate Perturbations

In addition to perturbing active site residues, portions of the substrate were per-

turbed to determine their interactions with the enzyme active site. Figure 5.3 shows the
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Neutral, Polar Protein Residues

A. Asparagine 11
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Figure 5.4. Models for Perturbing Active Site Hydrogen Bond Dipoles and
charges of TIM. Partial charges are given in parentheses. All perturbed charges
and the pertinent original charges are depicted.
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Charged Protein Residues

D. Lysine 13
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TABLE 5.2
Original and Perturbed Partial Charges for DHAP Dipoles®
in Noncovalent and Covalent Complexes with TIM
Noncovalent
Atom Atom Original Perturbed Charge
Number? Type? Charge Ol Dipole 02 Dipole 01/02
H HO 0.4452 0.0000 0.4452 0.0000
O1 OH -0.7955 0.0000 -0.7955 0.0000
C1 CT 0.2966 0.0000 0.2966 0.0000
HIR HC -0.0150 -0.0150 -0.0150 -0.0150
H1S HC -0.0125 -0.0125 -0.0125 -0.0125
C2 C 0.6879 0.6879 0.0000 0.0000
02 0] -0.6367 -0.6367 0.0000 0.0000
3 CT 0.1714 0.1714 0.1714 0.1714
H3R HC 0.0119 0.0119 0.0119 0.0119
H3S HC 0.0121 0.0121 0.0121 0.0121
o3 oS -0.5971 -0.5971 -0.5971 -0.5971
P P 1.4452 1.4452 1.4452 1.4452
04 02 -1.0045 -1.0045 -1.0045 -1.0045
05 OH -1.0045 -1.0045 -1.0045 -1.0045
06 OH -1.0045 -1.0045 -1.0045 -1.0045
Total Charge -1.9999 -1.9463 -2.0512 _ -1.9975
Covalent -
Atom Atom Original Perturbed Charge
Number® | Type? Charge Ol Dipole | O2Dipole | 01/02

H HO 0.4810 0.0000 0.4810 0.0000
01 OH -09118 0.0000 -09118 0.0000
C1 TC 0.2156 0.0000 0.0341 0.0000
HIR TH 0.3389 0.2313 0.3389 0.0041
H1S HC 0.0041 0.0041 0.0041 0.0041
C2 C 0.5437 0.4361 0.0000 0.0000
02 0] -0.7252 -0.7252 0.0000 0.0000
c3 CTt 0.2764 0.2764 0.2764 0.2145
H3R HC -0.0286 -0.0286 -0.0286 -0.0286
H3S HC -0.0286 -0.0286 -0.0286 -0.0286
o3 (0N -0.5971 -0.5971 -0.5971 -0.5971
P P 1.4452 1.4452 1.4452 1.4452
04 02 -1.0045 -1.0045 -1.0045 -1.0045
05 OH -1.0045 -1.0045 -1.0045 -1.0045
06 OH -1.0045 -1.0045 -1.0045 -1.0045
Total Charge -1.9999 -1.9999 -1.9999 -1.9999

@ See Figure 5.3.
b See Brown and Kollman (1987).
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original and perturbed charges for DHAP in the covalent complex. (See Table 5.2 for the
complete set of charges.) The O1 dipole model involved perturbing the dipole resulting
from the hydroxyl group at C1. The charges of other atoms in the substrate were also
altered to maintain the original overall charge. The O2 dipole model involved zeroing
the charges of the carbonyl group. (See Figure 5.2 for an illustration of the O2 dipole
change.) The combined O1/02 dipole model entailed the simultaneous perturbation of
both dipoles. The various charges for perturbation of the substrate in the noncovalent
complexes are shown in Table 5.2 and are analogous to those described above.
RESULTS

Neutral, Polar Protein Residues
Asparagine 11

The free energy changes for zeroing the backbone N-H and side chain N-H dipoles
of Asn 11 (Figure 5.4a) are given in Table 5.3. Asn 11 interacts strongly with its
environment in all four structures. The wild-type noncovalent complex is stabilized by 2
kcal/mole over the mutant complex (12.1 vs. 10.1 kcal/mole, Table 5.3). This difference
appears to be due to less repulsive interactions between one of the Asn hydrogens and a
side chain hydrogen of Gln 63 in the wild-type complex than in the mutant complex.
The distance between the two hydrogens is 3.8 A in the wild-type structure and 2.33 Ain
the mutant; this difference of 0.85 A could easily account for a 2 kcal/mole difference in
the calculated AG. The interactions between the substrate atoms and Asn 11 appear to be
very similar in the two structures; as can be seen in Figure 5.5, the orientations of Asn 11
in the wild-type enzyme and in the mutant relative to other active site residues are essen-
tially the same. For example, the distance between a side chain amide hydrogen and O1
of the substrate in the noncovalent wild-type and mutant complexes are 1.85 and 1.82 A,
respectively (Table 5.6). The free energy changes for perturbing Asn 11 in the covalent
structures are essentially the same, 14.9 vs. 14.2 kcal/mole (Table 5.3), although Asn 11
makes an hydrogen bond with O1 of the substrate in the wild-type complex but shifts to
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TABLE 5.3
Free Energy Changes Upon Perturbing Charges and
Hydrogen Bond Dipoles in Protein (kcal/mole)
Asparagine 11: NH and NH, (Figure 5.4A)

Protein Model Substrate Model AG*?
Glu 165 noncovalent 12.1+£0.1
Asp 165 noncovalent 10.1+£0.2
Glu 165 covalent 14912
Asp 165 covalent 142113

Histidine 95: N¢.-H (Figure 5.4B)

Protein Model Substrate Model AG?
Glu 165 noncovalent 44102
Asp 165 noncovalent 48104
Glu 165 covalent 42104
Asp 165 covalent 3.5%1.7

Serine 96: NH and OH (Figure 5.4C)

Protein Model Substrate Model AG?
Glu 165 noncovalent 13.2+0.7
Asp 165 noncovalent 11.0x04
Glu 165 covalent 123x10
Asp 165 covalent 129+ 1.6

Glutamate 97: O1 and O2 (Figure 5.4E)

Protein Model Substrate Model AG?
Glu 165 noncovalent 23.7£0.5
Asp 165 noncovalent 22403
Glu 165 covalent 19.7+£0.6
Asp 165 covalent 23.614.0

% The free energy changes reported in this table conform to the formalism in the methods
section by noting the following: changes in the wild-type enzyme in the noncovalent
complex represent AG,; perturbation of the Asp mutant in the noncovalent complex
correspond to AGs; free energies for the wild-type covalent complex represent AG3; and
changes in the mutant covalent complex correspond to AGg.
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Figure 5.5. Stereoviews of the Active Site Region of Noncovalent DHAP-TIM
Complexes. A. Wild-type TIM (Glu 165) and DHAP. The structure is the final
structure after 15 psec of molecular dynamics at 300K. The numbering and labels
are slightly different than in the text. Residue 164 (GLX) is Glu 165. Residue 495,
DHA, is the substrate DHAP. The numbering of the residues differs from the
numbering in the text by one: His 95 is Hie 94, Asn 11 is Asn 10, Ser 96 is Ser 95,
Lys 13 is Lys 12 and Glu 97 is Glu 96 in this figure. B. Mutant TIM (Asp 165)

and DHAP. The structure is a molecular dynamics (at 300 K) snapshot after 15
psec. Residue 164 in this figure is Asp 165. The other residues are the same as

described above.
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02 in the mutant complex.
Histidine 95

The free energies for perturbing the hydrogen bond donor site of histidine 95 are
unfavourable, which is consistent with the suggestion that it interacts favourably with the
substrate by providing a positive electrostatic environment. However, our results indi-
cate that the hydrogen bond interacts in a similar manner in all four of the structures (all
of the free energies are approximately 4 kcal/mole, Table 5.3). In the absence of
discrimination between wild-type and mutant TIM, the drop in activity cannot be
explained in terms of differential histidine interactions. As mentioned above, these free
energies represent interactions between His 95 and its environment. So, differences
between the free energies for perturbation of wild-type and mutant structures can be due
to any number of interactions. In some cases perturbation of different structures can
yield different energetic contributions while maintaining the same overall free energies.
It appears as though this might be the case with the His 95 perturbations. For example,
the HN;-O2 (of the substrate) distances in the Glu structures (noncovalent 2.21 A,
covalent 2.43 A) are longer than in the Asp structures (noncovalent 1.70 A, covalent 1.76
A). (See Table 5.4.) This might suggest that His 95 of the Asp 165 structure would better
stabilize the transition state, but the geometry of the hydrogen bond is less than optimal.
(Compare structures A and B of Figure 5.6.) Also, HN, of His 95 interacts more strongly
with Ol in the wild-type structure than in the mutant structure. Even though it appears
that His 95 is in a better position to stabilize O2 of the substrate in the mutant transition
structure (in terms of distances between HN, and O2 of the substrate), there are compen-
sating interactions in the wild-type structure that result in similar overall free energies for
perturbation of the two covalent structures. It may be important to maintain His 95
poised between O1 and O2, which the wild-type does very effectively and the mutant
does not (Figure 5.6 and Table 5.6).

Serine 96
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Figure 5.6. Stereoviews of Active Site Regions of Covalent DHAP-TIM Com-
plexes. A. Wild-type TIM (Glu 165) and DHAP. The structure is a molecular
dynamics snapshot after 15 psec at 300 K. The labeling is essentially the same as
in Figure 5 except for the following differences: residue 164, ASZ, is Glu 165
covalently linked through O2 to HIR of the substrate. B. Mutant TIM (Asp 165)
and DHAP. The structure is a molecular dynamics snapshot after 15 psec at 300
K. The labeling is the same as described above. Residue 164 (ASX), however,
represents Asp 165 covalently linked to DHAP.
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Serine 96 interacts strongly with its environment in all four structures. The free
energy for this interaction in the wild-type noncovalent complex is 2.2 kcal/mole more
favourable than in the mutant complex (13.2 vs. 11.0 kcal/mole, Table 5.3). The
environment around Ser 96 is very similar in the two noncovalent structures with the
exception that Ser 96 is in a more favourable position to form an hydrogen bond with O1
of Glu 165 in the wild-type structure. The distance between the hydroxyl proton of Ser
96 and O1 of residue 165 is 0.8 A longer for mutant TIM than for wild-type TIM (Table
5.4); there is less than a 0.2 A difference between the Ser HN and Ol distances. It is
important to note that the calculated free energies are a measure of the interactions
between the perturbed residue and the rest of the protein as well as the substrate. There-
fore, although our intention is to interpret the free energies in terms of probable molecu-
lar interactions, we need structural confirmation that the proposed hydrogen bonds exist.
Charged Protein Residues
Lysine 13

The results for the various lysine 13 perturbations are presented in Table 5.4. The
first perturbation represents the interaction of Lys 13 with its environment, including the
entire substrate. Lys 13 stabilizes the Asp 165 transition structure by almost 3 kcal/mole
over the wild-type structure (31.1 vs. 28.4 kcal/mole). The free energies for the second
perturbation (H charge 0.311 — 0.200 and substrate — substrate) are a measure of
interactions between Lys 13 and other TIM residues but do not include interactions with
the substrate. In this case, the wild-type covalent complex is stabilized by approximately
1 kcal/mole, althoilgh both values are fairly low. The third perturbation (H charge 0.311
— 0.200 and phosphate — phosphate) represents interactions between Lys 13 and other
TIM residues in the active site and all of the substrate atoms except the phosphate group.
This interaction stabilizes the wild-type covalent complex over the mutant structure by 6

kcal/mole (11.0 vs. 4.9 kcal/mole).
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TABLE 54

Free Energy Changes Upon Perturbing Hydrogen Bond Dipoles
of Lysine 13 (N¢-H) and Portions of Substrate (kcal/mole)

Perturbation Substrate Model | Protein Model AGP
(1) H charge 0.311-0.29 covalent Glu 165 28.410.1
Asp 165 31.1£0.2
(2) Hcharge 0.311-0.2 covalent Glu 165 32104
substrate—substrate Asp 165 2210.1
(3) Hcharge 0.31150.2 covalent Glu 165 11.0£0.2
phosphate—phosphate Asp 165 49%1.5
(4) Hcharge 0.31150.0 covalent Glu 165 26.1x1.2
phosphate—phosphate Asp 165 103+x1.2
Differences Between The Perturbations Above
Difference Protein Model AAG Interaction
1)-2) Glu 165 25.2 Lys 13 and substrate
Asp 165 289
1)-3) Glu 165 17.5 Lys 13 and phosphate
Asp 165 27.0 portion of substrate
3)-(2) Glu 165 7.1 Lys 13 with substrate
Asp 165 1.9 minus phosphate group
4 See Figure 5.4d.

b The free energy changes reported here for the wild-type complex correspond to AG3 in
the free energy cycle given in the methods section. The values for the mutant enzyme

represent AGg.
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Table 5.4 also contains free energy changes for interactions between Lys 13 and
portions of the substrate. The difference between the free energy changes (AAG) for per-
turbation 1 (that is, Lys interactions with the environment) and perturbation 2 (Lys
interactions with everything but the substrate) represents the free energy of interaction
between Lys 13 and DHAP. The free energies for this interaction, for both the wild-type
and mutant covalent structures, are large; the interaction is almost 4 kcal/mole more
favourable for the mutant. The difference between perturbations 1 and 3 (Lys interac-
tions with everything but the phosphate portion of the substrate) reflects interactions
between Lys 13 and the phosphate group of DHAP. This interaction is much stronger for
mutant TIM (by approximately 10 kcal/mole) than for the wild-type enzyme. The differ-
ence between perturbations 2 and 3 is a measure of the interactions between Lys 13 and
the non-phosphate portion of the substrate. For this case, the wild-type covalent state
structure is favoured by almost 6 kcal/mole compared to the mutant structure. These
results indicate that the substrate interacts strongly with the lysine in the mutant transi-
tion structure, although in a nonproductive manner (e.g. Lys 13 interacts strongly with
the phosphate group instead of polarizing O2). As can be seen in Table 5.6, the N-O2
distance is 1.3 A greater for the mutant transition structure than for the wild-type struc-
ture. In contrast, the e-amino group of Lys 13 is closer to the phosphate group in the

mutant structure. (See relevant distances in Table 5.6 and compare structures A and B of
Figure 5.6.)
Glutamate 97

The free energy change for neutralizing fully charged Glu 97 in the noncovalent
wild-type complex is 1.3 kcal/mole higher than in the mutant complex. The added stabil-
ity in the wild-type case may be due to more effective interactions between O2 of Glu 97
and O1H of the substrate (this distance is "0.8 A shorter in the wild-type structure com-
pared to the mutant, Table 5.6). This Glu 97 substrate interaction is the only interaction

that we found to be very different between the two structures. Even in the wild-type
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TABLE 5.5
Free Energy Changes Upon Perturbing Charges and Hydrogen
Bond Dipoles in Substrate (kcal/mole)?
O1 Dipole

Protein Model Substrate Model AGb
Glu 165 noncovalent 28109/ 21%£0.8
Asp 165 noncovalent 1.5£0.1/ 1.1+£0.5
Glu 165 covalent -1.9+0.2
Asp 165 covalent -34+0.9

02 Dipole

Protein Model Substrate Model AG?
Glu 165 noncovalent 6.8+09/391+04
Asp 165 noncovalent 6.2+1.0/ 28109
Glu 165 covalent 94+0.2
Asp 165 covalent _79%05

01/02 Dipole

Protein Model Substrate Model AG?
Glu 165 noncovalent 64+12/78+0.8
Asp 165 noncovalent 7.0+£0.7/ 8.0+0.3
Glu 165 covalent 15.6+£0.6
Asp 165 covalent 19+0.3

@ See Figure 5.3.

b Two free energy changes are listed for each noncovalent complex. The first represents
the wild-type side chain orientation of residue 165 (regardless of whether it is Glu or
Asp) and the second refers to a slightly different orientation of residue 165 generated
during a trial run aimed at perturbing Glu directly into Asp. Also, to conform to the for-
malism outlined in the methods section, the free energy changes reported for the wild-
type noncovalent structure represent AGrg, those for the mutant noncovalent structure
represent AGgg, those for the wild-type covalent complex are AGgrs, and those

presented for the mutant covalently bound substrate structure represent AGgrs.
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, TABLES.6
Distances (in A) Between Active Site Residues
for Wild type TIM and Mutant TIM (Asp 165)
Noncovalent Covalent

Residues Involved Atoms Involved?
GLU®? | ASP° | GLU? | ASP*
Asn 11, Substrate HN;s , O1 1.85 1.82 2.12 3.81
Lys 13, Substrate N , 02 2.75 3.61 3.00 431
Lys 13, Substrate N, 03 4.18 422 4.4 4.06
Lys 13, Substrate N¢ , 04 2.48 2.53 2.64 2.52
Lys 13, Substrate N¢ , 05 2.60 2.59 2.84 2.53
Lys 13, Substrate N , 06 4.54 4.37 4.68 4.47
Lys 13, Glu(Asp)165 N¢,02 5.51 691 7.10 7.07
His 95, Substrate HN, , O1 2.76 3.36 2.70 3.04
His 95, Substrate HNg, 02 221 1.70 2.43 1.76
His 95, Substrate HN; ,OlH 2.26 2.55 2.10 2.27
His 95, Glu(Asp)165 HN., 02 1.78 4.46 4.47 4.61
Ser 96, Glu(Asp)165 HOG, O1 1.72 2.48 2.20 1.77
Ser 96, Glu(Asp)165 HN, Ol 1.69 1.85 2.46 1.67
Glu 97, Substrate 02,01H 3.87 4.66 5.28 6.70
Glu97,Lys 13 O1, HN; 1.74 1.69 1.82 1.67
Glu(Asp)165, Substrate 02,02 3.26 4.40 4.16 4.31
Glu(Asp)16S5, Substrate 01,01 4.08 6.33 3.39 340
Glu(Asp)165, Substrate 02,HIR 3.08 5.29 1.20 1.20
Glu(Asp)165, Substrate 02,C1 3.54 5.51 2.70 2.70

Where there is more than one choice for the distances involving hydrogens, the lowest
distance is reported.

bFigure 5.5a.
°Figure 5.5b.
dFigure 5.6a.
®Figure 5.6b.
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enzyme this distance is fairly large and Glu 97 does make closer contact with Lys 13 than
with the substrate but the distances and side chain orientations are essentially the same in
the wild-type and mutant structures. (The distance between Glu 97 O1 and N¢H; of Lys
13 is 1.74 A for the wild-type compared to 1.69 A for the mutant, Table 5.6.)

The free energy changes for perturbing the O1 and O2 charges of Glu 97 in the
covalent structures differ by 3.9 kcal/mole, with the mutant structure favoured over the
wild-type complex (Table 5.3). It is not clear whether this is a real effect, though.
Unfortunately, the perturbation simulations of the mutant complex were not stable, yield-
ing a large uncertainty in this value. Given the large uncertainties, the two values are

essentially the same.
Substrate Perturbations

We also examined interactions in the active site from the point of view of the sub-
strate by perturbing catalytically important portions of the molecule. Free energy
changes for perturbing the O1 dipole of the substrate within both the Glu 165 and Asp
165 covalent structures are favourable (Table 5.5). The free energies for removing the
02 dipole in both covalent structures are fairly large and positive. The Glu covalent com-
plex gains 9.4 kcal/mole in stabilization energy from the O2 dipole and is destabilized
1.9 kcal/mole by the O1 dipole, yielding a net 7.5 kcal/mole stabilization due to the
environment around O1 and O2 of the substrate. The analogous overall stabilization free
energy for the Asp covalent complex is 4.5 kcal/mole. Thus, on the basis of the O1 and
02 dipoles, the Glu transition state model is stabilized by 3 kcal/mole over the Asp

covalent complex.

The free energies for the O1 dipole perturbation in the noncovalent wild-type and
mutant complexes are essentially the same. Two values are given for each enzyme-
substrate complex: the first represents the wild-type side chain orientation of residue 165
(regardless of whether it is Glu or Asp) and the second represents a slightly different
orientation of residue 165 generated during a trial run aimed at perturbing Glu directly
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into Asp. We can see in Table 5.5 that there is some dependence on structure. For exam-
ple, the free energies for disappearance of the O2 dipole differ by 2.9 kcal/mole in the
noncovalent wild-type complexes. If the same orientations are compared for the wild-
type and mutant structures for a particular perturbation, however, the free energies are
within the uncertainties. Despite the conformational dependence of the free energies, like
orientations result in similar free energies for the wild-type and the mutant. Therefore,
both mutant and wild-type substrate binding appear to be affected to the same degree by
loss of the O1 and O2 dipoles.

The results for the simultaneous "disappearance” of both the O1 and O2 dipoles for
the covalent complexes, as shown in Table 5.5, are not the sum of the single perturba-
tions. To maintain the total charge of the substrate constant, we altered the charges of
other substrate atoms. Different atoms were perturbed, and to different extents, in the
transition state models. Hence, there is no reason to expect the results to be additive.
Another explanation for the nonadditivity is that the position of the substrate changes
during the perturbation simulation in the absence of the electrostatic interactions that aid
in anchoring the substrate in the active site. The difference between the free energies for
the wild-type and mutant structures further illustrates the favourable positions of the resi-
dues, which stabilize the O1 and O2 dipoles, in the wild-type structure. Our results show
that the mutant stabilizes the O1 and O2 dipoles much less efficiently than native TIM.
However, the difference between the two is large and cannot be correlated in a quantita-
tive way with the experimentally observed 4 kcal/mole difference in k..

DISCUSSION

Our models for the noncovalent substrate-mutant TIM (Asp 165) complex, after
equilibration, show the substrate interacting with most active site residues to the same
extent as in the wild-type structure, instead of being pulled in towards Asp 165. (Com-
pare structures SA and 5B.) For example, the distance between O2 of Glu or Asp and the

pro-R-hydrogen of the substrate is much shorter for wild-type TIM than the mutant TIM
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(3.08 A and 5.29 A, respectively), while the distances between the phosphate oxygens
and the lysine group are essentially the same (Table 5.6). The calculated free energies
for perturbing portions of the substrate DHAP in the active site of the wild-type and
mutant noncovalent complexes are nearly the same when like orientations are compared
(Table 5.5), suggesting that substrate binding is not significantly altered upon mutation of
Glu 165 — Asp providing that other substrate-enzyme interactions do not differ greatly.

This is in agreement with the experimental results.

The results for perturbing active site protein residues are a bit more ambiguous,
because there can be many compensating interactions for any particular interaction that
we observe, any comparison to the experimental results is tenuous unless all possible
interactions in the active site are evaluated, since AAG;,s and AAG ., correspond to the
effect of all of the individual free energy changes. The perturbations of the substrate
should be measures of enzyme-substrate interactions that can be related, at least qualita-
tively, to the experimental results while the protein residue perturbations are most useful
for ascertaining which residues are important for substrate binding and catalysis. We
found differences between the free energy changes of interaction for charge perturbations
of Asn 11, Ser 96, and Glu 97 in the noncovalent complexes and we have suggested pos-

sible reasons for the differences, which could be tested experimentally.

Upon mutation of Glu 165—Asp 165, k.,, drops by approximately three orders of
magnitude (Straus et al., 1985). At least three explanations for the drop in activity of the
mutant have been proposed. Alagona et al. (1986) suggest two plausible interpretations
of the lower catalytic activity of the Asp 165 mutant. They show that a small (0.3 A
change in the C...O distance in the transition state (normally 2.6 A) could result in a 4
kcal/mole higher barrier to proton transfer from the substrate to the enzymic carboxylate.
They also note that if the Asp 165 mutant is able to achieve the 2.6 A distance without
extra stereochemical strain, the increase in the free energy of activation might be ration-

alized in terms of less effective interactions between the substrate in the covalent com-
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plex and electrophilic groups in the active site. The focus of this paper is the second pos-
sibility for the lower activity of the Glu 165 —> Asp mutant suggested by Alagona et al.,
less effective interactions between some electrophilic group(s) in the active site and the
substrate. We forced the substrate and enzyme to adopt transition structures by imposing
a covalent bond between the two (Figure 5.3) and evaluated various interactions in the
wild-type and mutant tansition structures without regard to how these structures might
actually be attained. We cannot simulate bond making steps using the approach outlined
here, therefore the question of the distance between the attacking carboxylate oxygen of
Glu or Asp and the pro-R-hydrogen remains a possible source of the drop in activity of
the mutant enzyme. Nevertheless, we suggest that less effective interactions between Lys
13 and the substrate in the transition state structure of the Asp 165 mutant might explain
the observed drop in catalytic activity.

The free energies reported here for perturbing the charges of the other active site
residues, besides Lys 13, in the wild-type and mutant transition structures are all within
the reported uncertainties (Table 5.3); the only striking difference between the structures
are seen for the Lys 13 perturbations (Table 5.4). While the results for perturbing Lys 13
are not directly comparable to the substrate perturbations, they offer a plausible explana-
tion for why the mutant is catalytically less effective than the wild-type enzyme, but this
does not rule out other interactions. By looking at AAG for the Lys 13 perturbations we
were able to separate the interactions between this residue and the catalytic portion of the
substrate and the phosphate group. Based on these results, in the mutant Lys 13
interacted strongly with the substrate in a nonproductive manner, by strong interactions

with the phosphate group but not the catalytically important portions of the substrate.

Raines et al. (1986) offer an alternative explanation for the decrease in "transition
state binding" based on the geometry of proton abstraction by the enzymic base. Earlier
Gandour (1981) postulated that a carboxylate group is an approximately 100-fold better

catalyst when the proton is transferred in a syn orientation (to both carboxylate oxygens
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simultaneously) than in an anti orientation (to only one carboxylate oxygen). Given this
argument, k.,, would be expected to decrease if Asp 165 of the mutant were to abstract a
substrate proton in an anti orientation. Current theoretical approaches cannot definitively
establish which of the three explanations is correct, or indeed if some other explanation
is.

Nonetheless, our interpretation of the drop in activity of the mutant enzyme could
be tested by site-specific mutation of the lysine residue. We would suggest that replacing
Lys 13 by Arg might result in an increase in activity of the Asp 165 mutant. The longer
side chain of Arg may facilitate stabilization of the substrate by this mutant. Furthermore,
in the absence of unforseen complications, we would expect a single Lys 13—Ala mutant
(Glu 165, Ala 13) and the corresponding double mutant (Asp 165, Ala 13) to have com-
parable, low activities. Alanine would be unable to stabilize the substrate, if the positive
charge in this position is indeed crucial.

The nature of the intermediate---enediol or enediolate---has not been definitively
established. Iyengar and Rose (1986) argue in favour of the enediol. On the other hand,
the effectiveness of phosphoglycolate (Wolfenden, 1969) and phosphoglycohydroxamate
(Collins, 1974) in inhibiting TIM suggests that the enediolate plays an important role at
some stage of the reaction. One could imagine protonation of the enediolate by water
with a low activation energy (Alagona et al., 1984). The covalent models examined in
this study employ an enediolate. If the rate limiting transition state of the reaction
involves formation of the enediol, then the models we have constructed are not appropri-
ate for interpretting the experimental data. However, if, as mentioned above, the
enediolate is important and is rapidly protonated (compared to formation of the
enediolate) by solvent, then our models are relevant. (For a more thorough discussion

see reference 20.)

Another limitation of our models is that solvent is not explicitly present. We

attempted to compensate for this by using a distance dependent dielectric function; how-



- 165 -

ever, this dielectric model leads to an overestimation of the effect of changing a full
charge. The commonly accepted value of the internal dielectric constant of the protein
interior is between 1 and S (Pethig, 1979). Recent experimental work suggests, however,
that the effective dielectric constant of the protein interior is between 40 and 50 (Rees,
1980; Russell and Fersht, 1987; Russell et al., 1987). The use of e=r ; j, then, severely
underestimates the influence of the solvent on the dielectric constant of proteins. The
simple addition of solvent and the use of a dielectric constant of unity would probably
still result in a poor model for the heterogeneous dielectric environment within the pro-
tein. In addition, it is not appropriate to construct such an elaborate model given the low
resolution of the available X-ray stuctures. Despite these shortcomings, the importance
of this study lies in the development of the free energy component analysis, in which one
perturbs specific portions of the enzyme or substrate. This method can give qualitative
insight into the residues that are important in binding and catalysis. Thus, free energy
calculations can be useful in the qualitative way described here as well as the quantitative
approaches used in the studies by Bash et al. (1987b) and Rao et al. (1987).

Knowles and co-workers have engineered other interesting mutants, whose proper-
ties we can discuss in terms of the results presented here. Asp 165, Pro 96---a pseudo
revertant of the relatively inactive Asp 165, Ser 96 single mutant---is a significantly
better catalyst than the single mutant (Hermes et al., 1987). Our results suggest that Ser
96 forms hydrogen bonds of similar strength with both native TIM and the Asp 165
mutant in the covalent structures, although we do see a difference for the noncovalent
complexes. The calculated AAG*, contribution from Ser 96 is 2.8 kcal/mole (favouring
the Asp mutant) but this value is within the sum of the uncertainties, making any quanti-
tative arguments tenuous. Therefore, the strength of these hydrogen bonds probably can-
not be used to explain the relative catalytic activity of the Glu 165, Pro 96 and Asp 165,
Pro 96 mutants (Hermes et al., 1987). Mutating Ser 96—Pro in the native enzyme
reduces k., such that both Pro 96 proteins (that is, Glu and Asp in position 165) have
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comparable activities. The Pro 96 mutants appear to exert their effect by changing the
relative orientations of the key catalytic groups at positions 165, 95 and 13. A change in
these orientations can be deleterious, as in the case of the native structure. But it may be
advantageous to alter the Asp 165 enzyme to bring His 95 or Lys 13 into a better orienta-

tion to stabilize the transition structure.

It is interesting to note that a pseudo revertant of His 95 —Asn 95 is the double
mutant (Asn 95, Pro 96) (Hermes et al., 1987). That Pro 96 can revert mutations at both
positions 95 and 165 is consistent with the idea that the relative orientation of these
groups is critical for catalysis. Actual simulations of Pro 96 mutants are required to
assess the speculations presented above on the low activity of the Asp 165, Asn 95
enzyme and the partially restored activity of the Asp 165, Pro 96 and Asn 95, Pro 96
structures. We have performed molecular dynamics simulations of these mutants and
Pro 96 appears to exert its effect by altering the orientations of other active site residues
(Chapter 6).

CONCLUSIONS

Free energy perturbation calculations can give interesting insights into the effects of
amino acid substitutions on both substrate binding and catalysis. We have shown how a
free energy component analysis, in which one perturbs the properties of individual
groups on the enzyme or ligand, yields detailed information, albeit qualitative, about the
specific interactions important in enzyme action. In the specific application studied here,
we have used a simple model without explicit inclusion of solvent and a distance depen-
dent dielectric constant to compensate for the lack of solvent. Thus, we have not imple-
mented the free energy component analysis in as rigorous a fashion as might have been
warranted if we had a better X-ray structure and the reaction had not involved a highly
charged substrate. Nonetheless, we suggest that the free energy component analysis tool
can be as useful and insightful as energy component analysis has been in molecular

mechanics studies (Wipff et al., 1983; Kollman et al, 1981; Singh et al., 1986b).
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We examined the importance of electrostatic interactions between active site resi-
dues of triose phosphate isomerase and portions of the substrate dihydroxyacetone phos-
phate. Our results indicate that the charge interactions examined contribute equally to
binding in the wild-type and Asp 165 mutant enzymes. This is consistent with the exper-
imental observation that substrate binding does not change substantially upon replace-
ment of Glu 165 by Asp. Furthermore, our results suggest that less effective interactions
between Lys 13 and the non-phosphate portion of DHAP in the mutant transition state for
enolization may, at least partially, explain the observed drop in catalytic activity upon
mutation of Glu 165—Asp. Other explanations for the observed drop in k., have been
proposed, and more simulations and the X-ray structure of the mutant are required to dif-

ferentiate between the possibilities.



- 168 -

CHAPTER 6: Molecular Dynamics Simulations of

Active Site Mutants of Triosephosphate Isomerase
The ability to selectively modify individual amino acids in proteins is of great use in
furthering our understanding of the underlying forces goveming enzyme action.
Triosephosphate isomerase (TIM) is a good candidate for this type of approach because it
is well-characterized in both mechanistic and energetic terms. TIM catalyzes one of the
simplest reaction in metabolic biochemistry, the interconversion of dihydroxyacetone
phosphate (DHAP) to glyceraldehyde 3-phosphate (GAP) by the transfer of a single pro-
ton. We chose to study this system using computer simulation approaches because of the
wealth of binding and kinetic data on both native TIM and a variety of active site

mutants.

The catalytic mechanism of TIM is shown schematically in Figure 6.1 and the com-
plete free energy profile for this reaction has been determined (summarized by Knowles
and Albery, 1977). After substrate binding, the carboxyl group of Glu 165 abstracts the
pro-R proton fromi the C1 postion of DHAP, resulting in an enzyme-bound enediol or
enediolate (the nature of the intermediate is not known). A proton is then delivered to the
C2 position of the substrate, yielding GAP. An electrophilic residue is thought to polarize
the carbonyl group in the enzyme-substrate complex, thereby facilitating proton abstrac-
tion (shown in Figure 6.1 as HA) (Belasco and Knowles, 1980). Furthermore, this elec-
trophilic residue can then stabilize the developing negative charges on the oxygens at C1
and C2 during formation of the enediol (or enediolate) by providing the substrate with a
positive electrostatic environment. Based on the X-ray structure of Banner et al. (1975),
Lys 13 and His 95 appear to be good candidates. (See Figure 6.2 for a schematic
representation of the important active site residues.) Alagona et al. (1984, 1986) have
demonstrated, using quantum and molecular mechanics calculations, how these residues
can facilitate catalysis; their results are consistent with the results and proposals of

Belasco and Knowles (1980).
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Figure 6.1. Reaction catalyzed by Triosephosphate Isomerase (TIM). HA is an
electrophilic residue(s)---probably lysine 13 and/or histidine 95---that stabilizes
the developing negative charge on the substrate carbonyl oxygen (O2) during for-
mation of the enediol/enediolate intermediate.
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Figure 6.2. Schematic Representation of Active Site of TIM. Covalently Bound
substrate (DHAP) and key active site residues of TIM.
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TIM is considered to be a perfectly evolved enzyme, partly because the rate deter-
mining transition state is for product dissociation and not a chemical step (Albery and
Knowles, 1976a; Blacklow et al., 1988). Therefore, there is no evolutionary pressure for
improving chemical steps in the reaction. Knowles and co-workers have proposed, on
the basis of their findings over the years, that there are three specific mechanisms by
which catalytic efficiency could evolve (Albery and Knowles, 1976b). Comparison of
isomerases from different species with different activities might provide information as
to which interactions lead to improved catalytic activity and whether these mechanisms
are consistent with the hypothesis of enzyme evolution of Albery and Knowles (1976b).
Since there are no naturally occurring examples of less highly evolved triose phosphate
isomerases, Knowles and co-workers set out to study forward evolution by generating
"imperfect” isomerases using site-directed mutagenesis techniques and then randomly
producing pseudorevertants with increased activity. A variety of active site residues
have been altered; in each case a decrease in the catalytic activity of the mutant results,
so that the reactions are no longer diffusion-controlled (Hermes et al., 1987). One of the
effects of these mutations is on the transition state for enolization, such that it is now the
rate-limiting step in the reaction. Hence, these mutants are now susceptible to evolution-
ary development. By subjecting the genes encoding two of these mutants (one in which
the catalytic base Glu 165 is replaced by Asp and the second in which the active site His
95 is mutated to Asn) to heavy random mutagenesis and then selecting for transformants
that synthesize isomerases with increased catalytic activity, Knowles and co-workers
found two second-site suppressor mutants (Table 6.1). Surprisingly, in both cases the
increase in catalytic activity is a result of the replacement of Ser 96 by Pro. [Table 6.1
contains the comparisons of k., for isomerization of DHAP; the (E165D, S96P) pseu-
dorevertant affects the k., of isomerization of GAP to DHAP. See Blacklow and

Knowles, 1990.]

Our goal was to examine molecular interactions in the active site that might explain
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TABLE 6.1
Catalytic and Binding Properties of Mutant
Isomerases with the Substrate Dihydroxy Acetone Phosphate
Relative to Wild-Type Triosephosphate Isomerase®

Amino Acid at Position Relative Relative
Rate of Binding
Enzyme 165 95 96 Catalysis Affinity
Wild type Glu His Ser 100 100
Mutant S96P Glu His Pro 1.83 271
Mutant E165D Asp His Ser 0.68 54
Pseudorevertant
from E165D Asp His Pro 0.57 1226
Mutant HO5N Glu Asn Ser 0.03 110
Pseudorevertant
from H9SN Glu Asn Pro 1.13 162

% The values for the relative rate of catalysis were derived from the k., values of Black-
low and Knowles (1990); likewise, the relative binding affinity reflects differences in K,,,.
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the drop in activity of the TIM single mutants, the increase in activity of the correspond-
ing pseudorevertants, the differences in substrate binding brought on by the Ser 96 — Pro
replacement, and the ability of TIM to tolerate changes in amino acid sequence. To this
end, we performed molecular dynamics (MD) simulations, using an empirical force field,
of wild-type TIM and of each of the mutants: (E165D); (E165D, S96P); (H95N); (H95N,
S96P); and the control mutant (S96P). All mutant structures were derived from the X-ray
structure for wild-type TIM (Banner et al., 1975) with the replacement of the appropriate
residue to form the mutant, as crystal structures for the mutants are not yet available. In
the case of the (H95N) mutant and the (H95N, S96P) double mutant with the substrate
DHAP, the effect of the Pro is primarily upon catalysis (Table 6.1). On the other hand,
the ability of the enzyme to bind DHAP is compromised while catalysis is unaffected
upon replacement of Ser 96 by Pro in the (E165D) mutant (Table 6.1). So, we performed
simulations of the enzyme with DHAP in the binding pocket and with DHAP covalently
linked to the enzyme (O2 of residue 165 was covalently linked to HR of the substrate,
Figure 6.2) to serve as a model for the transition structure for enolization. Our
hypothesis is that our models of the different mutants with noncovalently bound substrate
should show differences in interactions between the enzyme and substrate relevant to the
experimental binding data. We also assume that our models with covalently bound sub-
strate reflect differences in the ability of the mutants to stablize the transition state for
enolization, which becomes the rate-limiting step for the mutants with DHAP. The

difference between these states can then be discussed in light of the kinetic data (k).

In addition to the experimentally characterized mutant isomerases in Table 6.1, we
performed MD simulations of two hypothetical mutants in which the active site Lys 13
was replaced by Arg in the (E165D) mutant and wild-type TIM. In an earlier study of the
Glu 165 — Asp 165 mutation and its effect on catalysis and binding, we found that Lys
13 interactions with the substrate were disrupted in the mutant (Chapter 5). In wild-type

TIM Lys 13 appeared to be important in stabilizing O2 of the substrate in the enediolate
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form. In the (E165D) mutant, Lys 13 interacted strongly with the substrate but in a
catalytically nonproductive manner; i.c., Lys 13 interacted with the phosphate portion of
the substrate instead of with O2. We proposed, on this basis, that the replacement of Lys
13 by Arg might improve interactions with O2 in the (E165D) mutant.

In the molecular dynamics simulations presented here, we found less effective elec-
trostatic stabilization of the transition state structures of the single mutants compared to
the pseudorevertants. We found that interactions between electrophilic active site resi-
dues with both O1 and O2 of the substrate were critical for stabilization, comparing the
noncovalent to the covalent complexes, and that the degree of the interaction of the
enzyme with these atoms correlated qualitatively with catalytic activity. Pro 96 played
an indirect role by altering the orientations of other active site residues interacting
directly with the substrate. The pseudorevertants optimized interactions with O1 and O2
of the substrate by using non-wild-type interactions when necessary, pointing out the
degeneracy of the electrophilic residues in the active site. In the case of the noncovalent
complexes, the simulations demonstrated a change in geometry that may facilitate proton
abstraction upon addition of Pro to the (E165D) mutant, and this mutation led to more
favourable catalytically productive interactions in the (H9SN) mutant. The motions of
the active site residues were highly correlated during molecular dynamics, preventing an
unique mechanistic description of how proline exerts its effect upon neighboring resi-

dues.

METHODS
Generation of Structures

Covalent Complexes

The X-ray structure of native TIM by Banner et al. (1975) was used as the starting
point for this study. Construction of the covalent complex between DHAP and the wild-

type TIM dimer and the corresponding (E165D) mutant complex has been described
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(Chapter 5). All other structures discussed in this study were derived from these original
structures, therefore they warrant some discussion here. The transition structure com-
plexes were constructed by imposing a covalent bond between the pro-R hydrogen (HR)
of the substrate DHAP and O2 of Glu 165, or O2 of Asp 165 (Figure 6.2). These models
were then energy-minimized and subjected to molecular dynamics at 300 K for 2
picoseconds (ps). We took these final structures, after molecular dynamics, as our start-

ing structures for the present study and considered them structures at time = 0 ps.

All of the calculations described below were done using AMBER (Singh et al,,
1986). Standard united-atom parameters (Weiner et al., 1984) were used for the TIM
dimer for all of the complexes. Both standard (Weiner et al., 1986) and nonstandard all-
atom parameters were used for the covalently bound DHAP. The nonstandard parameters

and charges used for the substrate were taken from Chapter S.

The various mutant TIM complexes described in this study were generated by
replacing the residue of interest in the appropriate structure described above, wild-type
TIM (Glu 165) or the (E165D) mutant. To avoid biasing the results, the orientations of
the swapped side chains were not reoriented but instead fit as closely as possible to the
orientation of the residue being replaced. The (S96P) mutant was used directly after

swapping residue 96. Further preparation for MD was necessary for the other mutants.

The following protocol was used to prepare the (E165D, S96P), (H95N), and
(H95N, S96P) mutants for molecular dynamics. The structures were minimized briefly to
remove any bad contacts. 1200 cycles of minimization were performed; the first 200
cycles were done using the steepest descent method of minimization and the remaining
1000 cycles utilized the conjugate gradient method. Only the swapped residue(s) was
allowed to move. A non-bonded cut-off of 10 A and a linear distance dependent dielec-
tric constant (e=r) were employed. The resulting structures were then brought to 300 K
and equilibrated for 0.5 ps using molecular dynamics. A 1 femtosecond time step was

used for the equilibration. Other residues were allowed to move besides the swapped
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residue during the equilibration. Any residue in the wild-type complex within 12 A of
Cq of Pro 96, C, of Pro 96, O2 of Glu 165, or O2 of the substrate was allowed to move;
95 residues fell into this group. These same 95 residues were used for all of the com-
plexes. The resulting complexés, after the brief equilibration described above, were

referred to as the time = 0 ps structures.

The protocol described above was altered somewhat to prepare the (K13R) and
(E165D,K13R) mutants for molecular dynamics, because the enzyme did not tolerate the
Lys — Arg substitution as readily as the other mutations described above. 2000 cycles
of steepest descent minimization were performed on each of the mutants, allowing only
Arg 13 to move. Then, full minimization, allowing all residues to move, was performed
to a root-mean-square (r.m.s.) energy gradient of 0.5 kcal/mole-A. The full minimiza-
tions were carried out using the steepest descent method for the first 200 steps followed
by conjugate gradient minimization with a short non-bonded cut-off of 6 A. The result-
ing structures were equilibrated using the protocol described above with the exception
that the structures were equilibrated for 1 ps not 0.5 ps. The equilibrated structures were

the time = 0 ps structures for the molecular dynamics simulation.
Noncovalent Complexes

The noncovalent complexes---(E165D), (E165D, S96P), (H95N), (H9SN, S96P)---
were derived from the relevant covalent complexes. We started from the covalent com-
plexes instead of using the procedure described above for constructing mutant structures
from the wild-type enzyme, so that the simulations would begin from catalytically
relevant orientations. Essentially the same procedure as described above was used to
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