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Chapter 1

Introduction

1.1  Introduction

Advanced technology may mitigate some of the existing ground transportation prob-

lems, such as traffic congestion. Projects such as Road Automobile Communication Systems

(RACS) in Japan [1], PROMETHEUS in Europe [2], and Partners for Advanced Transit and

Highway (PATH) in the U.S. are currently engaged in the design of such systems called

Intelligent Transportation Systems (ITS) in Japan and the United States and Road Transport

Informatics (RTI) in Europe. These projects develop methods and techniques to improve

safety and efficiency of the highway system, which in turn would lead to an increase in the

productivity of commuters as well as alleviate pollution [3]. Mobile-to-mobile communica-

tion is of critical importance to such ITS projects, especially in Automated Vehicle Control

Systems (AVCS) employing platoons [4]. 

This study was motivated by research on AVCS, in which vehicles periodically

exchange telemetric data, for instance on their speed and acceleration. This allows smooth

control of vehicles speeds without the effects of small acceleration errors in the control loop
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propagating backwards and being amplified in the reactions of following vehicles. Commu-

nication could be achieved through roadside base stations, but the frequency reuse can be

denser and the system may be more economical if direct car-to-car links are used. Both radio

and infrared are considered as an option for communication between cars within a platoon

while (leaders of) platoons always communicate over longer ranges where radio may be

preferred. Platoons may communicate through base stations, as their messages mostly need

to be monitored and processed by a landbased system entity anyhow. Although communi-

cation occurs only over relatively short range, on the order of tens of meters, the communi-

cation links have to be extremely reliable. Earlier PATH studies showed that reliable

operation of such systems requires updates to arrives at least once every 50 millisecond for

communication within a platoon and somewhat more lenient requirements for communica-

tion between platoons. Communication channel fades exceeding this duration will severely

affect the reliabilty of the radio link.

In our research, we relied heavily upon statistical models. For instance the radio propa-

gation channel is regarded to consist of a large set of reflected waves, however with a few

dominant and components and many small random omponents. In this respect, we address

certain aspects already brought forward in the report by Polydoros and others at University

of Southern California [5]. Their conclusion appeared to be that the phasor addition of

reflected waves may cause destructive cancellation in certain areas, which makes the radio

links less reliably if vehicles are in particular locations. While USC researchers considered a

certain (discrete) number of relevant components, we modelled two main contributing com-

ponents (the line-of-sight and the ground-reflected path), plus a large, possibly infinite

number of weak reflections. These reflection were not treated deterministically, but are

cvonsidered as random variables. 

This report also documents measurements of the vehicle-to-vehicle link. While a vast

amount of propagation data is available in open literature for cellular communications, the

peculiarities of the car to car channel received little attention..
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Figure 1.1 The ITS communication scenario.

The performance of the radio link is evaluated for various modulation methods. In par-

ticular we compare TDMA transmission schemes with spread-spectrum methods, such as

Direct Sequence and Frequency Hopping. As can be understood intuitively, the perfor-

mance of the system increases with the spread-factor applied. Large spread factors however

imply that more bandwidth is used. When systems are compared on an equal bandwidth

base, uspread (TDMA) systems typically allow very frequent updates of vehicle data. While

each transmission is relatively vulnerable to interference, the probability of receiving at least

one message within the deadline rerquirements typically is larger than for spread spectrum

systems. 

Platoon

Base Station
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For AVCS communication design, it is of crucial importance to make the probability of

successful transmission in successive attempts as independent as possible. This helps reduc-

ing the probability of a sustained outage of radio link. In particular, the choice of different

frequencies per transmission helps substantially. Therefore, slow frequency hopping

appears attractive. 

The downlink (base station to vehicle) differs from conventional circuit-switched tele-

phone systems. Our criterium is not necessarilly the ouatge probability of loosing a particu-

lar packet, because in packet networks, retransmission can repair incidental outages. In our

opinion, AVCS systems are to be designed for minimum delay in the exchange of data or to

maximaize the rate of updates of vehicle status messages. We conclude that conventional

cellular reuse patterns are suboptimum. In packet-oriented communiaction nets, significant

performance gains can be achieved if base station carriers are switched off when no packets

are available for transmission. This allows the use of access schemes that use the same radio

channel in all cells. This concepty is studied for modulation methods that do not use CDMA

spreading. In the past, the idea to use the same channel in all cells was believed to be only

possible with spread-spectrum transmission. However, we claim that efficient transmission

schemes not necessarily use a spreading gain. 

The uplink, from vehicle to base station, is not elaborated in full detail. Our main

results on the uplink are well derscribed by the findings in a project on the collection of data

from probe vehicles for ATMIS purposes. Whenever uplink data traffic is bursty, it appears

useful to assign all available bandwidth to all base stations, without any reuse pattern. 

This report is organized into 5 chapters. Chapter 1 provides a general introduction to

the problem. Chapter 2 formulates a propagation model for vehicle-to-vehicle communica-

tion. Chapter 3 reports propagation measurements taken at the Richmond Field Station.

Vehicle-to-vehicle communication is addressed in Chapter 4. Chapter 5 covers Base station

to vehicle communication.
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This final report on MOU 82 is not complete without a reference to related work that is

not fully described within the main profile of the MOU, but nonetheless has been carried

out in close cooperation.

One such related activity was the design of a single-channel communication architec-

ture. From results reported here, it appeared advantageous to assign the same frequency to

neighbouring base stations even if these could harmfully interfere with each other. The

bursty character of messaged exchanged in packet-switched AVCS systems appeared to jus-

tify a different access methology than what is currently used in cellular telephone systems.

The bursty channel occupation allows other users to access the same channel in nearby cells

during periods of inactivity. This calls for multiple acces methods that work on the time

dimension (within one cell) and in space (to coordinate transmission in different cells).

Existing packet access methods mostly do not intregate these two aspects, but split it into

two seperate resource assignment methods. Our results here show that this tradition from

cellular telephone becomes inefficient for packet switched networks, as foreseen for AVCS.

Some concepts that can be used to this end are presented here, but are discussed for more

general ITS applications in [6, 7].

The problem of how a large set of base stations, located along a highway, can exploit

mutual coordination was a fundamental question raised in MOU 82. One approach to this

problem has been suggested by Litjens and Walrand [8]. 

In the field of vehicle to vehicle communication, we wish to acknowledge the work by

Wang and Foreman. Their experiments with off-the-shelf radio modems learned us that the

AVCS environment differs essentially from a static environment, as typically encountered

for wireless office systems. In particular the requirements for acquisition of synchronisation

and keeping the receiver in lock differ substantially. We conclude from these experiments

that solutions specific to the fast fading of the AVCS environment are needed. A system that

combines DS-CDMA with burst mode transmission was build because many of its compo-
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nents were available of the shelf and satisfies FCC requirements for transmission in the

bands used. However, this systems needs to resynchronise at every burst transmission and

can therefore not achieve high throughput. Reynold designed a slow frequency hopping

system that does not have some of these disadvantages. His findings will be reported sepa-

rately.

While the advantages of direct sequence CDMA cannot easily be fully exploited in a

fast fading, lightly dispersive AVCS environment, Multi-Carrier Spread Spectrum Transmis-

sion may resolve these problems to some extent. Nathan Yee has contributed to the under-

standing and performance analysis of MC-CDMA. His finding, tailored to AVCS have been

reported in a VTC 1994 paper.

1.2  Acknowledgements
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Chapter 2

Statistical Characterization of Rician

Multipath Effects in a Vehicle to

Vehicle Communication Channel

This chapter develops a statistical model for a narrowband mobile-to-mobile channel

taking into consideration Rician scattering near receiving and transmitting antennas both

individually and concomitantly. From the proposed channel model we obtain the probabil-

ity density function of the received signal envelope, the time correlation function and RF

spectrum of the received signal, and level crossing rates and average fade durations. We dis-

cuss the impact of these parameters on communication networks supporting an Intelligent

Transport System (ITSITS).
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2.1  Introduction

The application of microwave data links in a land-to-mobile environment has been

shown to suffer from multipath fading, shadowing, and Doppler phase shifts. These effects

limit the performance of the system. It is thus desirable to have a model of the channel and

its limiting effects. This chapter presents a statistical model for the effects of multipath fad-

ing in a mobile-to-mobile environment, extending the statistical model for Rayleigh fading

by Clarke [1] and Jakes [4] for mobile-to-land, and by Akki and Haber [7] for mobile-to-

mobile communication.

In a mobile channel, energy arrives at the receiver by scattering and diffraction over

and/or around the surrounding environment. A short range mobile-to-mobile channel in a

highway environment will also contain a much stronger direct line-of-sight component,

possibly also with a strong ground reflected wave. These components combine vectorially at

the receiver and give rise to a resultant signal that varies greatly depending on the distribu-

tion of the phases of the various components. These short-term variations in the received

signal are called multipath fading. Long term variations in the signal, such as shadowing or

path loss, are also present. The relative motion of the vehicles will give rise to a Doppler

shift in the signal. Thus, the mobile radio signal varies rapidly over short distances (fading),

with a local mean power that is constant over a small area, but varies slowly as the receiver

moves. We will concentrate on the short term effects for narrowband channels. In contrast to

[1], [4] and [7], we include a dominant component, resulting in Rician fading.

2.2  Probability Density Function of Received Signal

In deriving the probability density function of the received envelope, we will follow

Clarke’s two dimensional scattering model [1]. Work has been done by Aulin [11] to extend

this to a three dimensional model [9]. However from Aulin’s results it is quite clear that

those waves which make a major contribution to the received signal travel in an approxi-

mately horizontal direction. We will thus continue with Clarke’s model which assumes that
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the field incident on the mobile antenna is comprised of horizontally travelling plane waves

of random phase. Also all reflections occur in a plane and both mobile are at the same

height. We will augment Clarke’s model by considering a dominant, e.g. line-of-sight, com-

ponent as well as reflections at both transmitter and receiver. On a highway, reflections may

also occur against vehicles in between the transmitter and receiver. However, their signal

strength is often much smaller, as the path contains two relatively long segments, each with

substantial free space loss. This is similar to the situation in land-to-mobile channels.

Figure 2.1 Mobile-to-Mobile propagation channel with scatters near both antennas.

At every receiving point we assume the signal to be comprised of many plane waves,

as shown in Fig. 2.1. Here NT waves experience reflections at the transmitter only, NR waves

experience reflections at the receiver only and NTNR waves experience reflections at both

transmitter and receiver. We denote waves by an index i indicating the path and reflection

near the transmitter and an index k denoting the path and reflections near the receiver. The

(i,k)th incoming wave has a phase shift φi,k, a spatial angle of arrival αRk, and a spatial angle

of departure αTi with respect to the velocity of the receiver. We use i = 0 and k = 0 for domi-

nant waves that are not subject to scattering. The (i,k)th wave has a real amplitude given by

Ei,k depending on the reflections and additional path loss that the wave undergoes. In prac-

tice the amplitudes Ei,k may be difficult to estimate. We model this as Ei,k = E0Ci,kDi,k where

Ci,k accounts for scattering near the transmitter and Di,k describes scattering near the trans-

mitter. Here E0C0,0D0,0 is the deterministic amplitude of the dominant component, which in

Receiver Transmitter

C0D0

C0Dk CiD0

EikβRk

αRk βTi αTi
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case it consists only of the line-of-sight wave, is found from free space loss. The parameters

φi,k, αTi, αRk, Ci,k, and Di,k are all assumed to be random and statistically independent, which

is reasonable for a sufficiently large separation distance between transmitter and receiver.

Maffett [2] has shown that the radar cross section, which is analogous to the dimensionless

parameters Ci,k and Di,k are a function of polarization and area of incidence. Since the trans-

mitted waves were assumed to be vertically polarized, the area of incidence is the important

factor in modelling these parameters. If the separation distance between the two mobiles is

sufficiently greater than the distance between mobile and scattering object, the process of

scattering at the transmitter and at the receiver may be assumed to be statistically indepen-

dent. This is particularly the case if the receiver and transmitter are separated sufficiently far

to approximate the sum of the waves travelling directly or via one or two reflections as a

plane Transversal ElectroMagnetic wave through some plane perpendicular to the transmit-

ter-receiver line of sight. This suggests Ci,k = Ci and Di,k = Dk. In the following analysis we

will consider this to be a special case. Then, Ei,k becomes equal to CiDkE0, while Ei,0 and E0,k

tend to CiD0E0 and C0DkE0, respectively.

More in general, for reflections at both transmitter and receiver, the signal consists of a

double sum over both reflections. If an unmodulated carrier is transmitted, the resulting

electric field can be expressed as

. (1)

This field consists of a dominant component, which is treated deterministically, along

with components that take into account reflections at the receiver, transmitter, and both

receiver and transmitter. Measurements [15] indicated that at short range, both the line-of

E t( ) E0 0, ωc ωd+( ) t φ0 0,+[ ] Ei 0, ωc ωTi+( ) t φi 0,+[ ]cos

i 1=

NT

∑+cos=

E0 k, ωc ωRk+( ) t φk+[ ] Ei k,
i 1=

NT

∑ ωc ωRk ωTi–+( ) t φi k,+[ ]cos

k 1=

NR

∑+cos

k 1=

NR

∑+
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sight and the ground reflection are substantially stronger than the sum of weak scattered

waves. Reflections off metal surfaces of the vehicle can also be strong. Hence, one may wish

to model the channel using deterministic assumptions about strong paths, resulting in E0,0,

and using a statistical approach for Ei,0, E0,k and Ei,k. In Chapter 4, we will use the Rician

channel model developed here but we will consider the dominant component E0,0 to consist

of the phasor sum of the line-of-sight and a ground reflection.

The motion of the transmitter and receiver is evident in a Doppler shift in each wave

component. Our model differs from the single reflection (Rayleigh fading) model by Akki

and Haber [7]. However, for certain simplifying approximations both models lead to the

same result (if the Rician K-factor of our model is chosen appropriately). From the geometry

of Fig. 2.1, these Doppler shifts are found as follows:

. (2)

Here VT and VR are the velocities of the transmitter and receiver respectively and γT

and γR are the angles that the motion of transmitter and receiver make with the road axis. In

a typical ITS environment vehicles are following each other, thus γT = γR = 0. The received

field can now be expressed as

 (3)

where

(4)

ωd
2π
λ

------ VR γ R VT– γ Tcoscos( )=

ωRk
2π
λ

------VR γ R αRk–( )cos=

ωTi
2π
λ------VT γ T αTi–( )cos=

E t( ) I t( ) ωctcos Q t( ) ωctsin– E0 0, ωc ωd+( ) t φ0+[ ]cos+=

I t( ) E
i 0, ω

Ti
t φ

i
+( )cos E0 k, ω

Rk
t φ

k
+( )cos

k 1=

N
R

∑+

i 1=

N
T

∑=

Ei k,
i 1=

NT

∑ ωRk t ωTi– t φi k,+[ ]cos

k 1=

NR

∑+
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and

. (5)

If NT and NR are sufficiently large, in theory infinite (in practice Bennet [3] has shown

that greater than 8 paths will suffice), the central limit theorem implies that both I(t) and Q(t)

are Jointly Gaussian random variables for a particular time t and the probability density of

the angle of arrivals and departures is uniform between (-π,π]. If we assume that the separa-

tion distance between the two mobiles is much larger than the distance between the mobile

and scattering object, then Clarke [1] has shown that both I(t) and Q(t) are uncorrelated and

thus independent. The mean values of I(t) and Q(t) are both zero, the variance of I(t) and

Q(t), or local-mean scattered power, is given by

(6)

and they are jointly Rayleigh distributed. Following Rice [6] we find that the joint probabil-

ity density function of the received amplitude, , and phase, , is

(7)

and thus the probability density function of the amplitude is given by

(8)

where I0(.) is defined as the modified zero-order Bessel function of the first kind. We further

Q t( ) E0 0, ωTi t φi+( ) E0 k, ωRk t φk+( )sin

k 1=

NR

∑+sin

i 1=

NT

∑=

Ei k,
i 1=

NT

∑ ωRk t ωTi– t φik+[ ]sin

k 1=

NR

∑+

σ2 E
Ei 0,

2

2
---------

E0 k,
2

2
----------

Ei k,
2

2
---------

k 1=

NR

∑
i 1=

NT

∑+

k 1=

NR

∑+

i 1=

NT

∑=

r t( ) θ t( )

f r θ, r θ,( ) r
2πσ2-------------exp

r2 2rE0 0, θ ωdt–( )cos– E0 0,
2+( )–

2σ2----------------------------------------------------------------------------------------- 
 

=

f r r( ) r
σ2------exp

r2 E0 0,
2+( )–

2σ2-------------------------------- 
 

I0

rE0 0,

σ2------------- 
 

=



15

define the Rician K factor as the ratio of the power in the direct line-of-sight component to

the local-mean scattered power

(9)

and define the local-mean power as

(10)

where PD, PT, PR and PB are the portions of the local mean power in the dominant path, the

waves that are scattered only near the transmitter, those scattered only near the receiver and

those scattered twice, respectively. The pdf of the signal envelope r can be expressed as

. (11)

For the special case of sufficiently large antenna separation, we may further define

Rician K factors at the receiver and transmitter as the ratio of the power in the direct line-of-

sight wave and the local-mean scattered power at the receiver and transmitter respectively,

with

(12)

and

. (13)

The pdf of the signal envelope can be expressed in terms of these new Rician K factors

by making the following substitution of variables

K
E0 0,

2

2σ2----------=

p
1
2
---E0 0,

2 σ2+ PD PR PT PB+++= =

f r r( ) r
1 K+( )

p
--------------------exp

K 1 K2+( ) r2–
2p

----------------------------------- 
  I0 r

2K 1 K+( )
p

---------------------------- 
 

=

K
R

D0
2

E Di
2

i 0=

NR

∑
---------------------------=

K
T

C0
2

E Ci
2

i 0=

NT

∑
---------------------------=
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. (14)

We note that the resulting fading is Rician, which is similar to the case of a line-of-sight

component with reflections occurring only at one of the antennas. Reflections at both trans-

mitter and receiver are subject to two Doppler shifts. This results in a larger variance in both

the in-phase and quadrature field components, which is tantamount to an increase in the

scattered mean power.

2.3  RF Spectrum

The transmitted signal will be subject to Doppler shifts in the various paths. These

Doppler shifts will tend to spread the bandwidth of the transmitted signal, which will be

evident in the RF spectrum. The RF spectrum can be found by taking the Fourier transform

of the temporal autocorrelation function of the electric field, the latter defined as

. (15)

Following Clarke [1], if we let

(16)

and

(17)

then the autocorrelation can be expressed as

(18)

The parameters Cn, Dn, and φn are statistically independent, due to the large separation

distance between mobiles and the fact that small changes in path length will yield large

changes in phase. Thus the following simplification can be made

(19)

(20)

K
K

R
K

T

KT KR 1 KRKT+ + +
---------------------------------------------------=

E E t( ) E t τ+( )[ ]

a τ( ) E I t( ) I t τ+( )[ ] E Q t( ) Q t τ+( )[ ]= =

c τ( ) E I t( ) Q t τ+( )[ ] E– Q t( ) I t τ+( )[ ]==

E E t( ) E t τ+( )[ ] a τ( ) ωcτcos c τ( ) ωcτsin– E0 0,
2 ωc ωd+( ) τcos+=

a τ( ) PRE ωRτcos[ ] PTE ωTτcos[ ] PBE ωTτ ωRτ–( )cos[ ]+ +=

c τ( ) PRE ωRτsin[ ] PTE ωTτsin[ ] PBE ωTτ ωRτ–( )sin[ ]+ +=
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A critical assumption in [1] is that, for a large number of waves arriving at the receiver

and departing at the transmitter, waves are modelled to arrive (or depart) from all angles in

the azimuth plane with uniform probability density. For short range vehicle-to-vehicle com-

munication this assumption is less obvious than for macro-cellular propagation environ-

ments. 

If, for ease of analysis, the probability density functions for αT and αR are nonetheless

modelled by an independent uniform distribution between (−π,π], we can now evaluate the

above expectations as

(21)

(22)

where J0(.) is the zero-order Bessel function of the first kind and fMR and fMT are the maxi-

mum Doppler shifts at the transmitter and receiver respectively given by

(23)

and

. (24)

The fact that c(τ) is zero is a mathematical consequence of sin(.) being an odd function.

Physically this result can be related to the fact that the RF spectrum is symmetric about fc. In

order to calculate the power spectral density of I(t) and Q(t) we must first find the Fourier

transform of a(τ). The Fourier transform of the first two terms can be found from Gradsh-

teyn and Ryzhik [5,p.707] as

(25)

where Π(f/x) is the rectangular pulse function centered at f = 0 with a width of x and unity

a τ( ) PRJ0 2π f MRτ[ ] PTJ0 2π f MT τ[ ] PBJ0 2π f MT τ[ ] J0 2π f MRτ[ ]+ +=

c τ( ) 0=

f MT VT λ⁄=

f MR VR λ⁄=

F PRJ0 2π f MRτ[ ] PTJ0 2π f MT τ[ ]+{ } =

PR

2π f
MR
2 f 2–

---------------------------------Π
f f c–

2 f MR
-------------

 
 
  PT

2π f
MT
2 f 2–

--------------------------------Π
f f c–

2 f MT
-------------

 
 
 

+
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amplitude. The transform of the third term can be found [5, p.709] as

(26)

where Q-1/2(.) is the Legendre function of the second kind. By using the following identity

found [5]

, (27)

the above transformation can be written in terms of K(.), the complete elliptical integral of

the first kind, as

. (28)

Setting VT = 0 we get an expression analogous to the expression in [1, p.969] for the

baseband output spectrum from a square law detector. This output spectrum appears to be

the convolution of the input spectrum with itself. This argument can be applied to our

result. Namely the spectral contribution to the RF spectrum of the waves that undergo

reflections at both receiver and transmitter, can be viewed as the convolution of the spectral

components that undergo reflections only at the receiver with the spectral components that

undergo reflection only at the transmitter. Stated mathematically,

. (29)
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shifting the spectrum of a(τ) by the carrier frequency, and the direct line-of-sight wave will

give rise to a delta function since this wave will only undergo a deterministic Doppler shift.

Thus the RF spectra can be written as

(30)

or

(31)

where the Doppler shift of the direct line-of-sight component is

. (32)

In Fig. 2.2, we see that the RF spectrum is centered around the carrier frequency and

bandlimited to 2(fMT + fMR) which is a direct consequence of the Doppler shift incurred by

the movement of transmitter and receiver.

The probability densities of αR and αT affect the shape of the spectrum inside this

band. If we set VT = 0 we do not obtain Clarke’s spectrum for a mobile receiver and station-

ary transmitter. This is due to the fact that Clarke’s model assumes no scattering at the trans-

mitter. However if we set the Rician factors KT and KR to zero, we obtain a spectrum

analogous to that of Akki and Haber [7] for a Rayleigh fading channel with scattering at

transmitter and receiver only.
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Figure 2.2 RF Spectra of mobile-to-mobile radio channel with equal transmitter and
receiver velocities. (a) Reflections solely at either receiver or transmitter. (b)
Reflections at both receiver and transmitter (c) summation of (a) and (b).

2.4  Moments of Power Spectral Density

The correlation functions a(τ) and c(τ) defined earlier can be expressed as inverse Fou-

rier transforms of the power spectral density without the line-of-sight component as

(33)
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where

(35)

It was shown before that c(t) is zero for all t. This can further be explained from the

above equation since the RF spectrum is an even function while sin(.) is odd. Evaluation of

these  autocorrelations at zero will give the moments of the power spectrum. Following

Jakes [4]

(36)

where the (over) dots represent differentiation with respect to time. Thus bn = 0 for all odd n,

again due to the symmetric nature of SRF(f). The moments of the power spectrum for even n

can be generalized as

. (37)

Using the results of (37) we can now investigate the derivatives of the in-phase and

quadrature components: specifically, to derive the joint pdf of these components and their

derivatives. The in-phase and quadrature components and their derivatives are zero-mean

Jointly Gaussian. The covariance matrix can be expressed as
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(38)

so

. (39)

The joint pdf [6],[10] can be written as

. (40)

The in-phase and quadrature components can be expressed in terms of an amplitude r

and phase θ as follows

. (41)

The joint pdf of the amplitude, phase and derivatives can be expressed as

. (42)
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ċ̇ 0( ) ȧ̇ 0( )–
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b0 ṙ2 r2θ̇2+( )+ 
 
 
 
 

=



23

If we uncondition this expression over the phase and both derivatives, we obtain the

same expression for the pdf of the signal envelope derived earlier (with b0 = σ2).

2.5  Level Crossing Rate and Average Fade Duration

The fading of the signal envelope was evident in the derivation of the probability den-

sity function of the envelope. From this pdf we can obtain an expression for the overall per-

centage of time that the envelope lies below a certain level and on average how long these

fades last. We are also interested in finding the rate at which the envelope crosses a particu-

lar level R. These expressions would thus provide parameters in selecting transmission bit

rates, word lengths and coding schemes. The level crossing rate, LR, is defined as the

expected number of times per second that the envelope crosses R in the positive direction.

Rice [6] gives this value as

. (43)

Thus we must first find the joint pdf of the envelope and its derivative. This can be

derived by integrating the phase and its derivative over the joint pdf derived earlier.

(44)

From this expression we see that since both the envelope and its derivative are inde-

pendent and thus uncorrelated, their joint pdf can be expressed as the product of individual

pdf’s. Thus the derivative of the envelope is zero-mean Gaussian with a variance of b2 and

the pdf of the envelope is the same as before. The level crossing rate then be expressed as
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. (45)

We further define the fade margin as the ratio of the mean signal power to the specified

level, R. Fig. 2.3 plots the normalized level crossing rate, LR/fM or level crossings per wave-

length, for various Rician K factors. 

Figure 2.3 Normalized Level Crossing Rate vs. Fade Margin for various Rician K factors.
Equal transmitter and receiver velocities. Equal Rician K factors KR and KT.

Another important statistical measure of the envelope is the average fade duration.

The fade duration, τ, below a specified level R, is defined as the period of fade below this

level. The overall fraction of time for which the signal is below a specified level R is given by

the cumulative distribution function, Fr(R), of the received signal envelope. This function is

obtained by integrating over the pdf of the envelope
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. (46)

The average fade duration can now be expressed as [9]

. (47)

Fig. 2.4 plots the normalized average fade durations for various Rician K factors.

Figure 2.4 Average Fade Duration vs. Fade Margin for various K factors. Equal transmit-
ter and receiver velocities. Equal Rician K factors KR and KT. Maximum Dop-
pler shift for both antennas, fM.

2.6  Conclusions

A statistical model for a mobile-to-mobile channel has been presented that extends the

work on Rayleigh fading channels, without a line-of-sight component, by Clarke [1], Jakes
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[4], and Akki and Haber [7]. The channel model examines multipath fading and Doppler

shifts for a narrowband signal taking into consideration scatters at both receiving and trans-

mitting antennas both individually and concomitantly, as well as a strong line-of-sight com-

ponent between antennas. This is in contrast to the model by Akki and Haber [7] which

focussed on single reflections, ignoring a LOS or double reflections. The proposed model

loses some of its accuracy when the transmit and receive antennas become too close. This

suggests that the special case addressed here for independent scattering at the transmitter

and receiver may be better acceptable for platoon-to-platoon communications, but needs

further verification or it may need refinement for communication within a platoon. 

Even with scattering at both transmitter and receiver, the line-of-sight component

causes the fading to be Rician, with a new Rician K factor that is a function of the K factors at

the transmitter, KT, and receiver, KR. As KT and KR approach zero we obtain results analo-

gous to Akki and Haber [7] for Rayleigh fading with long range reflections. Also Doppler

spreads, for vehicles travelling at roughly the same speed, are twice as large as those

reported in text books like [4], thus the fading has components that are twice as fast. We

interpret from our curves that fade durations longer than 50 msec diminish rapidly with

fade margin. This implies that, if the fade margin is sufficiently large, the probability that the

radio link is in an outage for longer than 50 msec is very small. In an AVCS system, it

appears important that longer outages become unlikely [14].
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Chapter 3

Vehicle to Vehicle RF Propagation

Measurements

This chapter presents results from vehicle to vehicle RF propagation measurements in

the 900 MHz band focusing on determining delay spread, probability distribution parame-

ters (in particular, the Rician K factor) and path loss rates. The parameters and results are

discussed with implications for the use of RF communication between automobiles in

AVCS.
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3.1  Introduction

The purpose of this chapter is to present propagation measurements of RF signals

between vehicles. The results help determine the feasibility of using RF communication

between vehicles in platoons. The organization of this chapter is as follows. Section 3.2 is a

review of RF propagation theories. Section 3.3 outlines the measurement procedure and pre-

sents the measurement results. Section 3.4 discusses the results and presents some conclu-

sions.

3.2  RF Propagation Review

A great deal of literature is available on RF mobile propagation [1 - 16]. Much of the

work has been focused on transmission between users in automobiles to and from a shared

base station [1, 7, 8]. In such scenarios, transmission distances can be quite large, often mea-

sured in terms of city blocks. Furthermore, a line of sight (LOS) path between the transmit-

ter and the receiver is not always likely as the base station antenna is often blocked by

buildings and other obstacles. The channel is quite different when considering vehicle to

vehicle communication. Based on the proposed platoon structures, it can be assumed that

the transmission distances will be quite small compared to the RF transmission cases cited

above. In addition, a LOS signal path is virtually guaranteed since any obstacles in the road-

way would not only be harmful to RF transmission, but also to driver safety.

There are several causes of signal corruption in a wireless channel. Fundamentally,

three of the primary causes of corruption are signal attenuation due to distance, multipath

reception and channel time variation. Signal attenuation over distance is observed when the

mean received signal power is attenuated as a function of the distance from the transmitter.

The most common form of this is often called free space loss and is due to the signal power

being spread out over the surface area of an expanding sphere as the receiver moves farther

from the transmitter.

Multipath transmission results from the fact that the transmission channel consists of
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several obstacles and reflectors. Thus, the received signal arrives as a set of reflections and/

or direct waves each with its own degree of attenuation and delay. Delay spread, TD, is a

parameter commonly used to quantify multipath effects. Informally, delay spread is the dif-

ference in time between the first and last received signals from the transmitter to the

receiver. More formally we consider the RMS and Mean Excess delay spread in which the

instantaneous impulse response is treated like a probability distribution function (pdf). Mul-

tipath transmission manifests itself as variation in the received signal strength over fre-

quency. Often researchers consider the coherence bandwidth as a measure of how much the

received power level varies in the frequency domain. Coherence bandwidth appears to be

inversely proportional to the delay spread. 

Time variation of the channel is due to the assumption that the communicating vehi-

cles are in motion. Closely related to Doppler shifting, time variation in conjunction with

multipath transmission leads to variation of the instantaneous received signal strength

about the mean power level as the receiver moves over distances on the order of less than a

single carrier wavelength. Given that the vehicles are in motion, time variation of the chan-

nel is realized as spatial variation and becomes uncorrelated approximately every half car-

rier wavelength over distance.

The variation of received signal amplitude in the time domain observes a probability

distribution in one of two forms. The first form, Rayleigh fading, generally occurs when

there is no direct line-of-sight path between the transmitter and the receiver. The second and

more general form of multipath fading is Rician fading and occurs when a line-of-sight path

is present. A Rician distribution consists of two parameters; the Rician K factor and local

mean signal power. The K factor is defined as the ratio of the direct line-of-sight signal

strength to the scattered (reflected) signal components. For Rayleigh fading, the K factor is

zero and thus the Rician distribution reduces mathematically to a Rayleigh distribution.
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3.2.1  Base Station to Vehicle Channel Model

The correct reception of transmitted data depends on the signal power relative to the

background noise in the channel, and any interfering signals. It is hence important to char-

acterize the spatial power variation in the channel. Four propagation mechanisms influence

mobile radio reception:

1. Large Scale Attenuation.

2 The Shadowing Effect.

3. Channelling Effects.

4. Multipath Fading.

3.2.1.1  Large Scale Attenuation

We model the propagation channel as a dominant direct component, with an ampli-

tude determined by path loss, a set of early reflected waves adding coherently with the

dominant wave, and intersymbol interference caused by the excessively delayed waves,

adding incoherently with the dominant wave. We learn from propagation models proposed

for micro-cellular communication that the path loss shows a transition from free-space loss

to a ground wave propagation. Free-space loss is experienced if  where  repre-

sents the distance from the transmitter,  is the wavelength of the carrier wave, and  & 

are respectively the heights of the receiving and transmitting antennas. Harley [20] sug-

gested a smooth transition, with

(1)

where  is the normalized turn over distance, and  is the local-mean power (i.e., received

power averaged over a few meters). Studies done by [15] indicate that actual turn over dis-

tances on the order of 800 meters are reasonable around 2 GHz. Other models, such as a

stepwise transition, have been proposed. Empirical values for  and  have been reported

e.g. [21]. The smooth transition in (1) is assumed in this chapter with  and .
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3.2.1.2  Shadowing Effect

The shadowing effect refers to the fluctuation of the local-mean power about the area-

mean power (i.e., received power averaged over tens to hundreds of meters) due to large

scale reflections. Due to the limited (micro-cellular) transmission distances involved with

the Intelligent Vehicle/Highway Systems, there will generally be a line-of-sight (LOS) path

between the transmitter and receiver. A factor to consider is obstruction due to traffic on the

highway. Studies in [15] show that the shadowing effects in the AVCS environment do not

necessarily give rise to the log-normal distribution of the local-mean power as is the case in

the usual macro-cellular environments. Further, shadowing and multipath appear not to

behave as independent processes [15]. Calculations in [15] to determine the received power

involve determining which rays are obstructed (if any) and subsequently using a specific

Multi-Ray model. In the extreme case of an obstruction of the LOS and ground waves, the

power is Rayleigh distributed. In this chapter, we will make the assumption that there is

always a line-of-sight path.

3.2.1.3  Channelling Effects

Specular reflections from near and far walls that are typical along highways lead to

fairly quick variations of power with distance [15]. In this report, this effect is lumped with

multipath fading (explained next).

3.2.1.4  Multipath Fading

The base stations in PATH ITS are assumed to be transmitting to vehicles within dis-

tances on the order of a few hundred meters. The channel is also characterized by the pres-

ence of multipath reflections due to the relatively low antenna positions. The received

signals hence consist of a dominant line-of-sight component and reflections of the transmit-

ted signals. This leads to rapid power fluctuations as the vehicle moves within the coverage

area of the base station. In this chapter, only narrowband channels are considered. This
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implies that the interarrival times of the reflected waves are small compared to the varia-

tions in the modulating signal. The reflected waves hence add coherently. RMS delay

spreads on the order of 1 ns have been computed [15] for the AVCS environment at carrier

frequencies around 1800 MHz. The coherence bandwidth is hence around 100 MHz. Given

the assumption of bit rates of up to 80 kHz between vehicles and base stations, the narrow-

band assumption is reasonable. RMS delay spreads longer than 1 ns have been reported;

e.g., 300 ns is reported for small city microcells [22]. The narrowband assumption is still

valid for this value.

Rician fading occurs in a channel if the central limit theorem can be applied to the

reflected waves. This in turn only occurs if the number of reflected waves is large, and none

of them dominates the joint reflected power. Considering the characteristics of the channel

described above, Rician fading is a good assumption.

Figure 3.1 Channel Model. Ray Paths: (a) Rayleigh fading co-channel interference, (b)
excessively delayed path, (c) line-of-sight (L.O.S.) path, (d) first resolvable
path.

a

b

c

d
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3.2.2  Vehicle to Vehicle Channel Model

3.2.2.1  Attenuation Models

Vehicle-to-vehicle data communication will mainly consist of the continuous (routine)

exchange of telemetric data such as vehicle status, speed, and acceleration. Interfering sig-

nals will be present from vehicles within the platoon and from outside the platoon (from

vehicles in other lanes). Vehicles with bumper mounted directional antennas are considered. 

The vehicle-to-vehicle radio link can be modelled statistically as a Rician fading chan-

nel. The dominant component in the Rician fading channel is likely to be relatively strong

compared to the reflected signal (large Rician -factor), and the delay spread is likely to be

relatively small because reflections occur in the immediate vicinity of the transmitter and

receiver antenna. The propagation channel is modelled as a dominant component consisting

of a direct-line-of-sight wave and a ground reflected wave, a set of early reflected waves,

and intersymbol interference caused by excessively delayed waves.

Propagation models proposed for micro-cellular communication, model path loss with

a transition from free-space propagation to groundwave propagation if dλ < 4hrht, where d is

the distance of the radio link under study, hr and ht are the heights of the receiving and

transmitting antenna respectively, and λ is the wavelength of the transmitted wave. Various

models have been proposed, e.g. a step-wise transition from β1 = 2 to β2 = 4 (empirical val-

ues) at a certain (turnover) distance dg. Harley’s [20] smooth transition, has been described

earlier. However when the distance between the receiver and antenna is small and unob-

structed the direct line-of-sight component and the ground reflected component will cause

strong fluctuations in the received signal power due to mutual interference between these

two waves. Thus the local mean power of the dominant wave does not show a smooth tran-

sition between free-space and groundwave propagation. Rather this transition is marked by

strong fluctuations in the local mean power.

K
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3.2.2.2  Path Loss Near a Dielectric Surface

The road surface is neither a perfect conductor nor dielectric so the reflection coeffi-

cient depends on the dielectric constant ε and the conductivity σ of the road surface. In

order to facilitate computation we assume the road surface to be smooth and thus the dielec-

tric constant and conductivity do not vary with distance. The reflection coefficient for hori-

zontally polarized waves is given by [23]

, (2)

where ω is the angular frequency of the signal, ε0 is the dielectric constant of free space and

Θ is the angle of incidence, which we assume to be equal to the angle of reflection, and

. (3)

For vertical polarization the reflection coefficient is given by [23]

. (4)

Since this reflection coefficient is complex, the reflected ground wave will differ in both

amplitude and phase. The phase difference of the two paths is [14]
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(7)

and since the received power pr is proportional to the square of the received energy we have

(8)

and

. (9)

If d >> ht hr, i.e. the angle of incidence becomes small, the reflection coefficient .

Thus (7) becomes

. (10)

Then using the small angle approximation  and further expressing

, both valid approximations for a large separation distance, (9) can be

expressed as

. (11)

3.3  Measurement Setup and Results

The experiments were primarily concerned with measurement of delay spread, Rician

K factor and path loss versus distance; under various scenarios of automobile and antenna

positions. The measurements were taken under stationary conditions on a roadway envi-

ronment with parked cars. The antennas were supported by tripods at a height approximat-

ing an automobile’s front hood. Two automobiles were parked in tandem at particular

separation distance. As this distance was varied (from 6 to 40 feet), the parameters of inter-

est were measured. At each distance, six measurements were taken at slightly different posi-

tions (by one half of the carrier wavelength to become uncorrelated) to average out fading.

The measurement setup consisted of four components as shown in Fig. 3.2. The com-
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ponents are omnidirectional discone (receive and transmit) antennas, coaxial cables, a

microwave network analyzer and a portable PC. The microwave network analyzer served

as a signal generator and could cover a frequency range of 50 MHz to 13.5 GHz with a max-

imum frequency resolution of 100 kHz. The network analyzer automatically calibrated out

the coaxial cable loss. All tests had a transmit power level of +10 dBm. The network ana-

lyzer provided frequency response as well as the time domain instantaneous impulse

response data corresponding to a given frequency response sweep. This data was ported to

the PC for analysis via a GPIB connection.

Figure 3.2 Measurement Setup

3.3.1  Path Loss Attenuation

Path loss rate was anticipated to be very close to, or perhaps slightly smaller than that

of free space loss. As Fig. 3.3 shows, the measured rate was 2.36. A possible explanation for

this somewhat large path loss value could be due to the inclusion of the measurement taken

at the shortest distance. Indeed, with a carrier wavelength on the order of 1 foot in length

(0.3333 meters to be exact), the short distance of 6 feet separating the two antennas comes

somewhat close to the point at which antennas cease to act as “point sources”: the antennas

are clearly no longer in the far field. If this is the case, the path loss rate no longer follows the

simple inverse square law. Indeed, when the path loss was calculated without the first point

of Fig. 3.3, the new rate was 1.53. This question of being in the antennas far field was a pri-
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mary reason for why measurements significantly closer (than 6 feet) were not taken. 

Figure 3.3 Path Loss

3.3.2  Delay Spread

Delay spread was measured using the technique presented in [15]. There are two inter-

esting issues to note with the delay spread measurements in this experiment. First, the RMS

delay spreads are, quite reasonably, very small. Compared to similar indoor wireless mea-

surements that were have taken at 2.4 GHz with the same antenna separation distance, the

vehicle to vehicle measurements have significantly smaller delay spreads (as much as a fac-

tor of 2). It is inferred that this difference is not due to the difference in carrier frequency but

rather a difference in the two types of channel. One case being a relatively tame channel

between two closely spaced automobiles, and the other being a relatively cluttered office

cubicle environment. Given this difference, it seems quite reasonable that the vehicle to

vehicle channel provides few obstacles that can lead to significant reflections, which is the

primary cause of delay spreads.

A second interesting point is that the delay spread values increase slightly with dis-

tance but in a consistent oscillating pattern. As shown in Fig. 3.4, the RMS delay spread has

an oscillating pattern and no four consecutive points can be connected by a monotonic

curve. Referring to the concurrent indoor measurements done as part of this experiment as

well as those of others [15, 18], it should be noted that this is uncharacteristic. Recall that
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each data point in Fig. 3.4 represents six separate measurements taken within a small region

to average out the effects of fading. 

One explanation is the effect of a LOS path plus a ground reflection as the dominant

components of the Rician channel model. One can view the channel as a phasor sum of: a)

LOS, b) strong ground reflection, and c) many random scatters. The RMS delay spread tends

to be inversely correlated with the amplitude of the two strong components. The oscillations

in Fig. 3.4 diminish as distance increases. Beyond a certain turnover distance, the phasor

sum of the two dominant phasor components no longer oscillate.

Another explanation could be that the relative received signal strength of “long” reflec-

tions in the channel oscillates as a function of antenna separation distance. The significant

objects in our channel are simply two consecutive vehicles and a flat roadway. Furthermore,

the test environment did not have any objects above the vehicles or to the left or right that

were close enough to have a serious impact on the channel.

This observation has implications for many of the n-ray models (for integer n, typically

small) that are being proposed to characterize channels. Models which describe a wireless

channel as having a small, finite number of signal paths can afford an almost deterministic

approach due to the reduced number of variables to consider. In effect, it may become possi-

ble to “predict” locations at which certain reflections may be cancelled out. It is this kind of

prediction that would lend itself to explaining Fig. 3.4.

Figure 3.4 RMS Delay Spread vs. Antenna Separation Distance
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3.3.3  Rician K Factor

The Rician K factor is very important in completing the knowledge about the associ-

ated probability density function of a wireless channel. Indeed, to know the distribution of a

wireless channel without knowing the parameters about which the distribution occurs is

useless. Knowledge of the Rician K Factor can be useful in determining the bit error rate of a

channel among other useful metrics.

Note that the search for a Rician K factor implicitly suggests a Rician distribution has

been assumed. Given the intuition that a Rician fading channel has a strong LOS compo-

nent, this assumption is readily justified.

The method of moments was used to determine the Rician K factor. This method sets

the sample mean equal to the theoretical mean (both of the received signal amplitude). The

following equation shows the theoretical mean of a Rician distributed random variable. 

(12)

Since both the local mean power, , and the sample mean, Eρ, are empirically determined,

(12) can be used to solve for K.

The largest measured K factor was 17.6. This value occurred several times. More typical

values were in the range of 5.0 to 11.0. Large K factors were anticipated due to the obvious

strong LOS signal that is present between the two vehicles. Contrary to anticipation, how-

ever, were occasional measured K factors around 1.5 (the lowest was 1.38).

Recall that the K factor represents the ratio of the received LOS component to the

received scattered components. This concept of K factor, first put forth in [13], is very diffi-

cult to measure in a physically meaningful manner; i.e., by isolating the direct signal from

the scattered components. Since the K factor can serve as a metric for differentiating Rician

from Rayleigh distributions, the question becomes, “how large must K be to truly have a

Rician distribution?”
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It is inferred that the consistency of larger measured K factors (i.e., 11.1, 17.6, etc.) is evi-

dence of a Rician distribution. However, the few low values that were measured does cause

concern. It seems more likely that the channel is Rician with a dominant component consist-

ing of at least two paths; an LOS and a reflection off of the roadway. These two components

may be interacting with one another in such a way as to have a sinusoidal type of frequency

response which affects the computations.

As part of future work, alternative method for measuring the K factor can be

employed. One, very nonexplicit method for accomplishing this task is to match various

(with differing parameters) Rician distribution functions to the tabulated results from the

measurements. The distribution (and corresponding K factor) that most closely matches is

optimum.

3.4  Conclusion

The results of RF wireless vehicle to vehicle measurements at close range are: path loss

with an exponential drop off rate of 2.36 and RMS delay spread with a range of values

between 8.9 to 20.8 ns. Of note is the RMS delay spreads that had an “oscillating” behavior

that can lend itself to many of the n-ray channel characterization models. Additionally, the

Rician K factor results mostly range from 5.0 to 11.0 with extreme values as high as 17.6 and

as low as 1.38. The channel is not strictly Rician. Unlike the traditional view of a Rician chan-

nel, it is inferred that the channel consists of two dominant components: a LOS signal and a

strong reflection off of the roadway. Over distance the two dominant components sum up in

a oscillatory manner.
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Chapter 4

Vehicle-to-Vehicle Communications

for AVCS Platooning

As seen in previous chapters, vehicle-to-vehicle radio links suffer from multipath fad-

ing and interference from other vehicles. This chapter discusses the impact of these effects

on communication networks supporting, in particular, AVCS. The statistical models for this

channel are used to evaluate the performance of a network involving many links. The per-

formance of Time Division Multiple Access (TDMA), Direct Sequence Code Division Multi-

ple Access (DS-CDMA), and Frequency Hopping with TDMA in this environment are

compared. Reliability of the radio link is investigated by specifying the radio spectrum

occupation for a given required reliability of the radio link.
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4.1  Introduction

In order to combat the effects of multipath fading and associated doppler shift as well

as interference from other links multiple access schemes such as Time Division Multiple

Access (TDMA), Direct Sequence Code Division Multiple Access (DS-CDMA), and Fre-

quency Hopping with TDMA are investigated. Shladover [4] and Hitchcock [8] have shown

that message delays within a platoon environment can have dire consequences. Thus the

performance of these various multiple access schemes is quantified by Packet Erasure Rates

(PER) as well as Reliability (probability of a successful message reception in a fixed time

interval) for a given spectral allocation. Network protocol and frequency reuse in a platoon

scenario will also be discussed.

Section 4.2 discusses the platoon model in which the communication links are located

and the various elements that will affect the channel and communication link are high-

lighted. In Section 4.3 the channel model is described. Sections 4.4 and 4.5 deal with the

modulation and multiple access schemes that are implemented in this channel. Section 4.6

discusses network protocol and frequency sharing procedures. In Section 4.7 the numerical

results of the issues discussed in the preceding sections are formulated. Section 4.8 summa-

rizes these results and draws conclusions and recommendations of this study.

4.2  Platoon Model

Shladover, et al., [4] have proposed a method of efficient vehicle control by grouping

vehicles in platoons. “It requires electronically linked cars to travel in instrumented lanes

with facilities to allow the vehicles to join and exit platoons smoothly at highway speeds.

Estimates suggest that a [single automated lane] could carry as much traffic as three or four

ordinary lanes. Platoons of up to four cars at speeds of 55 m.p.h. and up have already been

tested and plans to test platoons of up to 20 cars are being implemented. It is possible to

obtain very accurate lane holding (within 15 cm when under a variety of anomalous condi-

tions) while maintaining excellent ride quality. Highway lanes could be much narrower
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once automated. High-precision vehicle-follower control appears possible when dynamic

data obtained by ranging sensors are combined with communication between cars.” [3]

Figure 4.1 Platoon Model

We consider AVCS in a platoon environment, where a platoon consists of N vehicles.

As depicted in Fig. 4.1, the distance between vehicles is denoted as dh, and is on the order of

1 or 2 meters [4]. The vehicle length, platoon following distance, and lane width are denoted

as dv, dp, and dl respectively, while the communication link under study is denoted as d.

In slotted access cellular mobile transmission schemes different cells transmit over dif-

ferent frequencies in order to reduce interference. Frequency bands can be reused in cells

spaced far enough apart such that the interfering energy between these cells is negligible.

Each platoon, including the distance between the platoons, dp, is considered a cell. Unlike

most cellular radio schemes, the cells here are in relative motion with each other, since pla-

toons in either lane may have a net difference in velocities. Thus we define two frequency

reuse distances, dr and ds. The distance dr is the reuse distance within a lane, whereas ds is

the reuse distance between lanes.

Thus for TDMA, if a cluster of C different frequencies is used, the frequency reuse dis-

tance within a lane is

(1)

whereas the reuse distance between lanes for both TDMA and CDMA is

d

dpdh dv

PLATOON 3

PLATOON 2PLATOON 1

dr Cr dp N 1–( )+ dv dh+( )( )=
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. (2)

Thus for TDMA C = CrCs radio channels are required, each with bandwidth BT. Mes-

sages are of relatively short duration, typically a few hundreds of bits. The required trans-

mission bandwidth is determined by the cycle duration Tc during which all vehicles in a

platoon transmit their speed and acceleration data. Since CDMA transmission suppresses

interference, successive platoons and platoons in other lanes may use the same channel.

4.3  Radio Channel Model

The RF propagation model in Chapter 3 is used. For large separation distances the local

mean power approximately falls off according to an inverse fourth power law. From the

analysis and empirical values reported for path loss in Chapter 3, the free-space loss domi-

nates propagation between antennas of vehicles belonging to same platoon, where there

may be a line-of-sight component (di < N (dv + dh) << dt) and plane earth loss for interference

signals propagating from one platoon to another, where the propagation distances are large.

Therefore the nth vehicle in a platoon receives an normalized interference signal with power

 from the m+n+1th (for m=1,2,3...) vehicle given by

(3)

and interference from two co-channel platoons with normalized power  given by

. (4)

In a dispersive Rician fading channel, energy arrives at the transmitter from reflections

as well as a dominant wave, which we define as the phasor sum of a direct line-of-sight

wave and a strong ground reflected wave. Thus the received signal of the ith vehicle is in the

form

, (5)
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where the constant  represents the amplitude of the dominant component, as found in (7),

and  the phase delay in the dominant component. The variables ,  and  repre-

sent the amplitudes, phases and delay times of the kth reflected wave (k = 1, 2,....,K). Digital

phase modulation is incorporated in . The reflections {k: } are assumed to add

coherently to the dominant component and along with the dominant component make up

the first resolvable Rician path. The remaining reflections cause intersymbol interference. 

We define the Rician parameter  as the ratio of the power  in the dominant compo-

nent to the local-mean scattered power  in the first resolvable path. The Rician parameter

 is defined as the ratio of the power  in the direct line-of-sight component to the exces-

sively delayed local-mean scattered power . The local-mean power  is the sum of the

power in the dominant component and the average powers in the scattered components

( ). The Rician  factor, defined as the ratio of the power in the dominant

component to the total scattered power is

. (6)

Since the local mean power of the dominant component varies with distance, as shown

in the previous section, the above Rician parameters, although not stated explicitly, are also

functions of distance.

This channel behaves as a narrowband Rician-fading channel with Rayleigh distrib-

uted intersymbol interference. For m = 0,1, or 2 and  = 1,

(7)

. (8)

In the following,  is assumed to be determined by the propagation environment and

path length. The relative values of  and  are determined by the delay profile and the
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symbol rate. The probability distribution function of the signal amplitude, expressed in

terms of the local-mean power  and the Rician -factor becomes

(9)

and thus for the instantaneous power we have

. (10)

For interfering signals, the propagation distance is significantly larger, and because of

the relatively low antenna height, a line-of-sight component may not be present. In such

cases, Rayleigh fading (Complex Gaussian) appears a reasonable model.

4.4  Modulation Scheme

The ideal bit error rate for BPSK modulation in a time-invariant AWGN channel is [14]:

, (11)

where  is the (one-sided) spectral power density of the AWGN,  is the constant received

energy per bit  and erfc(.) denotes the complementary error function [15]. The in-

phase component of Rayleigh fading co-channel interference may be approximated as Gaus-

sian noise, giving a mean error probability of [10]

, (12)

An approximation often used for the probability of bit error in CDMA is

(13)
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where N is the spreading gain of the CDMA scheme and Cs is the frequency reuse factor

between lanes. The average BER can then be found by integrating over the Rician pdf of the

signal amplitude given in (9) 

. (14)

4.5  Multiple Access Schemes

In this section we compare TDMA, TDMA with slow frequency hopping interferers,

and Direct Sequence CDMA (DS-CDMA) with regards to Packet Erasure Rates (PER). We

use spreading mainly to suppress interference. In other applications the frequency diversity

of CDMA is also exploited. However the delay spread is too small. Dynamic power control

cannot be easily used as mulitple receivers.

4.5.1  Packet Erasure Rates

A packet erasure occurs when bit errors are in excess of the correcting capabilities of

the error correction coding being implemented. Slow and fast Rician fading of the wanted

signal are considered with a block error detection code that can correct up to M errors in a

block of L bits.

With fast fading, the duration of the packets is substantially longer than the time con-

stants of the multipath fading. This is the case with continuous wave CDMA transmission

with a bit rate of 5 kbps and a carrier frequency of 1 GHz and vehicle speed of 30 m/s (~70

miles/hour). The received signal experiences several fades during packet transmission. We

assume that during one bit time, the channel characteristics do not change, but that the

received amplitude are statistically independent from bit to bit, even though the receiver

remains perfectly locked to the wanted signal. So the probability of undetected packet errors

for BPSK is obtained from
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(15)

where the average bit error probability  is defined in (14).

Slow fading occurs when packets are of sufficiently short duration, that the received

amplitude and carrier phase may be assumed to be constant throughout the duration of the

packet. This condition is satisfied if the motion of the mobile terminal during the transmis-

sion time of a block of bits is negligible compare to the wavelength. This is the case with

TDMA transmission at a rate above 100 kbps to accomodate user bit rates of 5 kbps with an

average frame of 20 cars per platoon. The probability of packet erasure in a block of L bits

with M bit correction is found by averaging the probability of packet error over the Rician

fading of the wanted signal. In our case,

.(16)

4.6  Network Protocol

Our TDMA radio protocol is as follows: the lead vehicle transmits a message contain-

ing speed and acceleration to the second vehicle, upon reception of a report by the nth vehi-

cle, the n th vehicle sends its report. The performance of the radio link can be quantified by

the probability that a message can be successfully transmitted across a platoon from one

vehicle to another. We define the completion of a message through a platoon in this manner

as a cycle. If a vehicle does not recognize a message or erroneously detects a message, the

cycle is interrupted. To ensure safe operation of the AVCS vehicle control system, we require

a very small probability of undetected errors. On the other hand we wish a large probability
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that a cycle is completed successfully. The nth vehicle transmits its report after it has succes-

sively received messages with bit pattern which differed in less than M2 places from a valid

codeword of the n-1th vehicle. A message is assumed to be received successfully and reliably

if the detected bit sequences does not differ in more than M1 places from a valid code word.

It is not necessary to take M1 = M2. In fact if M1 < M2, the terminal may transmit its own sta-

tus assuming that it’s turn to transmit has arrived, yet not entirely relying upon the data in

the received packet because of a large number of bit errors. The performance of the network

is quantified by finding the probability that the (n-1)th vehicle successfully transmits its

report to the nth vehicle, with M1 < M2. In an AVCS environment the lead vehicle generates

data that all vehicles in the platoon require[4], thus we are also interested in the probability

that the lead vehicle successfully transmits its report to the nth vehicle, this occurs if each

hop has less than M1 bit errors.

4.7  Numerical Results

The length of each vehicle, dv, was assumed to be 5 meters; the lane width, dl, 3 meters;

the distance between automated cars, dh, 1 meter; and the average velocity of an automated

vehicle was assumed to be 70 m.p.h. The distance of the radio link under study, d, was var-

ied from 0.1metersto10meters. From Chapter 3,  ( ) is reasonable for most

vehicle-to-vehicle channels,  is assumed as an upper bound. All vehicles transmit

data with the same power. The signal to noise (AWGN Gaussian) ratio was set to 10 dB at a

distance of d = 10 meters.

The radio link suffers from interference from within its platoon (P1), from platoons in

the same lane (P2), and co-channel interference from platoons in other lanes (P3 and P4). In

all simulations we assume that the target vehicle is joining an infinitely long platoon. It

should be noted that in TDMA transmission each vehicle within a platoon is given a time

slot in which to transmit, thus P1 will be zero; while for CDMA type transmission all vehi-

cles transmit at the same time, thus P1 must be taken into account. We assume P2 is negligi-

K 7dB= K1 5≈

K1 10=
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ble since transmissions from other platoons must be reflected off vehicles, road surface, and

surroundings before reaching the receiver. These reflections will greatly attenuate the signal.

We thus set  in (2) . To obtain an upper bound on the P3 and P4 we assume that

an infinitely long platoon would transmit as close as possible to the receiving vehicle. Lack-

ing accurate measurements, it was assumed that these signals would attenuate by10 dB for

each lane traversed, thus P4 would be 10 dB less than P3.

Figure 4.2 Assumptions about Interference in radio link

4.7.1  Bit error rates

We will first show bit error rates (BER) as a function of distance as described in (12)-

(14) and compare them to a channel model in which a strongly reflected ground wave is not

present.

Fig. 4.3 examines the effect of varying the reuse pattern Cr for CDMA transmission

employing horizontal polarization or vertical polarization. For N = 32, the bit error rates

show a great change only when Cr = 1. For other curves (not plotted here) it appeared that

for a reuse pattern is greater than one or two and N > 32 the bit error rates remain relatively

the same, independent of spreading factor and reuse pattern. We will concentrate on CDMA

dr Cr 0= =

TransmitterReceiver
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with a reuse factor Cr = 2 and a spreading factor N = 32, since this will give nearly the same

performance as other schemes, but with minimal bandwidth.

Figure 4.3 Bit error rates for CDMA: N = 32 with vertical and horizontal polarization.
(1) Cr = 1 (2) Cr = 2.

Figure 4.4 Bit error rates for TDMA with vertical and horizontal polarization.
(1) Cr = 1 (2) Cr = 2. (3) Cr = 6.

The effects of varying frequency reuse patterns for TDMA is presented in Fig. 4.4. Here

we see that unlike the CDMA case varying the reuse pattern has a significant impact on the
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increases the gain in performance decreases. So by using more bandwidth (increasing Cr)

we get smaller and smaller gain in performance (lower BER). We will concentrate on TDMA

with a reuse pattern of Cr = 3.

4.7.2  Packet Erasure Rates

As explained in Section 4.5 the assumptions were a fast fading channel for CDMA and

a slow fading channel for TDMA. We also assume a packet length of L = 76 bits with one bit

correction (M1 = 1) [34]. Fig. 4.5 compares TDMA and CDMA packet erasure rates with hor-

izontal polarization. It should be noted that these system require different bandwidths.

Although the bit error rates for TDMA with Cr = 3 and CDMA with Cr = 2, N = 32 were

nearly identical, the packet error rates for the same situation differs significantly. In order to

increase the performance of TDMA one can use Slow Frequency Hopping within each pla-

toon a TDMA type polling scheme is implemented. However a different carrier frequency

for each platoon is chosen, according to a pseudo-random hopping sequence, at the end of

every packet reception. Thus from Fig. 4.3, the co-channel interference power P3 and P4 are

reduced since there is a large probability that adjacent lanes use different carrier frequencies.

For a reuse pattern Cr=2, two independent sets of hopping frequencies (H) are used. A reuse

factor of Cr=3 and a set of H=10 hopping frequencies outperforms CDMA and TDMA.  

Figure 4.5 Comparison of CDMA, TDMA, and slow frequency hopping.
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Figure 4.6 TDMA with slow frequency hopping for various reuse factors (Cr) and Hop-
ping Frequencies (H). (1) Cr=1 H=10 (2) Cr=1 H=100 (3) Cr=2 H=10 (4) Cr=2
H=100 (5) Cr=3 H=10 (6) Cr=3 H=100.

Fig. 4.7 shows that vertical polarization yields better results for distances less than

three meters and slightly higher packet erasure rates for distances greater than three meters.

Figure 4.7  Comparison of TDMA and CDMA packet erasre rates for horizontal and ver-
tical polarization. (1) TDMA Cr=1 (2) TDMA Cr=3 (3) CDMA Cr=2 N=32.
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4.7.3  Reliability and Spectrum Allocation

This section quantifies the different bandwidth requirements of the previous schemes

by presenting numerical analysis results of Reliability vs. Spectrum Allocation. Reliability

R(T,d) is defined as the probability no message passes through our communication link in

time T when the vehicles are at a distance d. For AVCS, it is relevant that updates arrive at

least once every 50 msec, or so. We chose T = 50 msec and call T (as other sources also refer

to this) as the deadline failure probability. In our results we have assumed a maximum T=50

msec at a link distance d=10m [4].

Although CDMA Cr=2, N=32 gives better PER results than TDMA, it requires much

more bandwidth. Thus we can implement TDMA by requiring very frequent transmissions

and though many of these transmissions would be lost, we are guaranteed a successful

transmission using less bandwidth than CDMA. The gain in PER by frequency hopping also

came as a result of greater bandwidth requirements, although not as much as CDMA. Inter-

estingly TDMA Cr=3 requires less bandwidth for a given reliability than TDMA Cr=2, since

even though TDMA Cr=3 requires more frequency bands per lane, the gain in PER is large

enough that fewer transmissions are required. We see that this in not true for frequency hop-

ping.

Figure 4.8 Reliability vs. Spectrum allocation for CDMA, TDMA, frequency hopping. (1)
Cr=1 (2) Cr=2 (3) Cr=3.
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4.7.4  Network Protocol

The preceding section described a network protocol for TDMA transmissions. The con-

cept of a complete cycle through a platoon was developed and the idea propounded that the

cycle sequence could be maintained without retransmission even though the received code-

word differed from a valid code word by more than the distance accepted for error correc-

tion. Again employing the assumptions of the previous sections, it is shown how variations

in M1 (correcting distance used) and M2 (error distance accepted for sync) affect the proba-

bility of cycle completion for both TDMA and frequency hopping.

Fig. 4.9 illustrates this. The probability of successful transmission between two links,

requires all links to have less than M1 errors. While the solid lines apply for only the link

between n-1th  and nth vehicle which needs to have less than M1 errors, while the n-2 prior

links need only to have less than M2 errors. Thus for TDMA it is critical that a cycle be main-

tained. While for CDMA all vehicles transmit simultaneously, thus preservation of the cycle

is not as important.

Figure 4.9 Probability of one vehicle in platoon transmitting to another vs. position in
platoon. M1=M2=1, L=76, dh=10m. (1) C=3 (2) C=6 (a) H=1 (b) H=10 (c) H=100
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4.8  Conclusions

The statistical model developed in Chapters 2 and 3 for vehicle-to-vehicle radio chan-

nel applicable to AVCS communication was used, and extended, taking into account a dom-

inant wave composed of a direct line-of-sight wave with a strongly ground reflected wave.

The performance of this radio link was gauged by bit error rates, packet erasure rates, and

deadline failure probability for a given bandwidth. These parameters were evaluated for

three multiple access techniques: Time Division Multiple Access, (Direct Sequence) Code

Division Multiplexing Access, and Time Division Multiple Access within a platoon with

Frequency Hopping outside the platoon.

Our analysis showed that deep fades and large probability of packet loss can occur for

distances less than three meters, due to the cancellation of the ground reflected wave and

the direct line-of-sight wave. The effects of these fades could be reduced by employing verti-

cal polarization as opposed to horizontal polarization. However for distance greater than

three meters, horizontal polarization PER and BER performance showed an improvement

over vertical polarization. The performance difference between polarization techniques for

distances greater than three meters could be mitigated by decreasing co-channel interfer-

ence (increasing the frequency reuse pattern thus increasing bandwidth). Thus if frequency

reuse between lanes is employed, vertical polarization can be implemented in order to miti-

gate the effects of deep fades caused by the destructive interference between the ground

reflected wave and the direct line-of-sight wave. Antenna diversity can also be used to

increase performance [12].

The system under study was also found to be sensitive to co-channel interference. Our

analysis showed that even for CDMA transmission, performance could be largely improved

if adjacent lanes use different frequencies. However, increasing the reuse factor greater than

two, for CDMA, and three, for TDMA, did not afford better performance. According to our

computations and within the validity of our assumptions, CDMA provides lower packet

erasure probabilities than TDMA or slow frequency hopping. However for a fixed band-
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width system, the reliability for a given bandwidth or delay line failure probability appears

to be better with TDMA. Here we see a trade off between error probabilities and bandwidth.

With CDMA increasing bandwidth results in lower error rates. However with TDMA even

though the error rates may be greater than CDMA, many transmissions are possible since

the bandwidth requirements of TDMA are minimal compared to CDMA. TDMA also

affords the system designer to implement a protocol scheme in which correct packet recep-

tion is not necessary in order to transmit an update to the next vehicle. As our analysis

showed by varying the allowable number of bit errors in a received packet the delay in a

TDMA system can further be reduced.
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Chapter 5

Base Station to Vehicle Communication

This chapter addresses roadside-to-vehicle communication via radio channels. The

access schemes and the radio transmission techniques have to be designed in order to mini-

mize the adverse effects of Rician multipath reception. The limited availability of bandwidth

and the need to accommodate the foreseen traffic make co-channel interference another

important factor. Vehicle-to-base station communication involves initial competition for

access to the base station. Once access to the station is secured a short communication ses-

sion in which data is exchanged will follow. Each base stations, on the other hand, may

schedule transmissions to its vehicles avoiding conflits, but in some implementations differ-

ent base station may transmit independently of other co-channel stations. This chapter is

concerned with the design, analysis, and computation of results for transmission across the

physical channel, as well as specifying requirements to optimize spectral efficiency on the

link between roadside stations and the vehicles. An optimum frequency reuse factor of 2 is

proposed to maximize network throughput, and to minimize average queueing delays. We

hence find that frequency reuse can be substantially more dense than is acceptable for cellu-

lar telephony networks.
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5.1  Introduction

This chapter is concerned with the design, analysis, and computation of results for

transmission across the physical channel, as well as specifying requirements to optimize

spectral efficiency on the link between roadside stations and the vehicles. An optimum fre-

quency reuse factor will be proposed to maximize network throughput and to minimize

average queueing delays: the frequency reuse can be substantially more dense than is

acceptable for cellular telephony networks. Studies on the communication requirements [17]

for the link between vehicles and base stations indicate that generally, throughputs on the

order of 5 to 80 kbps per cell are acceptable for the uplink, and more than sufficient for the

downlink in Automated Vehicle Control Systems (AVCS). Also, frame sizes of 77 to 130 bits

are typical, and delays on the order of a few seconds are acceptable for AVCS. In this chapter

these parameters are used to study the performance of the roadside base station to vehicle

link, with the physical limitations of the short-range highway propagation environment also

being accounted for. Frequency reuse and antenna directionality are investigated in an effort

to optimize spectrum efficiency and queueing performance at the base stations.

Section 5.2 describes the parameters of that were considered in this study.

Figure 5.1 Model of base station to vehicle link for frequency reuse distance of one.

r = 0r = -2 r = 2r = -1 r = 1
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5.2  Transmission Considerations

5.2.1  Some Channel Parameters

Similar to the model developed in the preceding chapter, we assume that in a disper-

sive Rician fading channel, the received signal at the vehicle is in the form of eq. (5) in Chap-

ter 4. The effect of a strong ground reflection is not modelled explicitly. Our motivations

here is that beyond a certain turnover distance of a few hundred meters, propagation may

well be approximated by a path loss law of the form a proposed by Harley and used earlier

in this report. Some fades may occur because of wave cancellation of the line-of-sight and a

(ground) reflection near the base station, but these effects do not substantially affect the cov-

erage of cells or the handover process that takes place at cell boundaries.

We model the (delayed) scattered waves in two ways: early reflections with delays

much less than the symbol duration. These scatters lead to Rician fading of the wanted sig-

nal. Measurements have indicated that for channels comparable to the short range channel

addressed here, the Rician K factor may vary from 4 to 1000 (6 to 30 dB) [7]. From Bultitude

and Bedal [8], we know that K = 7 dB ( ) is reasonable for most micro-cellular channels.

In agreement with [5], computations in this report assume K1 = 10 (or 10 dB), where K1 rep-

resents the Rician factor for early scatters.

On the other hand, late reflections cause intersymbol interference, which we approxi-

mate as a Gaussian source of interference, of power 1/K2 relative to the dominant line-of-

sight. If we consider the excessively delayed components to have an exponentially distrib-

uted power delay profile with mean value of about  ns, we find K2 to be on the

order of 1.4x107. This delay spread is a somewhat high estimate for some microcellular net-

works in an urban environment [9], so it presumably also overestimates channel dispersion

in a highway propagation environment. As delay spread is modeled to cause Intersymbol

Interference, our results tend to be on the pessimistic side. We’ll show that its effect is none-

theless small.

K 5≈

Trms 800∼
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For interfering signals, the propagation distance is significantly larger, and because of

the relatively low antenna height, a line-of-sight component may not be present. In such

cases, Rayleigh fading appears to be a reasonable model.

5.2.2  Probability of Packet Erasure

A packet erasure occurs when errors occur in excess of the correcting capabilities of

error correction coding (assuming it is employed). Similar to Chapter 4, ‘slow’ and ‘fast’

Rayleigh fading of the wanted signal are considered using the same conditional expressions

of bit errors.

5.2.2.1  Fast Fading

With fast fading, the duration of the packets is substantially longer than the time con-

stants of the multipath fading. Further, we assume that during one bit time, the channel

characteristics do not change. During reception of a packet, each signal is expected to expe-

rience several fades. If it can be assumed that the received amplitude and phase of all signals

are statistically independent from bit to bit even though the receiver remains perfectly

locked to the wanted signal, the probability of undetected packet errors for BPSK is as in eq.

(15) in Chapter 4.

5.2.2.2  Slow Fading

For packets of sufficiently short duration, the received amplitude and carrier phase

may be assumed to be constant throughout the duration of the packet. This condition is sat-

isfied if the motion of the mobile terminal during the transmission time of a block of bits is

negligible compare to the wavelength. The probability of packet erasure in a block of L bits

with M bit error correction is as in eq. (16) in Chapter 4.

The interference power is the sum of powers from individual interfering base stations,

found from the large scale path loss equation and using the appropriate distances and
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antenna gain factors. In a spatially uniform network with identical base station traffic loads

and discontinuous transmission, the transmitter utilization P(busy), i.e., the probability that

its packet queue is nonempty, is equal to P(on), the probability that a station’s transmitter is

switched on. If on the other hand a station transmits continuously even with an empty

packet buffer, then P(on) = 1. Given the interferer locations or local mean received interfer-

ence powers, the joint local mean interference power  becomes a discrete random variable

because of random message traffic loads. The probability of successful reception (event S) at

distance r from the test base station becomes:

(1)

where we averaged over all possible values of  and we relate the local-mean power  of

the wanted signal to the location r. We consider the four nearest co-channel base stations as

the most significant sources of interference. (See Fig. 5.1) Numerical results were obtained

for the local-mean packet erasure rates with no error correction (M = 0). If the interferers are

always on, then we have:

. (2)

The interfering sample is assumed to be Gaussian distributed with mean . Moreover,

interference samples between successive bits are assumed to be statistically independent. 

5.2.2.3  Numerical Results

Figures 5.2 and 5.3 show results for bit error rates as a function of the Signal-to-Interfer-

ence Ratio (SIR) for different (average) Signal-to-Noise Ratios (SNR). The bit error rates are

clearly rather sensitive to the value of  which hence must be modelled appropriately. Fig-

ure 5.2 indicates that the first resolvable reflection and the excessively delayed component
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(their relative powers indicated by  and  respectively) are the limiting factors in a

noiseless channel. In Fig. 5.3, the average ratio  is taken to be 17 dB where  is the

energy per bit, and  is the one-sided spectral density of the noise. This choice of SNR was

made to ensure that channel not be rendered unreasonably unreliable for AVCS purposes

while at the same time not being unrealistically high. With a SNR of 17 dB, the bit error rates

are of course generally higher than the noiseless case, but still acceptable in practical situa-

tions. Further, the bit error rates are less responsive to changes in SIRs above 30 dB because

the system is limited by the Gaussian noise. The lowest bit error rate achievable as the Sig-

nal-to-Interference ratio diminishes in the noiseless case is over 1/10 times that when the

SNR is 17 dB. The system is as such noise limited for reasonable SNRs.

In Fig. 5.4, the packet error rates for packets of 200 bits are calculated assuming slow

fading and a SNR of 17 dB. This is a reasonable assumption, at 80 kbps and vehicle speeds of

65 miles/hour (11.3 m/sec), where a packet is transmitted during 6 cm of motion.

Figure 5.2 Local-mean bit error rates vs. signal-to interference ratio (noiseless channel):
(a) K1 = 10, K2 = 1.4 x 107; (b) K1 = 10, K2 = infinite; (c) K1 = 16, K2 = 1.4 x 107.
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Figure 5.3 Local-mean bit error rates vs. signal-to interference ratio (17 dB SNR) (a) K1 =
10, K2 = 1.4 x 107; (b) K1 = 10, K2 = infinite; (c) K1 = 16, K2 = 1.4 x 107.

Figure 5.4 Packet error rate vs. signal-to interference ratio ( K1 = 10, K2 = 1.4 x 107, 17 dB
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SNR, 200 bit packets): (a) no error correction, (b) 4 bit error correction.

5.3  SPECTRUM EFFICIENCY

In this section, we address the performance of the base station-to-vehicle link in terms

of the number of vehicle terminals that may be serviced per unit area, and the delay

involved in servicing vehicles.

5.3.1  Packet Erasure Rates as a Function of Distance

The packet erasure rate has been assessed as a function of distance. Fig. 5.5 shows the

results of the computation for cluster sizes (frequency reuse distances) of 1, 2, and 3 respec-

tively. The distance between base stations has been normalized to 1, and the reference base

station is at 0. Omnidirectional antennae are assumed, and (large scale signal attenuation)

eq. (1) in Chapter 3 is used with path loss turnover distance  to compute the Sig-

nal-to-Interference ratio. The case of cluster size 1 shows a packet erasure probability close

to unity at the halfway point between base stations. A reuse distance of 2 will yield packet

erasure rates of about 0.007 at the cell edge. With a reuse distance of 3, packet erasure rates

are very low: just over 10-3 at the cell edge (r=0.5) and about 0.1 at the position of the next

base station (r=1.0).

rg 0.25=
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Figure 5.5 Packet erasure rate versus normalized distance from transmitting station. Dis-
tance between adjacent stations = 1, omnidirectional antennas, 200 bit packets,
no error correction.

5.3.2  Directional Antennas

By using directional antennae at the base stations, reception at the vehicles may be

enhanced. End fire arrays or simple metal reflectors may be used to create directivity in the

antenna beam. The advantages of directional antennas are due to increased backward atten-

uation and improved cell confinement.

Directional antennas decrease the amount of co-channel interfering energy because it

attenuates propagation to sections of the highway that are behind the antenna. Other stud-

ies have also shown that there is a greater confinement of energy in the forward direction on

the highway when directionality is introduced to the transmitting antenna [5]. We will

investigate the advantages of antenna directionality.

Figures 5.6 shows the erasure rates for transmission of packets with directional anten-

nas having a backward attenuation of 10 dB. The plots are for frequency reuse distances of 3.

Our results (e.g. in Fig. 5.6) indicate that there is still a sizeable portion of the cell for which

packet transmission is very unreliable for a frequency reuse distance of 1 as was observed in

the omnidirectional case. 

Ideally, in the omni-directional case, a hand-over should occur at r = 0.5. For diectional

antennas with a three cell reuse pattern, in order to achieve channel reliability, Fig. 5.6

reveals that the optimum hand-over should take place at about r = 0.8. The packet erasure

rate at this position is then comparable to that at r = 0.5 in the omnidirectional case with

three cell reuse. The directionality of the antenna as such seems only to shift the hand-over

point without making a significant difference in cell average packet erasure rates. It is seems

worthwhile to have directional antennae only if the backward attenuation is reasonably

high (higher than 10 dB). The goal should be attenuating interference such that the packet
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erasure rate approaches the limit due to the noise floor as in Fig. 5.4 (about 25 dB attenua-

tion).

Figure 5.6 Packet erasure rate versus normalized distance from directional transmitter
with 10 dB back attenuation for reuse distance of 3.

Fig. 5.7 shows packet erasure rates for a directional antenna with 25 dB back attenua-

tion and for a frequency reuse distance of 1. One interferer is facing the opposing direction,

and its power is attenuated by 25 dB. This station still appears to cause unreliability in trans-

mission when the cluster size is 1, even with directional antennae. In Fig. 5.8 we see packet

erasure rates for a frequency reuse pattern of 2. There is a slight improvement in cell average

packet erasure rates. We conclude that the advantage of directionality is small, Omnidirec-

tional antennae will be assumed in most subsequent computations
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.

Figure 5.7 Packet erasure rate versus normalized distance from directional transmitter
with 25 dB back attenuation for reuse distance of 1.

Figure 5.8 Packet erasure rate versus normalized distance from directional transmitter
with 25 dB back attenuation for reuse distance of 2.

Another important inference can be made from results on erasure rates. They indicate

that if packet retransmissions are used as an indication of a vehicle or platoon’s position rel-

ative to base stations, hand-overs will be made fairly late. In the case when a reuse factor of
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2 is used, hand-overs will be made at normalized distances 0.2 and 1.2 for example, if the

maximum allowable average number of retransmissions is 2. This result is for 10 dB back

attenuation on the directional antenna. If the directionality is increased, the hand-over

points will be further skewed relative to the base stations. The drawback is that the system

will not take full advantage of the lower packet error rates resulting from antenna direction-

ality.

5.3.3  Choosing a Reuse Pattern

There are three issues to consider in choosing a reuse pattern. The reliability of the

channel is a very important consideration: it would be ideal not to have too many retrans-

missions of packets. Another important factor is the number of vehicle terminals that can be

served per unit cell per unit time. Transmitting at full bandwidth obviously would be opti-

mum if the number of serviced customers per unit time were the only issue. It has however

been shown that interference causes unreliability if all stations transmit at full bandwidth.

Even with a highly directional antenna, interference will cause many packet erasures when

the cluster size is 1. Transmitting at the full bandwidth in every cell hence requires a more

innovative approach. This issue will be dealt with later in the chapter.

Figure 5.9 A frequency reuse pattern of 2.

Frequency 1

Frequency 2

Cell 1 Cell 2 Cell 3 Cell 4

Frequency Reuse Distance
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Finally, correct hand-over decisions are an issue. A hand-over should be made at the

right point and to the right base station. The local-mean number of retransmissions of pack-

ets may be used as an indication of whether a hand-over is necessary.

Figs. 5.6 and other computations not reproduced here indicate that based on reliability

considerations, a frequency reuse factor of 2 or 3 is much more reasonable than a reuse fac-

tor of 1. The plots however, assume that the interfering base stations are always on. This is a

rather conservative assumption, but it indicates that by dividing the bandwidth into 2 as

demonstrated in Fig. 5.9, we get a much more reliable channel. It also demonstrates that the

additional gain from splitting the total bandwidth into 3 frequency bands is not as signifi-

cant. It can be concluded based on channel reliability, that a frequency reuse pattern of 2 is

the reasonable choice. This is more reliable than a reuse pattern of 1, and in both cases of fre-

quency reuse factor of 2 and 3, the average number of packet transmissions required per

message is close to 1.

5.3.4  Maximizing Performance

So far, our analyses suggests that a cluster size of 2, using omnidirectional antennas is

sufficient. In this section we study the delays that occur due to retransmissions and queue-

ing in the base station. Ultimately, the goal is to minimize the delay, while utilizing the avail-

able spectrum efficiently. By delay we mean the total of the wait until service, and the

service time for a packet. The following analysis will reveal that denser reuse is favourable.

Vehicle traffic is assumed uniform throughout the cell. It would hence be reasonable to

model uniform throughput per unit of area throughout the cell. This assumption however

differs from assuming a constant attempted packet traffic to all areas, because areas will

poor coverage need more retransmission attempts. The successful total throughput per sta-

tion is denoted as   and represents the number of packets per cell per slot thatS0 0 S0 1≤ ≤( )
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are successfully transmitted. For a cluster size of C (the total allocated bandwidth is shared

by C cells), we define the spectrum efficiency (spatial packet throughput density) as

(3)

expressed in gross user bits per base station per Hz per second. The bit rate per second per

Hertz is denoted as . The normalized spectrum efficiency is found from  bit/sec/

Hz.

We will assume that the fading is independent from one transmission to the next, but

that the large scale attenuation remains constant during the retransmission delay time. Since

the probability of successful packet reception at a given distance  decreases with

increasing propagation distance r, the expected number of transmission attempts 

increases with increasing r.

The delay  is mainly determined by the queueing of packets in the base station:

packets with nearby destinations may have to wait because of the transmission time for

packets to remote destinations. The delay is less sensitive to r than M(r). The following anal-

ysis will therefore address the cell-average delays.

The number of packets waiting in the base station is modelled as a Discrete Time M/

G/1/  queue. The mean service time E[ ] is

(4)

expressed in slots, where the slot time depends on C, and R is the cell size. Once again we

have assumed that the distribution of vehicles within the cell is uniform. The cell through-

put is found from

(5)
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where  is the probability that the reference station is transmitting vehicle terminal

data. It is equal to the probability that the interfering station is transmitting. Also, since we

have assumed uniform throughput rather than uniform attempted traffic,

then .

Similarly, the second moment of the service time is

(6)

The number of packets waiting in a station is modeled as a M/G/1/∞ queue. Assum-

ing immediate retransmissions but nonetheless with independent success probabilities

, the average delay (using the Pollacek-Khintchine formula) is

(7)

The results in Figure 5.10 (normalized to ) were computed by letting

P(busy) vary from 0 to 1 and getting throughput and delay from the above expression. For

any required throughput, delays are less for C = 2 than for C = 3. At low throughput, C=1

has the least delay, and the delay is inversely proportional to the bandwidth per base sta-

tion: interference is so low that very few packets need to be retransmitted and delays are

close to one packet transmission time. For higher throughput, hence more interference, the

delay for C = 2 remains less than for C = 3 despite the fact that more collisions occur; the

delay for C = 1 is worse due to many (immediate) retransmissions. A frequency reuse pat-

tern of 2 minimizes delay at high throughput. At low throughput, C = 1 has less delay. As

we will report in the next sections, it may be possible to further enhance the spectrum effi-

ciency by using C = 1 with an efficient ‘collision resolution’ algorithm to mitigate the effect
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of conflicting base station transmissions. This particularly improves the loss of throughput

at high offered traffic loads.

Figure 5.10 Spectrum efficiency and delay for different cluster sizes. (rg = 0.25, K1 = 10, K2
= 1.4 x107, SNR = 9 dB at cell boundary, 200 bits/packet, no error correction).

The “number of spectrum resources” that a packet consumes on average for successful

transmission is C/Q(r) (Fig. 5.11). Near the base station, very few transmissions are needed.

Farther away, more are required especially for C = 1. The results show that, as r varies, the

minimum value for C/Q(r) changes between parameter values of C. This leads us to propose

a dynamic cluster size which depends on the location of target vehicles within a cell; i.e., if a

vehicle is known to be close to the base station, then it receives downlink packets using C =

1. Vehicles which are farther away will receive downlink packets at C = 2 or even C = 3 to

minimize the “number of spectrum resources” used. If this dynamic cluster size method is

used, then the expected service time becomes

(8)
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Figure 5.11 “Number of spectrum resources” versus position in cell. (continuously trans-
mitting base stations) No noise: a) C=1, b) C=2, c) C=3; with noise: d) C=1, e)
C=2, f) C=3.

The spectrum efficiencies for fixed (C=1,2,3) and dynamic cluster sizes were calculated

and the results are shown in Table 1. The spectrum efficiency for C = 1 is close to zero due to

excessive retransmissions to vehicles at the cell boundary. For other values of C, the spec-

trum efficiency approaches the theoretical maximum (1/C). For the fixed system, C = 2 gives

the best spectrum efficiency, but the dynamic scheme gives even better results. Smaller SNR

will diminish SE.

Extending, if we use perfectly directed antennas (radiating in one direction only so the

cell area is 0 < r < 1 with the base station at the edge r = 0), then the spectrum efficiency is

increased and we observe that C = 1 is optimum. (See Fig. 5.10)

Table 5.1 Spectrum Efficiency (continuously transmitting base stations); SNR specified

Cluster Size
SNR = 
infinity SNR = 9 dB

C=1 0.020517 0.007107
C=2 0.499960 0.490237
C=3 0.333332 0.329033

Dynamic 0.784922 0.742079

distance from base station, r

0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

0.0 0.2 0.4

a

e
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f
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at cell boundary (r = 0.5)

5.3.5  Spatial Collision Resolution

The calculations performed above have assumed that queues contents at adjacent base

stations are independent. This is however also not necessarily true. Firstly, if a message

intended for a certain vehicle is not transmitted while it is in the cell, it will have to be added

to the queue of the adjacent base station. Secondly, packet transmissions at both base sta-

tions cause mutual interference which directly affects the lengths of both queues. Nonethe-

less, independent service times for packets queued at the same base station have been

assumed. Therefore, the previous results may be inaccurate under certain conditions. How-

ever, transmissions of base stations may be coordinated to avoid the problem of continued

mutual interference.

Performance analyses of ‘spatial resolution schemes’ to resolve collisions in adjacent

cells are being performed [22], [23]. In one such scheme all base stations share the same

transmit channel which has frames of four time slots. The sections of the highway cover by

each base station are assigned a sequence number {1 or 2} according to map-coloring scheme

which assures adjacent areas always have a different number. During normal operation,

each station may transmit during anytime slot. With some probability a collision occurs, and

the interfering power is to strong to allow successful receiver capture. In this case the station

will retransmit in its assigned slot while all adjacent stations are silenced. This coordination

is performed by sending instructions through the fixed backbone infrastructure connecting

all base stations. With this algorithm implemented to resolve the interference problem, it

will be possible for all stations to transmit at the full bandwidth with hence high spectral

efficiencies and minimal delays.
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Figure 5.12 Time Slot Usage with Spatial Collision Resolution

To further exploit the benefits of dense frequency reuse, Walrand and Litjens [26] pro-

posed a packet-switched scheme transmitting packets from roadside base stations to vehi-

cles. Arrival processes in the cells are assumed to be homogenuous Poisson processes but

with non-identical arrival rates. The proposed scheduling algorithms assign permissions to

transmit to the base stations in a conflict-free manner: when a station is activated, its neigh-

bors are silenced, in order to solve the problem of collisions through interference. Both static

and dynamic strategies are proposed in [26]. In the former, a fixed broadcast schedule is con-

structed, describing the time slots in a cycle during which each base station is activated. In

the latter, permissions are distributed in each time slot, based on the status (idleness or non-

idleness) of all the base stations. A second distinction that is made, is between centralized

control, where the network management makes all decisions, and distributed control, where

the base stations decide themselves whether or not to transmit, based on the limited infor-

mation that is exchanged between neighbors.
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The proposed algorithm for static strategies with centralized control separates the

problem into two parts: (1) the selection of the assignment patterns that are used in the cycle

and their frequencies of appearance, and (2) the placement of these patterns in a cycle, aim-

ing to spread the activations as uniformly as possible for each individual base station. 

5.4  Uplink Random Access

As the message traffic offered to the uplink is highly bursty, a random access scheme is

needed. It was reported in PATH document [27] that it is optimum to use the same inbound

frequency in all cells. Next we present some new results on a radio network with two base

station receiving packets transmitted by a large population of mobile vehicle terminals. If

both stations share the same channel, transmissions in one cell interfere with transmissions

in the other cell. Here we discuss a roburst retransmission scheme that avoid instability and

migitates the effect of interference between cells. To consider the performance of this two-

cell system, we model a one-cell system with time-varying channel properties. If only one

station is busy (or if both are silent) the base station is supposed to be in “good state”. If both

stations are busy the channels are supposed to be in “bad state”, due to the mutual interfer-

ence. Markovian transitions from one state to the other is assumed. For conflict resolution,

the stack-algorithm is used [28, 29], which will be explained later on. 

Whenever only one base station is busy (or when both stations are silent), this base sta-

tion is assumed to have a perfect channel (to be in “good state”). When both stations are

busy, they interfere, so the channel is imperfect (“bad state”). We approximate these states as

Markov transition from one state to the other. The performance of such two-cell system with

a common channel (and without any CDMA spreading factor ) is compared with the perfor-

mance of two-cell system with different channels. To avoid the interference in the latter sys-

tem, 2 different channels would be needed, each with half the bandwidth. That is, the
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transmission time increases by a factor two. Moreover the arrival rate of packets per time

slot increases by a factor of two. Under large traffic loads, this leads to a significant delay.

5.4.1  Model of Access Scheme 

The uplink random access channel is considered to be time slotted and synchronized at

time slot level. The slots start at t=1,2,3,... A slot that starts at t = n is called slot n. A packet is

transmitted during one slot, and transmission of each packet starts at the beginning of a slot.

A new packet is transmitted for the first time in the first slot following packet’s arrival (free

access). The incoming flow of packets in a cell is a Poisson flow with flow rate  packets per

slot. Each vehicle terminal has a buffer to keep one packet that has to be transmitted. Any

packet that captures the receiver leaves the system. Each packet transmitted in a slot with-

out capturing the receiver is either retained in the vehicle terminal’s buffer (with probability

1/2) or is retransmitted in the next slot (with probability 1/2). The main idea here is to split

the terminals into different smaller groups. the probability of having a message collision in

subgroups rapidly vanishes afteer a number of splits. To ensure that each terminal keeps

track of the group in which is may transmit, we introduce a stack counter ln which is associ-

ated with the vehicle terminal’s buffer and which changes from slot to slot according to the

stack-algorithm rules, following the feedback information. Generally, the stack counter

increases when a conflict is reported in a slot and decreases when a slot is idle. The idea is

that after a collision, all backlogged groups of packets have to wait before the current group

has resolved its collision. As the current group splits, a new level is inserted, and all existing

groups increase their stack counter.

We address two versions of algorithm [ 3 ]. 

Algorithm A 

The algorithm uses ternary “idle slot/success/conflict” feedback.

λ
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1a. A packet transmitted in slot n for the first time (i.e. the packet generated in slot n-1)

has ln = 0.

2a. If ln =0 for a packet, the packet is transmitted in slot n. If ln > 0, the packet is not

transmitted in slot n.

3a. If ln = 0 for a packet and a conflict is reported in slot n, ln+1 = 1 with probability 1/2

and ln+1 = 0 with probability 1/2.

4a. If ln > 0 for a packet and a conflict is reported in slot n, ln+1 = ln + 1 .

5a. If ln > 0 for a packet and slot n is reported idle, ln+1 = ln - 1 .

6a. If ln > 0 for a packet and a capture is reported in slot n, ln+1 = ln.

Rules 1 - 3 address the behaviour of newly arrivaing packets and those that are being

(re-) transmitted, while rules 4-6 address backlogged packets.

Algorithm B

The algorithm uses binary “conflict/no conflict” feedback.

1b-5b are the same as 1a-5a, respectively.

6b. If ln >0 for a packet and a capture is reported in slot n, ln+1 = ln - 1. 

Thus algorithm B is more aggressive in retransmitting previously collided packets.

The one-cell system can be in two states. If during slot n the system is in state i, i=1,2,

then it will stay in the same state during slot n + 1 with probability qi, and will be in different

state with probability (1 - qi). The mean duration of being in state i is equal to Li = 1/(1-qi) , i

= 1, 2. The probability for a system to be in state i is Q i = Li/( L1+ L2 ) , i =1, 2 . 

Let the system be in state i during a slot n. We model the effect of interference as fol-

lows. If the slot n is idle, a capture is reported in this slot with probability zi
10, and a conflict

is reported with probability zi
0c. The slot is reported idle with probability (1- zi

01 - z
i
0c). If in

the slot n there would be a capture (one packet from that cell was transmitted), a conflict is

reported in this slot with probability zi
1. , and a capture is reported with probability (1 - zi

1).
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If in the slot n there is a conflict, a conflict is reported with probability 1. Thus, in our discus-

sion, we cover interference between cells as errors in the feedback, which would have the

same effect.

We assume that the state “1” has a perfect feedback channel, z1
01= z1

0c = zi
1 = 0 , and

assume that the state “2” has an imperfect feedback channel. For ease of notations, the index

“2” is omitted, and the notations are : z2
01 = z01 > 0, z2

0c = z0c > 0, z2
1 = z1 > 0.

The delay of a packet is defined as the length of a time interval between the start of the

packet’s first transmission and the start of it’s successful transmission. Note, that the time a

packet spends in the system includes the random waiting time till the beginning of the first

transmission, the delay, and one slot of successful transmission. The mean time T a packet

spends in the system is equal to the mean delay D plus a slot duration times 3/2.

If the income flow rate , all packets are transmitted with finite delay with proba-

bility 1, and the mean delay finite. The value of  is called the throughput of the system,

 depends on the channel probabilities. For given channel probabilitires the mean delay D

can be expressed in terms of the solutions of the linear algebraic equations.

The results of computation for one-cell two-state system are compared with the simu-

lation results for two-cell system. In this system both stations use the same stack-algorithm.

The performance of two-station system is defined by the following rules.

Let in cell i, i=1,2, slot n be idle. If in cell j with j not equal to i, the slot n is idle too, then

in cell i this slot is reported idle. If in cell j there is a capture, then in cell i this slot is reported

idle with probability 1 - z01 and a capture is reported with probability z01. If in cell j there is

a conflict, then in cell i this slot is reported idle with probability 1 - z0c and a conflict is

reported with probability zc.

Let in cell i, i=1, 2, slot n be a capture. If in cell j, with j different from i, slot n is idle,

then in cell i this slot is reported to be a capture. If in cell j slot n is not idle, then in cell i a

λ λcr<

λcr

λcr
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capture is reported with probability 1- z1 and a conflict is always correctly reported with

probability z1. A conflict in cell i is always reported to be a conflict in this cell.

5.4.2  Computational Results

To consider the performance of a one-station system we need to introduce the notion of

a busy session. Roughly speaking a busy session is a time interval during which there are

some packets in the channel, or in the stack of some vehicle terminal, or both in the channel

and in the stack. We want to model a two-cell system with the equal income flow rate  in

both cells. Therefore we consider a one-cell two-state system in which the mean length of

busy session Lb is equal to the mean length L2 of the state “2” (i.e. the system being in the

“bad state”). The mean length L1 of the state “1” (i.e. the system being in the “good state”) is

assumed to be equal to the mean length of the slots without new packets, 

Therefore . For given channel properties the value of Lb can be expressed in terms

of the solutions of the linear equations (similar to the computations the value of the delay

D); q2 is found by iterations , to satisfy the equality L2 = Lb .

The results of simulations follow the results of computations (for one-cell system) with

10% accuracy.

For the simulation system and for one-cell system C is equal to 1 . The results for one-

channel (C = 1) two-state system with income flow rate  (i.e. for two-cell system using the

same channel) are compared with the results for two-cell system with different channels (C

= 2 ).As each channel only has half the bandwidth, time slots need to be twice as large. Effec-

tively, for a given arrival rate per second, this corresponds to a flow rate of twice  new

packets per slot. However, using different channels has the advantage that interference or

“feedback errors” do not occur.

λ
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 The results are illustrated by the tables. In Table 1 we present the mean time T a packet

spends in the system and the throughput  for stack-algorithm A. In the Table 2 we

present the same data for stack-algorithm B.

In the Tables 

 a : C=1, z0c = z01= z1 = 0; this system does not suffer any harmful interference between

cells.

 b : C=1, z0c =1/16, z01= z1 =1/4, 

 c : C=1, z0c =1/9, z01= z1 =1/3, 

 d : C=1, z0c =1/4, z01= z1 =1/2, 

 e : C=2, z0c = z01= z1 = 0. This system uses different inbound channels in the two cells,

so mutual interference is absent

f : C=1, z0c = z01= z1 = 0. This system uses only one channel and a single receiving base

station covers the two cells. 

As in system f no interference from other cells is present, collision resolution can be

very efficient. The length of a slot is unity (because of the one cell reuse pattern, the full

bandwidth is available in each cell), but the arrival rate per slot is twice the arrival rate in

one cell (per slot). So the arrival rates (per slot) in systewm e and f are equal. However, the

delays in similar f are half the delays seen in system e. This result is remarkable. It suggests

that conventional frequency reuse (system e) is even worse than covering all traffic by a sin-

gle base station!

System

a: 0.22 0.60 1.22 2.54 0.33
b: 1.81 2.39 3.84 10.5 0.23
c: 1.87 2.69 7.22 inf 0.16
d:
e: 4.16 8.08 55.0: inf 0.16
f: 2.08 4.04 27.5 inf 0.16

λcr

λ 0.05= λ 0.1= λ 0.15= λ 0.2= λcr
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Table 5.2 T and  for algorithm A
.

Table 5.3 T and  for algorithm B

Note, that for algorithm B the delay and the throughput do not depend on z01. In the

examples the delay is less for the system with C = 1, even for relatively large z01.

5.5  Conclusion

An appropriate model for the ITS environment which included a narrowband Rician

fading signal with Rayleigh fading interference was proposed. The channel was shown to be

slowly fading with the major source of error being co-channel interference. A Rician K

parameter of 10 was chosen to model all multipath effects on the highways with a view to

computing packet erasure rates. The effect of shadowing was not included in the model. We

postulated that during the transmission of a packet and its retransmission, the local mean

received power may be considered constant. 

It was concluded that error correction coding would not be as efficient as error detec-

tion and subsequent retransmission. Also, directional antennas have been investigated to

determine the extent to which they increase the efficiency of the network. It was concluded

that there is a smallimprovement over omnidirectional antennae, but on the condition that

they provide backward attenuation of up to 25 dB. The change in cell average packet erasure

rates on the channel is found not to be too significant compared to the omnidirectional case,

and so omnidirectional antennas are assumed.

System

a: 0.18 0.47 0.95 1.83 3.79 0.36
b: 1.71 2.06 2.67 3.96 6.77 0.29
c: 1.72 2.09 2.78 4.44 12.29 0.27
d: 1.75 2.19 3.10 7.96 inf 0.2
e: 3.94 6.66 22.69 inf inf 0.18
f: 2.97 3.33 11.35 inf inf 0.18

λcr

λ 0.05= λ 0.1= λ 0.15= λ 0.2= λ 0.25= λcr

λcr
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With spatial collision resolution as being investigated in [22], [23], there will be no need

for reuse factors of greater than 1. Spectral efficiency and queueing delays would then be

optimized. In the absence of such a scheme, it is reasonable to conclude that cluster sizes of 2

are sufficient with the use of directional antennae. This conclusion is based on spectrum effi-

ciency and queueing delay considerations.

For instance, with a frequency reuse pattern of 2 and a bit rate of 80 kbps, an average of

200 successful packet transmissions per second can be achieved, each packet containing

about 200 bits. This throughput is more than enough to deal with the cell entry rate estimate

of 6 vehicles/second assumed in [19]. The corresponding delay of a few milliseconds per

packet suggests that the only limitation on the cell size is the efficiency of the hand-over pro-

tocol.

Packet erasure rates have been calculated by averaging over a Rician power distribu-

tion. A Rician channel model with a two-ray dominant component has been proposed for

the ITS environment. Queues at base stations are modelled as M/G/1, and it is found that, if

base stations do not mutually coordinate transmissions, a cluster size C=2 maximizes

throughput while minimizing the queueing delay. 

Other computations indicate that it is worthwhile to have directional antennas only if

the backward attenuation is reasonably high (25 dB), otherwise interference at the cell edge

(the vicinity of the interfering station is too high). Hand-overs, based on average numbers of

retransmissions, will tend to occur after the vehicle is well into the next cell, and not at the

point when the packet erasure rates from both transmitters are equal. The advantage of

increased reliability is hence not fully utilized. 

Regarding the uplink, our results show that two-cell system with stack-algorithm used

for conflict resolution and the same channel used in both cell can be approximated by one-

cell system with two states of the feedback channel and with Markov chain transition from

one state to the other.
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 Our results suggest that in future lightly loaded wireless networks with bursty traffic,

it may be advantageous to allow near by cells to use the same channels. The free access algo-

rithms appear robust against high levels of interference from co-channel cells. This is in con-

trast to conventional cellular frequency reuse used for mobile telephones. 
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5.7  Appendix A

5.7.1  An Improved Model for Interfering Signals

Section 4.4 described the mean error probability for BPSK modulation with Rayleigh

faded co-channel interference. This assumed that interfering signals are perfectly synchro-

nized with the wanted signal. This assumption may be unrealistic. Also, there are likely to

be random frequency shifts due to oscillator drifts and random Doppler shifts. In this sec-

tion we will analyze their effect.

An interfering signal experiences a reversal at , where  is an integer,

and   is the synchronization bit offset, normalized to the bit time.

 = bit value for , and 0 for ,

 = 0 for , and reversed value for 

Our received signal is hence 

(9)

where  denotes Gaussian noise, and the user bits  are +1 or -1. The values of the inter-

fering bits before and after reversal during a bit time denoted  and  are +1 or -1.

The instantaneous frequency offset  is due to random Doppler shifts and transmit oscilla-

tor drifts.

At the receiver the decision variable  is obtained from the correlation operation
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. (10)

We then get,

(11)

where, because of fading, the in-phase component, , and the quadrature com-

ponent, , are Gaussian random variables. Their variances are found as

 =  = . Also, .

The conditional variance of the i-th interfering signal is hence

(12)

and we therefore have the conditional probability of error:

(13)

We have assumed that oscillator drifts are minimal, and hence we can model  as ran-

dom FM. Due to the reduced angle of elevation and the typically large distance between the

receiver and the co-channel interference transmitters, there is a very high chance that the

LOS and ground reflected waves are obstructed by other vehicles on the road, it is likely that

the interference is Rayleigh fading. The distribution of  as such can be taken to be
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(14)

as discussed in [15].  is the maximum Doppler shift. If the base stations are operated inde-

pendently, the density of  is most likely uniform on , in which case

. (15)

A more accurate analysis, however, would have to take into account the fact that the

instantaneous power of the interfering signal and  may be correlated [15].

If no bit synchronization offset between contending signals is assumed (  for i = 1,

2,3,...,n), then conservative results are obtained because it will overestimate the effect of

interference. Moreover, in the case of random , the worst-case interfering BPSK bit

sequence  = ; i.e., no phase reversal is expected to occur during 50% of the bits in

the test packet. This event gives the same probability as the case  = 0. Computations in

this chapter assume  and .
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