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Discrete Wavelet Transformation for the Sensitive
Detection of Ultrashort Radiation Pulse

With Radiation-Induced Acoustics
Rick van Bergen , Member, IEEE, Leshan Sun, Member, IEEE, Prabodh Kumar Pandey , Member, IEEE,

Siqi Wang , Member, IEEE, Kristina Bjegovic, Member, IEEE, Gilberto Gonzalez, Member, IEEE,
Yong Chen, Member, IEEE, Richard Lopata , Senior Member, IEEE,

and Liangzhong Xiang , Member, IEEE

Abstract—Radiation-induced acoustics (RIA) shows promise
in advancing radiological imaging and radiotherapy dosimetry
methods. However, RIA signals often require extensive averag-
ing to achieve reasonable signal-to-noise ratios, which increases
patient radiation exposure and limits real-time applications.
Therefore, this article proposes a discrete wavelet transform
(DWT)-based filtering approach to denoise the RIA signals and
avoid extensive averaging. The algorithm was benchmarked
against low-pass filters and tested on various types of RIA
sources, including low-energy X-rays, high-energy X-rays, and
protons. The proposed method significantly reduced the required
averages (1000 times less averaging for low-energy X-ray RIA,
32 times less averaging for high-energy X-ray RIA, and four
times less averaging for proton RIA) and demonstrated robust-
ness in filtering signals from different sources of radiation. The
coif5 wavelet in conjunction with the sqtwolog threshold selection
algorithm yielded the best results. The proposed DWT filtering
method enables high-quality, automated, and robust filtering of
RIA signals, with a performance similar to low-pass filtering, aid-
ing in the clinical translation of radiation-based acoustic imaging
for radiology and radiation oncology.

Index Terms—Discrete wavelet filtering, radiation induced
acoustics (RIA), radiation monitoring.
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I. INTRODUCTION

RADIATION has a crucial role in modern medicine for
both disease diagnosis and treatment. Since the discovery

of X-rays by Wilhelm Roentgen in 1895, radiation has been
quickly applied in radiological imaging and cancer treatments.
In fact, only three days after the announcement of the X-ray
discovery, the E.H. Grubb Company applied X-rays in cancer
treatment [1], [2]. In the past 127 years, the development of
new radiation sources and detectors has continued to evolve,
benefiting both fundamental research and practical applica-
tions. However, to fully realize the potential of radiation, better
control and measurement of radiation are necessary.

Detection techniques for ultrashort (<μs) pulsed radiation
are of particular interest. Most common radiation detectors
have a relatively long response time (∼ ms) and are unsuit-
able for the detection of ultrashort pulses. Our group has
been developing radiation-induced acoustic (RIA) technolo-
gies specifically for the detection of ultrashort radiation pulses
(<μs) [3], [4], [5], [6]. RIA works by inducing a local tem-
perature rise in the target, resulting in thermoelastic expansion
and the creation of pressure waves that can be measured with
a piezo-electric transducer [4]. The amplitude of this signal
has a linear relation with the radiation absorption and, there-
fore, the administered dose [7]. RIA has potential applications
beyond the biological field, such as in measuring concrete
infrastructure and nondestructive testing [4], [8]. Fig. 1 shows
the general principle of RIA and its application to various
radiation sources. This article will focus on RIA’s application
to three different sources: 1) low-energy photon beams from
x-ray imaging; 2) high-energy photon beams from radiother-
apy; and 3) therapeutic proton beams [7], [9]. By applying
RIA on a low-energy photon beam, it is possible to perform
X-ray-induced acoustic computed tomography (XACT), which
has proven to be applicable for diagnostic imaging [7]. The
absorption-based contrast provided by XACT can offer valu-
able information about various structures, such as bone mineral
density [4], [10], [11], [12], [13]. Furthermore, applying
RIA to a 2-D X-ray imaging setup enables 3-D volumet-
ric measurement, which augments the information obtained
from a single X-ray exposure [14]. The RIA signals can
also be created by a high-energy therapeutic photon beam,
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Fig. 1. Generation of ultrasound using various radiation sources, such as
low-energy X-rays, high-energy gamma rays, and protons. Piezoelectric trans-
ducers are utilized to detect these sound waves and convert them into electrical
signals.

enabling real-time in vivo dosimetry during radiotherapy [15],
[16], which can reduce treatment margins and improve
the quality and effectiveness of radiotherapy [17], [18].
Additionally, proton therapy can benefit from RIA signals
through proton acoustic imaging [19], which enables real-time
Bragg peak localization in 3-D, allowing for the reduction
of the irradiated volume and dose up-scaling, further improv-
ing the quality and effectiveness of proton therapy [7], [20],
[21], [22].

One problem that arises with RIA is its low-signal-to-
noise ratio (SNR) [23], [24], which requires the averaging
of multiple acquisitions [7], [25], [26], [27]. However, the
downside of averaging is that it may expose the patient to a
higher dose, as more than 1000 pulses are required per image.
In addition, acquiring a large number of frames per image
significantly drops the frame rate, limiting RIA’s ability to pro-
vide real-time dose information [28]. To address these issues,
applying filtering to reduce the number of frames per image
is important. However, standard Fourier-based filtering, such
as low-pass (LP) filters, falls short in taking time-dependent
features into account [29], [30]. Therefore, this article aims
to improve signal quality using a wavelet (WL) transform-
based denoising algorithm. The wavelet transform expands on
Fourier analysis by incorporating time information into the
transformed signal [31]. This added detail can result in better-
filtering performance and preserve more signal energy [30],
[32]. There are two types of wavelet transforms: 1) the con-
tinuous wavelet transform (CWT) and 2) the discrete wavelet
transform (DWT) as can be seen in Fig. 2 [33]. While both
can provide valuable frequency and time distributions, this
article focuses on the DWT due to its computational effi-
ciency in a medical context [34]. In literature, wavelet analysis
has also been applied to denoise photoacoustic signals [35],
[36]. Wavelet analysis has also been successfully employed
to denoise protoacoustic signals in a previous study [37].
Specifically, the analyzed signals in that paper originated from
accelerometers with very low frequencies (<100 kHz). The
signals were processed using a high-pass filter at 10 Hz and a
low-pass filter at 100 kHz to enhance their quality before the
WL filtering. In this article, we would like to expand on the
potential of wavelet denoising by processing data obtained by

Fig. 2. Comparison of Fourier, CWT, and DWT analyses on an RIA
signal. The first figure displays the signal, while the second figure shows
the Fourier spectrum providing frequency information only. The third figure
presents the CWT scalogram, showing both frequency and time information.
The fourth figure displays the 5-level DWT decomposition, which is a sparse
representation of the scalogram.

more types of radiation and transducers. The hyperparameters
of the workflow will be determined through simulation and
tested on data generated from low-energy photons, high-energy
photons, and protons to assess their quality and robustness.
The main goal is to produce a workflow that is able to perform
equal to or better than the LP filtering method.

II. MATERIALS AND METHODS

Wavelets allow for selective filtering by extracting tempo-
ral and frequency information from a signal [30]. To perform
wavelet denoising, the DWT is used to perform wavelet analy-
sis, yielding multiple levels of coefficients. These coefficients
are then thresholded and used to synthesize a filtered signal
using the inverse DWT (IDWT) [38].

The first step in the filtering procedure is to apply the
1-D DWT to each radio frequency (RF) line in the sino-
gram [Fig. 3(a)]. A sinogram is a 2-D representation of the
acoustic signal measured by the transducer, with each row
representing the signal of one element. Before filtering, the
signal is truncated to exclude the head wave resulting from
radiation interacting with the transducer. The 1-D DWT is
chosen over the 2-D DWT to avoid interchannel crosstalk,
and the mother wavelet is selected through a grid search
(Appendix C) [39], [40]. The wavelet and scaling func-
tions represent high- and low-pass filters, respectively [41],
and can be arranged to decompose the signal into multiple
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Fig. 3. (a) Denoising workflow for sinograms. It involves performing DWT on each RF line to obtain wavelet coefficients, calculating threshold values for
each RF line, applying them to the cD, and reconstructing the RF lines with the IDWT. (b) Illustrates the DWT algorithm, which uses a filter bank of high-
and low-pass filters followed by downsampling to obtain cD and cA sets at each level up to a predetermined level i.

levels of detail coefficients (cD) and one set of approxima-
tion coefficients (cA), all containing distinct frequency bands
[Fig. 3(b)]. The number of levels used in wavelet decomposi-
tion determines which frequency bands are analyzed. A higher
level means a higher scaling of the mother wavelet and the
inclusion of finer low-frequency bands [30]. To ensure a ver-
satile model, the maximum possible decomposition level was
calculated using the following [42]:

Level = fix

(
log2

(
lx

lw − 1

))
. (1)

Here, the fix rounds the fraction toward zero, the log2
accounts for downsampling, and lx and lw are the signal and
wavelet length, respectively. This method may overestimate
the level needed for denoising, but adding more levels after
reaching an appropriate one was found to not improve nor
worsen denoising [43]. The cD were thresholded to remove
noise, using level-dependent threshold estimation and noise
estimate rescaling, as the noise’s standard deviation varied
between levels [44], [45]. To obtain level-dependent thresh-
olds for all RF lines, the level-dependent thresholds were
first calculated for individual RF lines and then combined
using the mean. The selection of the threshold algorithm is
a hyperparameter and is further discussed in Appendix C.
Typically, noise is concentrated in the first few levels of detail
coefficients [43]. Therefore, the first two levels of cD were

set to zero. For filtering of the other levels, two common
thresholding rules are hard and soft thresholding [38]. In
hard thresholding, all values whose absolute value is lower
than the threshold are set to zero, leading to the introduc-
tion of discontinuities. Soft thresholding is an alternative, but
it shifts the nonthresholded coefficients toward zero, which
can cause an underestimation of the dose in the context
of RIA [29]. Therefore, hard thresholding was used for the
wavelet coefficients.

To address the issues encountered in signal processing due
to hard thresholding, a mathematical morphological dilation
was used. This involved applying the hard threshold to the cD
coefficients and then creating a mask for each decomposition
level to identify the thresholded and nonthresholded regions.
The next step was to dilate these masks and multiply them
with the original nonthresholded cD, effectively applying the
threshold. To perform the dilation, the following equation was
utilized [46]:

δ(Xi) = Xi ⊕ S = {x + s|x ∈ Xi ∧ s ∈ S}. (2)

Here, ⊕ represents the dilation operator. Xi denotes the
threshold mask of the ith cD level and has a size of 1 × Ni

where Ni is the length of the cD in level i. S is a mor-
phological structure element, which is an array with a size
of 1 × L containing only ones. The dilatation window size
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remains constant for all levels of cD. x and s are the elements
of Xi and S, respectively. The size of the structure element,
L, significantly affects the dilation performance. When L is
large, limited values are thresholded, whereas when L is small,
no region adjacent to nonthresholded sections is dilated. This
hyperparameter was chosen based on a grid search, for which
more details will be provided in Appendix C. After the thresh-
olding is applied, the IDWT is performed on the thresholded
coefficients to synthesize the RF lines and obtain the filtered
sinogram [38]. The filtered sinograms were reconstructed to
visually asses the filtering performance using a back-projection
algorithm [47].

One simulated and three experimental datasets were used
to test the performance of the filter. The XACT experi-
ment was simulated using the k-Wave simulation toolbox
in MATLAB [48], [49]. The simulated transducer was a
16×16 matrix array with a 1-MHz center frequency and
40-MHz sampling frequency, matching the characteristics of
the transducer used in the XACT experiment. The simulation
was performed on a lead cross phantom, which has a high-
x-ray absorption, leading to high contrast in the image. The
initial pressure was applied to all phantom voxels, eliminat-
ing the need to model radiation transport and interactions. The
simulated acoustic signal was filtered using a band-pass filter
to emulate the bandwidth-limited signal seen in experimental
acoustic signals [50]. The simulation provided a controlled
environment to test filter performance and optimize hyper-
parameters. Additionally, it allowed for the examination of
denoising performance on suboptimal datasets with varying
noise levels. To incorporate the desired noise levels, we uti-
lized the “addNoise” function from the k-wave toolbox, intro-
ducing white noise with varying SNRs. It is important to note
that in real experimental scenarios, a significant portion of the
noise stems from electromagnetic interference, which exhibits
a broad spectrum of frequencies and amplitudes. Gaussian
white noise serves as a simplified representation of this com-
plex experimental noise. In our study, we employed three
simulated datasets with SNRs of 10, 15, and 20. These SNR
values were selected to accurately reflect low-SNR experimen-
tal data commonly encountered in practice. By incorporating
these noise levels, we aimed to provide a realistic represen-
tation of the challenges associated with noise in the analyzed
signals. The output from the simulation were sinograms of
the signal received by the transducer, with a size of Nch × Ns,
where Nch is the number of channels and Ns is the number of
samples. The XACT experiment was performed by irradiating
a lead cross suspended in water-based 3% agar (BactoTM,
Becton) with low-energy X-ray photons. The geometry of
the cross coincided with the cross used in the simulations.
Appendix B Fig. 9(a) shows a schematic representation of the
imaging setup. In the figure, the transducer and the radiation
source are on the same axis. In the experiment, a 150-kV X-ray
generator (XR200, Golden Engineering) irradiated the cross,
operating at a repetition rate of 10 Hz and a pulse width of
50 ns. To perform 3-D imaging, the generated acoustic waves
were measured with a 16×16 channel matrix array transducer
(NDT probe, Doppler Company Ltd.) with a 1-MHz cen-
ter frequency, a 60% bandwidth, and a sampling frequency

of 40 MHz. After the acquisition, a data acquisition device
(Legion ADC, Photosound Technologies Inc.) with a pream-
plifier was used to amplify the signal. The data generated by
the matrix transducer will be processed as a Nch×Ns sinogram.

The data from the high-energy photon experiment was
obtained using a linear particle accelerator (LINAC) (Synergy,
Elekta) firing a 10 MV photon beam with a repetition rate
of 200 Hz. The acoustic signal was captured using a point
transducer (videoscan, Olympus IDT) with a 500-kHz center
frequency. The signal captured by the point transducer was
amplified by a 60-dB preamplifier (Olympus) and a 200 v/v
preamplifier (Stanford Research Systems), which increased
signal levels and applied a 1-MHz low-pass filter and a 10-kHz
high-pass filter. The experiment irradiated a water tank to mea-
sure the LINAC beam profile, collimated into a 4x6cm field.
The ultrasound sensor was perpendicular to the LINAC beam.
A setup schematic is provided in Appendix B Fig. 9(b). Since
a single channel is being used, only one RF signal will be pro-
cessed as opposed to the sinograms of the other datasets. As a
consequence, no reconstructions could be performed with this
data.

In the proton acoustic experiment, a proton beam irradiated
a water tank. The main goal of the experiment was to visualize
the proton Bragg peak. Considering the orientation of the dif-
ferent components of this setup, the protons are fired toward
the transducer, shown schematically in Appendix B Fig. 9(c).
The transducer used was the same 16×16 matrix array as in the
XACT experiment. The Bragg peak image was created using
an 87-MeV proton beam with a 4-μs pulse width generated
by a proton accelerator (MEvion). The peak was positioned
6 cm away from the transducer surface.

To test the performance of the WL filter, the results of
all datasets will be compared to an LP filter. The LP filter
was applied to each individual line of the sinogram to prevent
cross-talk. The cut-off frequency for the LP filter was deter-
mined for each dataset based on the CWT scalograms. These
scalograms give a broader representation of the frequency con-
tent compared to Fourier spectra and therefore facilitate cut-off
frequency selection. Three metrics were used to quantify the
denoising results: 1) the mean squared error (MSE); 2) peak
SNR (PSNR); and 3) the correlation coefficient (CC). The
MSE can be calculated with

MSE =
N∑

i=1

(yi − xi)
2

N
. (3)

Here, x is the clean signal, y is the filtered signal, and N is the
number of samples. The MSE provides the difference between
x and y.

The PSNR can be calculated using [51]

PSNR = 10 · log10

(
MAX2

I

MSE

)
. (4)

The MSE was calculated using (3). The MAXI represents the
range of values occurring in the ground truth (GT). Note that
comparisons between different datasets with the PSNR are
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only valid when both use a similar range. The PSNR tells
something about how much noise is present with respect to
the signal, making it more intuitive than the MSE, which only
measures the difference between the approximation and the
signal [51].

Finally, the CC between the clean and the filtered signal
was considered [52]

r = 1

N − 1

N∑
i=1

(
x − x̄

σx

)(
y − ȳ

σy

)
. (5)

In this equation, x and y are the GT and the filtered signal,
respectively. N denotes the number of samples. Furthermore,
x̄ and σx are the mean and standard deviation of x, and ȳ and
σx are the mean and standard deviation of y.

The evaluation metrics will be computed for the noisy sino-
grams, LP-filtered sinograms, and WL-filtered sinograms in
comparison to the GT. Since the high-energy photon dataset
only has one RF line, the metrics will be computed for a sin-
gle signal. For the experimental datasets, the GT is defined
as the signal obtained with the maximum number of averages.
However, the signal quality for the therapeutic photon and pro-
ton datasets is expected to be lower than that of the XACT
datasets, which could make single-shot imaging challenging.
Therefore, an analysis will be conducted to determine the min-
imum number of averages required to obtain a representative
image. In addition, if there is a significant time dependence
on the similarity between the signal and the GT, the metrics
calculated on the sinogram may not be accurate. To address
this issue, the MSE, CC, and PSNR will be computed on
the z-slices of the reconstructed volumes of the filtered and
averaged data. These 3-D volumes will be obtained using a
standard back-projection algorithm [47]. The decision to use
the z-slices is based on their time-invariant nature and the abil-
ity to provide information about how filtering quality changes
as a function of depth.

To achieve optimal WL filtering, several hyperparameters
must be selected. The maximal decomposition level is fixed,
but the mother wavelet, threshold selection algorithm, and
dilation structure element size need to be determined. The
mother wavelet selection is critical in filtering outcome and
is generally the one with the highest correlation with the sig-
nal [40]. However, interactions between hyperparameters can
lead to this criterion not providing the best solution. Other
wavelet properties, such as phase, vanishing moments, and
orthogonality, can also affect denoising [30].

To find the optimal wavelet for denoising, a grid search
of parameters on the simulation data is performed [53].
Simulation data is preferred as it has a nonaveraged GT.
The denoising is carried out on the simulation data with
all possible combinations of hyperparameters, and the results
are quantified using MSE, PSNR, and CC with respect to
the GT. The best-performing combination of hyperparame-
ters is used to denoise the data from other experiments. The
wavelet families considered in the grid search are Daubechies
(db), Symlets (sym), Coiflets (coif), Biorthogonal (bior), and
Reverse Biorthogonal (rbio) families [30]. The threshold selec-
tion methods considered are sqtwolog, rigrsure, heursure, and

minimaxi, based on the availability of the MATLAB wavelet
toolbox. The sqtwolog threshold can be calculated using the
following [38]:

thj = σj

√
2 log

(
Nj

)
. (6)

In the equation, Nj is the number of cD in the jth decomposi-
tion level, and σj is defined to be the mean absolute deviation
(MAD) and can be calculated using

σj = MADj

0.6745
= median

(|ωj|
)

0.6745
. (7)

In (7), ωj denotes the level j cD, and the 0.6745 is derived
from the 75% percentile of a Gaussian distribution.

The rigrsure threshold is based on Stein’s unbiased risk esti-
mate (SURE) and can be calculated using the following [54],
[55]:

thj = σj
√

ωj,b. (8)

In (8), the σj is the standard deviation of the jth level of detail
coefficients, and ωj,b is the squared wavelet coefficient (b)

with minimal risk for the jth level.
The heursure algorithm is a heuristic combination of the

aforementioned sqtwolog and rigrsure algorithms. It was
found that for a low SNR, the rigrsure estimate is not
reliable, and therefore, in that situation, heursure uses the
sqtwolog [38], [54].

The final threshold that is included in the analysis is the
minimax threshold, which is calculated using the follow-
ing [38], [56]:

thj =
{

σj
(
0.3936 + 0.10829 log2 Nj

)
, Nj > 32

0, Nj < 32
. (9)

In (9), σj is the noise estimate of the jth decomposition level
and is calculated using (7). Furthermore, N is the number of
cD in level j.

III. RESULTS

XACT imaging is limited by its extremely low SNR for
biomedical applications [25], [57]. The proposed filtering
architecture was tested on an XACT dataset and compared to
an LP filter with a cut-off frequency of 1.8 MHz (see the scalo-
gram analysis in Appendix A Fig. 8(b). Furthermore, the GT
was the signal acquired after 1000 averages. The filtering pro-
cess was applied to each ultrasound element and the resulting
signals (Fig. 4) were reconstructed using the back projection
algorithm for XACT imaging [Fig. 5(a)]. The performance
of the filter was also evaluated by computing the metrics
for each slice, as shown in Fig. 5(b). The slice-dependent
metrics indicated that the WL and LP filters decreased the
MSE, increased the CC, and increased the PSNR compared
to the noisy data. Moreover, the WL outperformed the LP
filter in all metrics up to slice 27, but beyond slice 27, the
LP filter provided better approximations to the GT. Notably,
Fig. 5 shows periodic improvements in the metrics that coin-
cide with the reflected reconstructions. The MIP of the y–z
plane of the GT in Fig. 5(b) (bottom) displays reflections
around slices 25, 33, 40, 49, and 55. The reflections, origi-
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Fig. 4. Filtered RF signals of transducer element 120 and 128 for the experimental single-shot XACT data after filtering. These signals are overlaid on the
averaged data.

Fig. 5. (a) Displays the reconstruction of the XACT experimental data, with slices 17 and 18 specifically highlighted as they both include the tilted cross.
The data was normalized for ease of visualization. (b) Demonstrates the calculation of MSE, CC, and PSNR for each slice individually, and also provides a
y–z MIP for comparison between the reconstruction and the metrics.

nating from the sound reflecting in the lead cross, are more
distorted and have lower amplitudes at larger depths and need
further removal in future research. In conclusion, both methods

enable single-shot measurements, as demonstrated in signal
processing, and the WL filter can achieve similar or better
performance than LP filtering in removing unwanted noise
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Fig. 6. (a) Presents, the signal of transducer element 120 of the high-energy photon RIA dataset is displayed as a function of time. (b) Compares the
denoising performance of the LP and WL filters with several levels of averages and the maximum averaged signal, referred to as GT, which is the data after
2048 averages. (c) Presents a table of the same metrics but calculated with respect to the LP-filtered data of 2048 averages.

further improving the image reconstruction quality in XACT
imaging.

The low SNR of RIA imaging during radiation therapy
is identified as a limiting factor for dose sensitivity [4],
[6], [15]. To address this, the effectiveness of WL and LP
filters in reducing signal averaging is evaluated using X-ray-
induced acoustic signals from a clinical medical LINAC. The
X-induced acoustic signal is visible between 150 and 200 μs,
showing a W-shaped signal, as seen in Fig. 6(a). A cut-off
frequency of 0.11 MHz is applied to the LP filter (based on
Appendix A Fig. 8(c). Since no target was used, the reflec-
tions observed in the low-energy photon dataset [Fig. 5(b)]
were absent. Therefore, the denoised signals obtained from
different numbers of averages using both filtering methods
are compared directly to their corresponding noisy data and
the quality of the signals is evaluated using various metrics
presented in Fig. 6(b) and (c). The results show that both fil-
tering methods outperform the noisy signal in terms of MSE,
CC, and PSNR, with LP performing slightly better than WL
for most averages except for 2048, where WL is better. This
study demonstrates that the WL filter can significantly reduce
signal averaging by 32 times for radiotherapy monitoring while
performing slightly worse than the LP filter.

Following the testing of the WL filter on the low and
high-energy photon datasets, its performance was evaluated on
proton-induced acoustic signals. In Fig. 7(a), the signal from
ultrasound transducer element 120 is shown after 2000 aver-
ages. Despite using the same transducer, the proton-induced
acoustic signal has a lower amplitude than the X-ray-induced
signal in Fig. 4. Like the high-energy photon data, the proton-
induced data is reflection-free, allowing metrics to be calcu-
lated on the signals themselves and not on the reconstructions.
However, the signal remains noisy even after 2000 averages
due to an oscillation present throughout the signal, mak-
ing the highest available averaged signal inadequate for use
as a GT. The data was denoised using different numbers
of averages, and Fig. 7(a) shows the signals after LP and
WL denoising. The sym8 wavelet was used for denoising
the proton-induced acoustic dataset, and a 0.12-MHz cutoff
frequency was used for the LP filter based on analysis in
Appendix A Fig. 8.

In Fig. 7(a), LP and WL filter performance is shown for
various levels of averaged data and the GT (defined as the
2000 averaged dataset). Signals with less than 64 averages
were excluded due to poor signal quality. Although 64 and
128 averages still have imperfect filtering, the general trend
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Fig. 7. (a) Presents, the signal of transducer element 120 of the proton RIA dataset is displayed as a function of time. (b) Compares the denoising performance
of the LP and WL filters with several levels of averages and the maximum averaged signal, referred to as GT, which is the data after 2000 averages. (c) Presents
a table of the same metrics but calculated with respect to the LP-filtered data of 2000 averages.

of the signal remains. After 256 averages, the signal matches
the GT adequately, but the wavelet fails to follow the peak,
and the LP fails to follow the dip. Therefore, the minimum
number of averages needed for a representative signal after fil-
tering is 512. The differences between WL and LP filtering are
minimal. Due to the limited quality of the GT, quantification
is performed on the 2000 averaged signal with and without LP
filtering, presented in Fig. 7(b) and (c), respectively. Fig. 7(b)
shows that LP and WL approaches outperformed noisy data
on the PACT with the 2000 averaged dataset as reference. LP
and WL performance was consistent for 512, 1024, and 2000
averages, while lower averages led to deterioration in quality.
LP slightly outperformed WL as confirmed by Fig. 7(c). Fig. 7
shows that the WL filter can reduce proton-induced acoustic
signal averaging (>4 times) and perform similarly to the LP
filter for real-time monitoring of proton therapy in clinical
translation.

IV. DISCUSSION

In this article, we proposed a WL-based denoising algo-
rithm for RIA imaging, which was tested on simulation and

experimental datasets. Our approach involved a grid search on
the simulation data to determine the optimal mother wavelet,
dilation window size, and threshold selection method for
denoising (Appendix C). We found that the sqtwolog thresh-
old selection method combined with a structure element size
of 9 for morphological dilation and the coif5 wavelet yielded
the best results. We then utilized these hyperparameters to
denoise the other datasets. We successfully applied our method
to experimental datasets, with the sym8 wavelet used for the
PACT dataset. Both LP and WL filtering methods enable
single-shot measurements without averaging (Fig. 4), except
for the therapeutic photon and proton datasets which require
averaging due to the absence of a target resulting in poor
signal quality (Figs. 6 and 7). For high-energy photon data,
the LP filter provides a signal comparable to 2048 averages
after 32 averages, while the WL requires 64 averages due to
head-wave overlap and noise. Removing the head wave should
allow the WL to perform similarly to the LP. For PACT data,
filtering between 256 and 512 averages yields a compara-
ble result to 2000 averages, reducing the required averages
by a factor of at least 4. The experimental XACT recon-
struction appears dotted due to the back-projection algorithm
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Fig. 8. CWT scalograms of line 120 were used to determine the cut-off
frequency for the LP filter for all datasets. Here, (a) is the scalogram for
the simulation XACT data with the worst SNR (10) with an LP cutoff of
1.5 MHz; (b) is the scalogram for the experimental XACT data with an LP
cutoff of 1.8 MHz; (c) is the scalogram for the high-energy photon data with
2048 averages with an LP cutoff of 0.11 MHz; and (d) is the scalogram for
the PACT data with 2000 averages with an LP cutoff of 0.1 MHz.

and the cross being close to the transducer [Fig. 5(a)]. The
dotting is not expected to affect the metrics. Reflections in
the z-direction are also observed. XACT metrics were calcu-
lated for each slice and show the LP outperforming the WL
filter after a crossover point. Before the crossover point, the
WL is more effective in filtering the signal-less region. The
MIP shows that the reflections coincide with increased sim-
ilarity to the GT, with the filtering methods yielding better
performance as the SNR increases in those slices. To achieve
better reconstruction, model-based reconstruction or filtering
the reflections may be necessary [24]. The RIA signal may be
affected by a head wave resulting from the interaction between
the radiation and the transducer [Fig. 6(a)]. This artifact sig-
nificantly impacts denoising and metric calculation accuracy.
Cropping was found to be an effective solution for all datasets,
except for therapeutic photon data. An automated approach
using a background measurement to divide out the head wave
may improve the RTACT data quality. The LP filter effec-
tively removes the head wave, while the WL filter preserves
noncontinuous signals.

The PACT dataset (Fig. 7) was denoised using the sym8
wavelet instead of the coif5 due to low-frequency oscillation
observed in the signal. The sym8 wavelet was found to perform
well and has a similar shape to the coif5 wavelet. The coif5
wavelet was chosen for denoising the high-energy photon RIA
signals since the low-frequency oscillation was absent. LP and
WL filtering showed worse performance in element 120 due
to lower-signal intensity and overestimated threshold selection.
The single-shot data and averaged data also showed a slight
mismatch due to instabilities in the X-ray source, but this is
not expected to have a significant impact on the final metric
calculations.

Fig. 9. Schematic representation of the setups used to acquire the signals
for all datasets. The main goal of the figure is to present the orientation of
the different components. (a) Setup used to acquire the XACT dataset. The
simulation dataset was generated using this same geometry. (b) Schematic
of the setup used to acquire the therapeutic photon data. (c) Setup used to
acquire the PACT measurement.

Fig. 10. Top table presents the best-performing hyperparameters for an
SNR of 10, 15, and 20. Additionally, the coif5 and sym8 wavelet and scaling
functions are provided.

Overall, the WL and LP filters showed similar performance
in all the results, but there are some disadvantages to each.
The LP filter tended to smooth signals, while the WL filter
was more sensitive to low-amplitude RF lines. The WL fil-
ter was automated, whereas the LP filter was not. The WL
was found to outperform the LP filter in simulated and exper-
imental XACT datasets. For therapeutic photon and proton
RIA datasets, the performance of the WL filter was similar
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Fig. 11. (a) Reconstruction for the simulated XACT data. The reconstruction was performed for the GT, noisy, LP-filtered, and WL-filtered data. Here, the
slice containing the cross is presented. (b) Illustrates the performance of the filter on the RF data from elements 120 and 128. (c) Presents the denoising
results using the WL and LP filter in the simulated XACT dataset for an SNR of 10. Furthermore, the GT is added to serve as a reference.

yet slightly worse than the LP filter, and it was challenging to
determine which one was truly outperforming the other stem-
ming from the bias introduced by considering the LP filtered
data as an additional GT. However, for more complex sig-
nals, such as a needle in the proton signal, the WL filter is
expected to perform better due to its ability to detect associated
frequency features due to the inclusion of time information.
Therefore, the filtering method can perform similarly to an LP
filter for simple signals and might outperform the LP filter for
more complex signals.

V. CONCLUSION

To conclude, a DWT-based filtering approach for RIA
images was proposed, incorporating a novel threshold-
ing method based on morphological dilation to preserve
bandwidth-limited signals. The optimal hyperparameters were
determined through a grid search on a simulation dataset, lead-
ing to the coif5 wavelet, sqtwolog threshold selection, and
morphological window size of 9. The method was successfully
applied to experimental XACT, therapeutic photon, and PACT
datasets, reducing noise and the number of required averages
for imaging. WL filtering was found to perform similarly to LP
filtering. However, the proposed method is expected to excel
in more complex geometries, making it a promising option for
clinical RIA imaging.

APPENDIX A
SINOGRAMS FOR LP FILTER CUT-OFF

FREQUENCY SELECTION

See Fig. 8.

APPENDIX B
EXPERIMENTAL SETUPS

See Fig. 9.

APPENDIX C
GRID SEARCH

The best hyperparameters for wavelet-based denoising were
determined using a grid search on the simulation data. The
parameters included were the mother wavelet, threshold selec-
tion method, and the dilation structure element size. The
best-performing combinations of hyperparameters for the dif-
ferent noise levels are summarized in the table of Fig. 10. In
the table of Fig. 10, sqtwolog is the best-performing thresh-
old selection method for the three noise levels. Furthermore,
the best results were obtained with a dilation structure ele-
ment size of 9. The mother wavelet showed some disagreement
between the noise levels. More specifically, the dataset with
an SNR of 10 was most accurately denoised using the sym8
wavelet, whereas the other noise levels yielded better results
with the coif5 wavelet. The coif5 and the sym8 wavelet and
scaling functions are plotted in Fig. 10. It can be seen that both
wavelets look similar in shape, but the coif5 wavelet is longer
than the sym8. A longer wavelet length might have implica-
tions for denoising since a longer wavelet has a lower-maximal
decomposition level than a shorter wavelet. The shorter length
is expected to lead to better performance of the sym8 wavelet
for an SNR of 10. For the SNR of 10, the coif5 wavelet
was one of the top-performing wavelets. Therefore, due to
the better-overall performance, it was chosen to use the coif5
wavelet to denoise the datasets.

APPENDIX D
DENOISING RESULTS FROM THE

SIMULATED XACT DATASET

The simulated XACT data was denoised with the most
optimal hyperparameters, yielding the signals in Fig. 11(b).
In Fig. 11(b), the denoising of the simulation dataset with
an SNR of 10 is presented for RF lines 120 and 128. These
lines were visualized because line 120 is located in the center,
and line 128 is located at the edge of the matrix array. The
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moment the sound arrives is different for the two channels.
The LP filter used a cut-off frequency of 1.5 MHz based on
Appendix A. It can be seen that both methods adequately filter
the signal in line 120. However, in line 128, slight differences
between the methods are observed. Namely, the WL method
filters the low-amplitude oscillations to a greater extent than
the LP-filtered data. The quality of the denoising of the simu-
lation data was quantified, yielding the metrics in the table of
Fig. 11(c). Considering the metrics in the table of Fig. 11(c),
the WL and LP filtered data have a lower MSE, higher CC, and
higher PSNR than the noisy image. The proposed WL method
was found to outperform the LP-filtered data. Furthermore, a
decrease in SNR correlates with a reduction in filtering qual-
ity. The volumes can be reconstructed from the sinograms.
The slices containing the simulated cross are presented in
Fig. 11(a). When comparing the reconstructions in Fig. 11(a),
several visual observations can be made. In the figure, both
the WL and LP methods successfully reduced the noise in the
images. Furthermore, it can be appreciated that the WL trans-
form, although marginal, blurs the reconstructed images less
than the LP image.
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