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optimization (MDO), a modular functional-form representation of the disciplines involved
in aircraft design, and fully automated derivative computations thereby allowing efficient
gradient-based optimization. The framework is first presented in a general manner agnostic to
the vehicle concept or the physics-based analyses used. The key disciplines involved in the design
of eVTOL aircraft and the couplings between the disciplines are described. The framework
is then applied to the design of the NASA lift-plus-cruise concept. Low-fidelity solvers of
aerodynamics, propulsion, structural estimation, acoustics, powertrain, and battery are coupled
together. The optimization considers 108 design variables and 16 constraints. It is shown that
MDO considering geometric variables results in a design with lower gross mass than when the
geometric variables are not considered. The optimization turnaround time of 30 minutes on
a standard workstation demonstrates the capabilities of fully-coupled large-scale MDO using
gradient-based optimization. The framework is under development and an open-source version
will be released in the near future.

List of Acronyms
CADDEE Comprehensive Aircraft high-Dimensional DEsign Environment.
CSDL Computational System Design Language.
EoM Equations of motion.
eVTOL Electric vertical takeoff and landing.
LPC Lift-Plus-Cruise.
MDA Multidisciplinary analysis.
MDO Multidisciplinary design optimization.
OML Outer mold line.
UAM Urban air mobility.

I. Introduction
There has been great interest over the last few years in novel, unconventional aircraft that depart from the traditional

configurations for fixed-wing aircraft or rotary-wing aircraft. These novel concepts offer significant benefits such as
improved efficiency, lower emissions, or the creation of new market segments. For example, using electrical power
from batteries instead of carbon-based fuels allows for lower emissions from aircraft. Hybrid-electric aircraft are also
being proposed that use a combination of batteries and fuels [1, 2]. Improved technologies of electric motors, batteries,
materials, data-driven control, among others, allow for the design of electric vertical takeoff and landing (eVTOL)
aircraft. Such aircraft are well-suited for on-demand mobility (ODM) [3] and urban air mobility (UAM) operations.

The early stages of aircraft design are complex and present a large design space from which a good candidate
design must be found that satisfies the top-level aircraft requirements (TLARs). The requirements arise from market,
performance, and environmental considerations. A notional representation of the function of early-stage sizing tools for
aircraft design is shown in Fig. 1. The complexity is attributed to the mutlidisciplinary and system-of-systems nature of
aircraft design. The aircraft as a whole can be thought of as a system. A system is compromised of the interactions
between its components. A physical breakdown of the aircraft gives components such as the wing, the empennage, the
fuselage, and the engines. One level deeper, components such as control surfaces and load bearing members have to be
considered. Analyzing the aircraft as a whole or the interactions between the components involves considerations from
aerodynamics, propulsion, structures, power system, loads, flight mechanics and controls, noise, emissions, and cost.
Thus, aircraft design is a multidisciplinary system-of-systems problem.

Historically, early-stage aircraft design is done using regressions or using a limited set of parameters describing
aerodynamics, propulsion, and flight condition [4–6]. FLOPS [7] is a tool developed by NASA for this purpose. It
contains regressions to predict key aircraft parameters such as the lift-to-drag ratio, the thrust produced by the engines,
and the weight of the aircraft. The regressions are reliable due to the data accumulated over the last few decades, and
work well for the conventional concepts. The mission segments are discretized into smaller time increments to obtain
more detail over the entire mission. However, the regressions used by early-stage aircraft design tools like FLOPS
were created for conventional tube-and-wing aircraft, and thus are not valid for the novel concepts and unconventional
propulsion architectures.

Realizing the above limitations, a number of physics-based sizing and analysis tools and toolsets have been proposed
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Fig. 1 Sizing of a flight vehicle

in the literature. Ugwueze et al. [8] draws from the concepts used in conventional aircraft design methods. Power
and energy are used instead of fuel consumption, and regressions of the aircraft mass are developed. The proposed
method allows for the sizing of eVTOL concepts. Welstead et al. [9] described an energy-based approach for a new
sizing tool, Layered and Extensible Aircraft Performance System (LEAPS), being developed at NASA to expand and
improve the capabilities of the legacy Flight Optimization System (FLOPS) [7] tool. SUAVE [10] is a conceptual-level
aircraft design environment that uses physics-based methods to size novel configurations and unconventional propulsion
architectures. An et al. [11] described a detailed sizing process considering constraint analysis, electric propulsion
system sizing, mission analysis, and structural weight estimation. Regressions were developed for the disciplinary
analysis based on simulations and experimental data. Chakraborty et al. [12, 13] developed an energy-based sizing
framework named PEACE. The framework describes the disciplines in a functional form that allows for the disciplinary
analysis to consist of tables, surrogates, physics-based solvers or a combination thereof. The energy-based analysis
generalizes the sizing to novel concepts and unconventional propulsion architectures. A summary of aircraft concepts
and computational tools for advanced air mobility (AAM) by NASA is given in a survey paper by Johnson and Silva [14].
Bacchini and Cestino [15] analyzed and compared existing eVTOL configurations for urban and long-range missions.

The methods in the literature focus on improving one or more aspects of the sizing process. Some (among others) of
the aspects are: a) generalization to permit sizing of novel concept [9, 16, 17], b) generalization to permit sizing of
unconventional propulsion architectures [18, 19], c) the use of physics-based tools instead of regressions [20, 21], d)
considerations of dynamic loads [22], e) the use of a centralized geometry to represent the physical aircraft [10, 23], f)
representation in functional form to abstract analysis and not have them be solver dependent [12], g) increased focus on
safety, reliability, and robust design methods [24, 25], and h) use of gradient-based optimization [26, 27], or surrogate
models [28] & reduced order models [29, 30] to reduce cycle time.

This work presents a new aircraft sizing framework named Comprehensive Aircraft high-Dimensional DEsign
Environment (CADDEE)∗. The features of this framework are:

1) Geometry-centric approach to MDO. Starting from a baseline OML geometry defined by B-splines, parametric
changes can be made to the geometry that can be propagated to each physics-based analysis.

2) Modular functional-form-based-framework. The framework is designed to be invariant to the vehicle concept,
the propulsion system architecture, or the physics-based analysis methods used. Thus conventional aircraft or
novel concepts, fuel-based or new propulsion system architectures can be sized.

3) All models are created in the new Computational System Design Language (CSDL) [31]. CSDL is a recently
created algebraic modeling language that fully automates derivative computation required for gradient-based
optimization with the efficiency of the adjoint method.

4) As safety is a key consideration during aircraft design, the framework is designed to handle scenarios such as
state-of-charge at the end of the mission, engine inoperative conditions, and flutter.

To demonstrate the capabilities of the framework, CADDEE is used to size NASA’s Lift-Plus-Cruise (LPC)
all-electric UAM reference concept. The scope of the optimization problem is reduced in this demonstration, and

∗The CADDEE framework is currently under continuous development. This paper presents the first version of the framework. The authors plan
to release the framework open-source in the near future.
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low-fidelity physics-based solvers are used to lower the computational time. This work presents a first-of-its-kind
demonstration of sizing an eVTOL concept coupling physics-based models for seven disciplines: aerodynamics,
propulsion, structural weight estimation, acoustics, motor, powertrain, and battery using gradient-based optimization.
The optimization problem considers 108 design variables and 16 constraints. It is shown that the optimization results in
a design with 11.4% lower mass.

The remainder of the paper is organized as follows: Section II describes the CADDEE framework in a generic
function form. Section III describes the test case problem, the LPC UAM concept, and the physics-based analysis
models used in the study. Section IV presents the results of the optimization and the sized vehicle. Section V concludes
the paper and identifies avenues for future research.

II. Comprehensive Aircraft high-Dimensional DEsign Environment (CADDEE)
The key elements of the CADDEE framework are described in this section†.

A. Geometry
The geometry tool stores and creates a high-fidelity, analytic representation of the system. This representation is

made using B-splines due to their smoothing properties, analytic derivatives, and ability to represent complex geometries
with a small number of control points [32]. This central geometry can then be used as a basis for creating point sets,
which are used to specify any point or sets of points that are dependent on the geometry. For instance, these point sets
are used to create meshes, specify geometric outputs (such as wing area and wing aspect ratio), identify rotation axes,
and more. These point sets are created by using methods for projecting points onto the geometry and performing any set
of linear combination between point sets in order to create new point sets. By creating point sets as a linear combination
of B-spline surfaces, any changes to the B-spline geometry will allow for the reevaluation of these point sets through a
single matrix multiplication.

To ease the burden on the developer, all analytic derivatives are automatically computed. This is done through the
use of the CSDL (Section II.E.1). Therefore, analytic gradient-based optimization is enabled without any additional
implementation effort. Additionally, to facilitate usability, the tool is created with an intuitive Python interface and
object-oriented programming. This also helps support the modularity of the tool, making it easily extensible and
upgradeable. Figure 2 shows the flowchart of the geometry tool. It considers two types of manipulations: 1) geometry
parametrization using free-form deformation, and 2) geometry actuation using bulk motion.

Parametrization

Actuation

Baseline 
OpenVSP

Baseline
geometry

Design
geometry

Actuated 
geometry

Geometric DVs Motion DVs

Fig. 2 Flowchart of the geometry tool. DVs stands for design variables

1. Parametrization
The geometry parameterization is broken into several layers. At the lowest level, it is possible to perform direct

manipulation of the geometric design variables. At a level higher, the user can specify free-form deformation (FFD)
blocks, and set the FFD control points as design variables. At the second-to-highest level, the parameterization is further

†It should be noted that some of the implementation of the elements in CADDEE and its architecture are expected to change in the future.
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abstracted to the manipulation of FFD section properties in order to further reduce the dimensionality of the design
space. Finally, the user can use point sets combination with a set list of operations, such as taking the distance between
two point sets, to create geometric outputs. These geometric outputs allow the user to specify important quantities
such as a propeller radius or wing area. At the highest level, the user specifies geometric outputs as inputs or design
variables, and a solver uses the FFD parameterization in order to achieve the desired variable values. By using this
layered parameterization, the tool is general enough to be used for any application, but also produce specific variables
that a specific solver may need.

2. Geometry Actuation
Actuation refers to the bulk motion of the geometry without deformation. Such situations arise, for instance, when

considering control surface deflections or tilting of a wing when transitioning from hover to forward flight. First, for the
given design variables, the geometry solver uses FFD as described in the previous section and gives a design geometry.
Next, based on given actuation profiles, a set of actuated geometries are produced. An actuated geometry exists for each
time-step if the simulation being performed is dynamic. These actuated geometries are then used to evaluate the point
sets, allowing the automatic actuation and dynamic updating of all relevant meshes and geometric outputs.

B. Mass Properties Estimation
Estimating the aircraft mass properties is a challenging multidisciplinary problem. The total aircraft mass properties

can be computed as a build-up from ‘component’ mass properties. Broadly, we can categorize the ‘components’ as
structural components, subsystem components, and energy components.

1. Structural Components
The following procedure is typically adopted to size the structural components: 1) static and dynamic maneuvers

are first simulated by coupling aerodynamics, structural dynamics, flight mechanics, and controls [33–35]; 2) then,
the dynamic and static loads together are converted into a set of critical static load cases [36, 37]; and finally, 3) the
structure is approximately represented as either a shell model [38–40] or a beam model [41–44] and sized for critical
static load cases. The structural weight estimation model computes the aircraft-level mass properties specified by 10
scalars: mass, three components of the center of gravity w.r.t. an axis system, and 6 components of the symmetric mass
moment of inertia tensor w.r.t. the same axis system. For large transport category aircraft, 14-CFR Part 25 Subpart C
defines the conditions to be considered. One example that typically produces critical loads on the horizontal tail is the
checked pitch maneuver (nose up or nose down) that consists of a pitching motion of the aircraft generated through
control input from the pilot which is then checked, or stopped with opposite control input. The maneuver is precisely
described in the text of 14-CFR 25.331(c)(2) in terms of control deflection as a function of time, achieved load factor,
and pilot force. The regulatory maneuvers, both static and dynamic, are represented as additional mission segments in
the aeromechanics analysis. The coupled aerodynamic, structural dynamics, and propulsion MDA is combined with a
controller and the EoM to simulate the maneuvers[22] and obtain the loads. The structure is sized imposing material
failure and buckling constraints enforced at the given load conditions.

2. Subsystem Components
Subsystem components concern the aircraft equipment systems which consume secondary (non-propulsive) power

to perform tasks essential to vehicle performance, safety, controllability, and passenger comfort. MDO studies typically
scale the aircraft structural weight to account for the subsystem components. A scaling factor of 1.25 is commonly used
for large transport category aircraft [45]. Recently, approaches have been developed that perform subsystem analysis
including physics-based sizing of hydraulic, pneumatic, electric, and mechanical power generation and distribution
subsystems and secondary power consuming subsystems based on vehicle geometry and critical operating condition(s)
of individual subsystems. It then determines the mass, drag increment, and secondary power requirements of each
subsystem, which are propagated back to vehicle-level mass properties analysis and mission analysis [46]. Such
approaches have been extensively used to optimally size aircraft with electrified subsystem architectures by Rajaram et
al. [47]. In this work, the scope is reduced to not consider physics-based subsystem sizing. A scaling factor is used to
account for the subsystens.
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3. Energy Components
In this work, the authors use energy components as a broad description of components that contribute to the flight

vehicle’s propulsion. In a conventional fuel-based aircraft, the engine is the primary propulsive device and fuel is stored
on the aircraft to carry out the mission. Thus, the mass properties of the engine and fuel are bookkept under energy
components. In an electric air vehicle, the propulsive devices are the motors and rotors. The necessary power comes
from the batteries. Thus, the mass properties of motors, rotors and batteries are bookkept under energy components.

This paper focuses on the design of eVTOL aircraft. In general, the motor is sized as follows (Fig. 3): the motor
length and diameter are variables controlled by the optimizer. They represent the high-level geometric design variables of
the motor, that are constrained by the space available on the aircraft. Based on the mission aeromechanics (Section II.C),
the maximum torque and RPM, and the operating torque and RPM are obtained. For example, the motor may need
to run at maximum performance during the take-off segment. However, the cruise segment is generally the longest
duration segment in a mission. Hence, the motor must be sized such that it can produce the maximum performance at
take-off and operates at maximum efficiency at cruise.

Motor length and diameter

Maximum torque and RPM

Operating torque and RPM

Motor Sizing
Motor mass, 

geometry, and 
characteristics

Fig. 3 Electric motor sizing flowchart

C. Mission Segment Aeromechanics
The aeromechanics analysis must be preformed for each mission segment. It is represented as an XDSM in Fig 4.

At a high-level, a coupled aerodynamic, propulsive and structural dynamics MDA is solved to obtain the aerodynamic
and propulsive loads on the aircraft. These loads, in addition to the inertial loads feed into the equations of motion
(EoM). The EoM can be used to trim the aircraft at the given mission segment [22], or obtain the aircraft’s dynamic
response. Linearized characteristics can be obtained that feeds into a stability block. The stability block provides the
handling qualities of the aircraft. Finally, an aeroacoustics analysis is performed to obtain noise maps. Details of each
of these elements is discussed in more detail in the following sections.

1. Vehicle State
Twelve rigid-body states are defined:

• Body-fixed axis, velocity in x-direction 𝑢 • Body-fixed axis, roll-rate about x-direction 𝑝

• Body-fixed axis, velocity in y-direction 𝑣 • Body-fixed axis, pitch-rate about y-direction 𝑞

• Body-fixed axis, velocity in z-direction 𝑤 • Body-fixed axis, roll-rate about z-direction 𝑟

• Inertial axis, position in x-direction 𝑋 • Inertial axis, roll angle, attitude about x-direction 𝜙

• Inertial axis, position in y-direction 𝑌 • Inertial axis, pitch angle, attitude about y-direction \

• Inertial axis, position in z-direction 𝑍 • Inertial axis, yaw angle, attitude about z-direction 𝜓

Figure 5 shows the states and the kinematics to obtain the velocity at any point on an wing or rotor mesh. Properties
expressed within the wind-fixed axis frame are treated as dependent states. These states can be computed as dependent
properties using transformation relationships. For example, the velocity, angle of attack, and sideslip angle, respectively
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Fig. 4 XDSM of the mission segment aeromechanics

in the wind-fixed axis frame are computed as

𝑉 =
√︁
𝑢2 + 𝑣2 + 𝑤2 (1)

𝛼 = tan−1
(
𝑤

𝑢

)
(2)

𝛽 = sin−1
(
𝑣

𝑉

)
(3)

The state vector is denoted ®𝑥 = {𝑢, 𝑣, 𝑤, 𝑝, 𝑞, 𝑟, 𝜙, \, 𝜓, 𝑋,𝑌 , 𝑍}. This vector can be split into two parts, a dynamic
portion ®𝑥𝑑 , and a kinematic portion ®𝑥𝑘 as:

®𝑥 = { ®𝑥𝑑 , ®𝑥𝑘} = {{𝑢, 𝑣, 𝑤, 𝑝, 𝑞, 𝑟}, {𝜙, \, 𝜓, 𝑋,𝑌 , 𝑍}} (4)

2. Vehicle Controls
The controls on a flight vehicle pertains to the features which allow for the vehicle to be maneuvered in flight.

CADDEE considers two types of control surfaces:
1) Basic control surface: most conventional control surfaces such as elevators, ailerons, flaps, etc fall under this

category. A deflection value can be specified between an upper and lower bound.
2) Scheduled control surface: the deflection value of this control surface depends on a basic control surface

deflection value. The user must provide the mapping relation between the two. An example of this type of
control surface are spoilers, which are often scheduled based on aileron values.

A combination of the two types of control surfaces allows for most vehicles to be defined.

3. Inertial Loads
The gravitational force vector in body-fixed axis is

®𝐹𝑔 =


𝑀𝑔 sin \

𝑀𝑔 cos \ sin 𝜙
𝑀𝑔 cos \ cos 𝜙

 (5)
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Fig. 5 Axis system used for vehicle state

where 𝑀 is the mass of the aircraft, and 𝑔 the acceleration due to gravity, \ the pitch angle, and 𝜓 the bank angle. The
corresponding moment is computed about the reference point using the offset vector from reference point to center of
gravity, ®𝑟𝑔. Thus,

®𝑀𝑔 = ®𝑟𝑔 × ®𝐹𝑔, (6)

4. Aerodynamics
The purpose of the aerodynamics solver is to obtain the distributed loads and net loads on the vehicle at every time

step as a function of the current state and control vectors:

®𝑓𝑎, ®𝐹𝑎 = 𝑓 (®𝑥, ®𝑢𝑎) (7)
®𝑚𝑎, ®𝑀𝑎 = 𝑓 (®𝑥, ®𝑢𝑎) (8)

where ®𝐹𝑎 and ®𝑀𝑎 are the net forces and moments on the aircraft respectively, ®𝑓𝑎 and ®𝑚𝑎 the distributed forces and
moments respectively, and ®𝑢𝑎 the vector of deflections of all control surfaces on the aircraft. The deflection of each
control surface is denoted as (Mission segment)

(Control surface)𝛿. The net loads, ®𝐹𝑎 and ®𝑀𝑎 feed into the equations of motion block,
whereas the distributed loads, ®𝑓𝑎 and ®𝑚𝑎, are inputs to the structural solvers.

5. Propulsion
The purpose of the propulsion solver is similar to that of the aerodynamics, i.e., it provides the loads on the vehicle

at every time step as a function of the current state and control vectors. The vehicle is, in general, composed on a
number of propulsive devices 𝑛𝑝 = 1, . . . 𝑁𝑃 . The loads from each propulsion device is summed up to give the net
loads on the aircraft:

®𝐹𝑝 =

𝑁𝑃∑︁
𝑛𝑝=1

𝑓 (®𝑥,
𝑛𝑝
𝑢𝑝) (9)

®𝑀𝑝 =

𝑁𝑃∑︁
𝑛𝑝=1

𝑓 (®𝑥,
𝑛𝑝
𝑢𝑝) (10)
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In addition, the loads from each propulsive device are provided as point loads to the structural solvers. Finally, in the
case of electric air vehicles, the propulsion solver provides the torque and thrust of each propulsive device. The torque
and thrust are used in the aeroacoustics analysis and to size the motors.

6. Equations of Motion
CADDEE allows the user to specify any equation system describing the motion of the vehicle. The equation system

may be specified as:
®¤𝑥 = 𝑓 (®𝑥, ®𝑢) (11)

if the state vector derivative can be explicitly written as a function of the state and control vectors. If such a formulation
is not possible, a residual system of the following form can be specified:

®R = 𝑓 (®¤𝑥, ®𝑥, ®𝑢) (12)

The residual form is more general and allows the framework to be coupled to other analysis such as aerodynamics and
structures to allow for flexible aircraft flight dynamics.

For chosen values of ®𝑥, ®𝑢 by the optimizer, the total loads on the aircraft is computed. The loads, along with the
aircraft mass properties, and ®𝑥 are given to the equations of motion block which computes ®R = ¤®𝑥 = { ®¤𝑥𝑑 , ®¤𝑥𝑘}. Figure 6
shows this computation as a flowchart.

Aircraft 
body-fixed 

state vector

Aircraft 
control 
vector

Aircraft loads 
(aerodynamic, 
propulsive, and 

inertial)

Aircraft mass 
properties

EoM

Fig. 6 Computation of EoM residuals

It is essential to ensure the aircraft can be trimmed at each mission segment in the mission profile. Each mission
segment is treated as a case of dynamic equilibrium which involves finding the state and control vector such that

®¤𝑥𝑑 = 𝑓 (®𝑥, ®𝑢) = ®0 (13)

For each mission segment, a scalar constraint of the residuals is imposed on the optimizer, thus ensuring the aircraft is
trimmed at each mission segment:

r = ®¤𝑥𝑑
𝑇 · [𝑊] · ®¤𝑥𝑑 (14)

where [𝑊] is a symmetric positive-definite, square matrix of weights yielding a non-negative constraint [48].

7. Stability
Assuming a small disturbance, the system dynamic equation can be written as

®¤𝑥 = 𝐴®𝑥 + 𝐵®𝑢 (15)

where 𝐴 and 𝐵 are the state and control derivative matrices.
In the stability check, the eigenmode analysis is applied on the 𝐴 matrix. The 𝐴 matrix is constructed about

the trim conditions for the mission segments under consideration. As an illustration, consider two steady mission
segments: hover and cruise. The 12 × 12 𝐴 matrix is constructed about the trim condition for each segment. The
matrix is subdivided into longitudinal and lateral matrices, each of size 4 × 4. Next, eigenmode analysis is computed to
obtain the frequency response and damping ratios. These parameters are evaluated with respect to handling qualities
constraints [49, 50]. Cruise segment constraints follow MIL-F-8785C Flying Qualities of Piloted Airplanes [51]; hover
segment constraints follow ADS-33E-PRF Handling Qualities for Military Rotorcraft [52].
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8. Acoustic Analysis
The noise produced by UAM vehicles is a significant concern for its adoption [53]. One of the most significant

sources is rotor blade noise, which can be divided into tonal and broadband noise. Tonal noise, also known as rotational
noise, is low-frequency sound produced by periodic sound pressure disturbances as the blade rotates around its shaft
axis. This source of noise can be further divided into blade thickness and loading noise, capturing geometric and
operational effects. Broadband noise, also referred to as vortex noise, is high-frequency sound generated by random
fluctuations of the forces on the blade due to turbulence [54]. Rotor broadband noise predictions are more complex than
tonal noise predictions since broadband noise is stochastic noise composed of multiple noise sources [55–57]. In this
work, the acoustic analysis uses low-fidelity models with fast evaluation times for both tonal and broadband noise to
predict the sound pressure level. More details regarding the models will be provided in Sec. III.B.4.

In terms of vehicle sizing, the acoustic model will be used to constrain the sound pressure level below a certain
threshold. According to regulations put forth by the FAA [58], the day-night average sound level (DNL) should be less
than 65 dB of significant aircraft noise exposure. Below this threshold, residential areas usually do not suffer from
significant noise impact under the National Environmental Policy Act (NEPA). It should be noted that most regulations
regarding noise certification were developed for traditional fixed-wing aircraft, specifically for takeoff and landing.
Currently, there is a lack of data to support noise certification of UAM aircraft [59], both in terms noise prediction and
community exposure.

D. Powertrain and Energy Analysis
The powertrain and energy analysis block is shown as an XDSM in Fig. 7. It focuses on the motors, the power

distribution system, and batteries in the aircraft. The primary output of this block is an estimate of the total energy
consumed from the batteries by the motors, and thus provides the end-of-mission state-of-charge (SoC) of the battery.
For safety, it is crucial to ensure that the battery is not completely drained after flying the mission. This block thereby
enforces a SoC constraint on the optimizer.

Optimizer

Motor length

Motor diameter

Number of cells

....

Aircraft Mass

Properties Computation
Motor Battery

....

Maximum torque

Maximum RPM

Mission Segment

Aeromechanics

Segment torque

Segment RPM
Segment time

....

Motor efficiency
Motor

Analysis
Power

Powertrain

Analysis
Power profile

SoC
Battery

Analysis

....

Fig. 7 XDSM of the power and energy analysis
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1. Motor Analysis
The motors on the electric air vehicle are sized as described in Section II.B.3. Each sized motor is now run at every

mission segment. Figure 8 shows the process. The mission segment’s torque and rotor RPM are obtained from the
aeromechanics analysis. The motor analysis then computes the power draw by the motor to produce the required torque
and RPM. It should be noted here that the torque and RPM here refer to the rotor torque and RPM. In addition, the
analysis also computes the efficiency of the motor when operating at the mission segment.

Motor geometry and 
characteristics

Mission segment torque

Mission segment RPM

Motor Analysis Power required and motor efficiency 
for mission segment

Fig. 8 Analysis of each motor at each mission segment

2. Electric Power Distribution System
The role of the power distribution system is to connect the electrical load requirements from the motor to the required

output of the battery. The power distribution system contains individual electrical components to control and maintain
reasonable power and voltage states, similar to those of electric vehicles; this includes inverters, dc-dc converters, and
a DC bus [60, 61]. After the required power draw is computed for each motor in each mission segment, the power
distribution system computes the necessary output power from the battery using the power draw from each motor in a
single flight segment, taking into account power losses from inefficiencies. This calculation when performed across all
mission segments, this provides a power profile outlining the power requirements throughout an entire flight segment.

3. Battery Analysis
The battery analysis entails obtaining the end-of-mission state-of-charge (SoC). It is a dynamic analysis requiring

a power profile of each motor as an input. The power profile is a power vs. time plot. For each segment, the power
is obtained from the motor analysis, and the duration the motor is operating at that segment is obtained from the
aeromechanics analysis. In addition to the power profile, the characteristics of the battery, the number of cells of the
battery in series and parallel (design variable from the optimizer) are required. The optimizer is constrained such that it
attempts to calculate the number of cells required to achieve a 20% end-of-mission state-of-charge.

E. Integrated Framework
The elements described above are incorporated into the overall CADDEE framework as shown in Fig. 9. We set

up an optimization problem for the top-level model in CADDEE containing all the discipline-level submodels. The
optimization problem aims to minimize the direct operating cost as the objective under various design constraints. We
apply constraints on the structural margins, EoM residuals, battery SoC, noise, and handling qualities. The design
variables for optimization originate from various submodels within the top-level model. The CADDEE model computes
the objective, constraints, and their first derivatives and issues them to an optimizer from an interfaced optimizer library
that contains multiple general-purpose optimization algorithms. The optimizer evaluates the CADDEE model repeatedly
until the optimality and feasiblility criteria are met and thereupon outputs the optimal design variables.

An additional cost analysis can also be included in the framework. The cost model provides an estimate of the
capital expenses and operating expenses of the flight vehicle. The optimization problem can then be formulated as a
minimization of cost.

The number of design variables is large for this optimization problem because of the number of disciplines that
contribute design variables and because many of the design variables parametrize profiles over each mission (e.g.,
the speed profile). This number is expected to be in the hundreds, particularly for a multi-mission optimization, so
gradient-based optimization is the best choice to minimize the number of optimization iterations. CADDEE leverages
two methods to improve the computational efficiency of the optimization problem: 1)
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Fig. 9 XDSM of CADDEE

acrshortcsdl that enables the computation of the gradients required, and 2) a sequential quadratic programming (SQP)
algorithm for large-scale gradient-based optimization. Brief details of these methods is presented next.

1. Computational System Design Language
CSDL‡ is an embedded domain specific language designed for solving Multidisciplinary Design Analysis and

Optimization (MDAO) problems. CSDL enables engineers to operate at a high level of abstraction, without the need to
implement low level algorithms, including derivative computation. CSDL automates derivative computation, both at
the level of individual operations, and across tightly coupled disciplines, making it suitable for solving optimization
problems using gradient-based approaches.

CSDL simulations are written, compiled, and run within a Python script. That is, the CSDL compiler translates
Python code representing model behavior to low level implementation code used to simulate the model, and users
have access to the executable object via a Python object. The CSDL compiler is a three stage compiler. Three stage
compilers are split between a front end, which generates an intermediate representation of the code, a middle end,
which performs implementation-independent optimizations on the generated intermediate representation, and a back
end, which generates executable code. The intermediate representation of the model stores dependency relationships
between variables and operations in the model. Different formulations such as forward or reverse mode differentiation
can be implemented depending on the structure of the intermediate representation and the executable can be created
from any language. The CSDL compiler’s front end and middle end are implemented in one Python package and the
back end (code generator) is implemented in a separate Python package. The separation between the code generator and
the rest of the compiler enables users to select from a code generator based on performance and memory requirements
for simulating the model without the need to modify model code.

2. SQP algorithm for optimization
The optimization problem we aim to solve involves more than a hundred design variables, and some of the subsystem

models are highly nonlinear. Such a large-scale, nonlinear programming (NLP) problem can be particularly onerous to
solve, and our previous experience with similar problems has shown us that optimization algorithms based on sequential
quadratic programming (SQP) and interior point (IP) methods have the highest success rates at solving these problems.
Following this, we use the SNOPT [62] (sparse nonlinear optimizer) algorithm based on the SQP for solving our
optimization problem. SNOPT solves a series of quadratic programming (QP) subproblems to reach a feasible local
minima for a nonlinear programmming problem. Each QP subproblem minimizes a quadratic approximation of a

‡Code documentation
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modified Lagrangian subject to linearized constraints to obtain a search direction towards the next design iterate.
Since our models are large-scale and multidisciplinary, they result in poorly scaled variables throughout the model,

and this could affect the convergence of optimization. Another factor that could cause convergence issues is the
unavailability of good initial guesses for the design variables. To overcome these issues, we perform a discipline-level
optimization for the submodels, and use the resulting optimized solutions to scale and initialize the top-level optimization
problem.

III. Test case: Lift-Plus-Cruise UAM Concept
The lift-plus-cruise concept was conceived as an air taxi with a range of 2 × 37 nm with 5-7 passengers and

turboelectric propulsion (Figure 10). It is popular for both urban air mobility concepts as well as for surveillance,
delivery, and military applications. For most lift+cruise configurations, the takeoff propellers are mounted on beams
parallel to the fuselage and attached to the wing in an attempt to minimise additional drag due to the stopped lift rotor.

Fig. 10 NASA lift-plus-cruise concept

A. Mission Profile
The mission profile used to size the lift-plus-cruise is shown in Fig. 11. It involves conducting two 70 km (43 miles)

trips at 0.17 Mach. The mission begins with taxi followed by a vertical climb to 250 ft above the takeoff surface and
transition to forward flight. Once the transition to forward flight is complete, a climb is conducted at 900 ft/min to
an altitude of 3280 ft (1000 m). Cruise is conducted at 0.17 Mach. At the end of the cruise, descent is conducted to
an altitude of 250 ft. The vehicle then transitions to hovering flight. Finally, the vehicle descends vertically to the
landing surface and taxis. The same mission is then repeated one more time. For safety, a reserve mission equal to a
cruise segment is included. The vertical/descend segments and the transition segments are not explicity modeled in this
work. This works assumes the power draw from the battery by the motors for the vertical climb/descend and transition
segments is the same as that for the hover segment. In the implementation, the hover time is assumed to be 90 seconds to
include the other segments (30 seconds vertical climb, 30 seconds vertical descent, and 30 seconds transition and hover).

Fig. 11 Mission profile used for sizing the lift-plus-cruise concept. The mission segments shown in red are
explicitly modelled in this work.
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B. Analysis Models
Section II described the CADDEE framework in a functional form. This section specializes the framework to the

test case under consideration and provides details of the analysis models used.

1. Aerodynamic Analysis
The vortex lattice method (VLM) is a low-fidelity tool that models aerodynamic performance quantities such as lift

and drag of a set of given lifting surfaces [63]. VLM is based on the potential flow theory given by

∇2Φ = 0 , (16)

where Φ is the fluid velocity potential. The VLM model assumes that 1) the flow is incompressible, irrotational, and
inviscid; and 2) the lifting surfaces are thin with small angles of attack and sideslip. The inputs of the VLM model
are meshes and kinematics of the lifting surfaces, and the density of the air. The system of equations to be solved
corresponds to the flow-tangency condition, which means zero normal velocities across the lifting surface.

𝑨𝚪b + 𝑩𝚪w + 𝒗 · 𝒏 = 0 (17)

where 𝒗 is the undisturbed flow velocity; 𝒏 is the normal vector of the bound vortex panels; where 𝚪b, 𝚪w are the bound
and the wake vortex circulation strengths, respectively; 𝑨 and 𝑩 are the aerodynamic influence coefficient matrices.
The output of the VLM model is the traction forces on each panel given by panel forces divided by the area. The panel
forces are calculated using the Kutta–Joukowski theorem [64]

𝑭 = 𝜌𝚪b𝒗ind × 𝒔 (18)

where 𝜌 is the density of the air; 𝒗ind is the induced velocity evaluated on the bound vortex collocation points; and 𝒔 is
the bound vector.

The VLM model is implemented in CSDL with automated derivative computation (visualized in Fig. 12). It is
implemented in an inertia frame with a constant velocity, and assumes steady-state conditions during each mission
segment. The solver is vectorized across different mission segments for the entire mission analysis for computational
efficiency. The model is validated against an open-source VLM solver called OpenAerostruct [65].

VLM outputs
x

yz

bound vortex rings
wake vortex rings

surface mesh

n

aircraft states

camber surface 
meshes

VLM modelVLM inputs

Fig. 12 Aerodynamic analysis solution process

2. Propulsion Analysis: Blade Element Momentum Theory
Blade element momentum (BEM) methods are commonly used for initial analysis and sizing of rotors and wind

turbines due to their computational efficiency and reasonable accuracy for certain flow conditions. The theory is
well-established and described in numerous textbooks and papers [66–71].

BEM combines momentum theory, and blade element theory to predict the sectional thrust (𝑑𝑇) and torque (𝑑𝑄),
which can be integrated along the rotor span to obtain the total thrust (𝑇) and torque (𝑄). Blade element theory
uses airfoil polars to compute the aerodynamic forces acting on a blade element. Momentum theory is based on a
control-volume analysis, which is most accurate if the flow is perpendicular to the rotor disk. For other flow conditions,
such as edgewise forward flight, a more accurate prediction of the rotor-aerodynamic performance can be obtained with
dynamic inflow models.

The equations for the sectional thrust and torque from momentum are

𝑑𝑇 = 4𝜋𝜌𝑉2
𝑥 (1 + 𝑎𝑥) 𝑎𝑥𝑟 𝑑𝑟, 𝑑𝑄 = 4𝜋𝜌𝑉𝑥𝑉\ (1 + 𝑎𝑥) 𝑎\𝑟

2 𝑑𝑟, (19)
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where 𝑉𝑥 is the axial inflow velocity, 𝑉\ is the tangential velocity of a blade element, and 𝑟 is the radial distance from the
rotor hub. The non-dimensional induction factors 𝑎𝑥 and 𝑎\ describe the induced velocities in the axial and tangential
direction, respectively. The thrust and torque equations from blade element theory are

𝑑𝑇 =
1
2
𝜌𝑊2𝐵𝑐

(
𝐶𝑙 cos 𝜙 − 𝐶𝑑 sin 𝜙

)
𝑑𝑟, 𝑑𝑄 =

1
2
𝜌𝑊2𝐵𝑐

(
𝐶𝑙 sin 𝜙 + 𝐶𝑑 cos 𝜙

)
𝑟 𝑑𝑟, (20)

where 𝐵 is the number of blades, 𝑐 is the chord length of a blade element, 𝑊 is the magnitude of the resultant velocity
seen by a blade element, and 𝜙 is the inflow angle (see, Fig. 13). The sectional lift (𝐶𝑙) and drag (𝐶𝑑) coefficients are
assumed to be known functions of the sectional angle of attack, Reynolds number, and Mach number in the most general
case. BEM methods combine Eq. (19) and Eq. (20) to solve for the induction factors 𝑎𝑥 and 𝑎\ from which the sectional
thrust and torque can be found. The solution process is shown in Fig. 13. First, the equations for sectional thrust and
torque are equated. Second, the induction factors 𝑎𝑥 and 𝑎\ are expressed in terms of the inflow angle 𝜙. Third, using
the inflow geometry, tan 𝜙 is expressed in terms of the induction factors and the resulting expression can be re-arranged
to produce a residual function 𝑅(𝜙) that is in terms of one variable. Solving this residual at each blade element along
rotor span allows for the computation of the sectional thrust and torque.

R (ϕ) = 0Vx (1 + ax)
Vθ (1 − aθ)
ϕ

W

Momentum Theory
dQ(ax, aθ), dT (ax)

Blade Element Theory
dQ (ax, aθ), dT (ax, aθ)

= {ax = f (ϕ)
aθ = g (ϕ)} tan ϕ =

Vx (1 + ax)
Vθ (1 − aθ)

Fig. 13 Blade element momentum solution process

The BEM code used in this paper [72] is implemented in CSDL and is provably convergent for reasonable design
conditions. Operating conditions with zero inflow axial inflow (i.e., 𝑉𝑥 = 0) like in hover are supported by expressing
the non-dimensional induction factors 𝑎𝑥 and 𝑎\ in terms of the induced velocities.

3. Structural Weight Estimation
In the early stages of aircraft design, engineers typically rely on empirical weight equations. However, there is

little empirical data for UAM configurations since they are part of a new class of vehicles. Our approach is to create
physics-based structural sizing models for a wide variety of design parameters. Then, the optimized weight results
serve as empirical weight data from which new regression models can be trained to predict structural component mass
properties for subclasses of UAM vehicles.

The physics-based sizing models are generated using M4 Structures Studio. M4 Structures Studio has been used to
build structural weight prediction models for a variety of UAM configurations [73–75] and has been validated against a
variety of historical aircraft weight data. M4 Structures Studio is a parameterized structural modeling tool that creates
structural sizing finite element models for NASTRAN. For this work a parameterized model is created corresponding to
NASA’s lift-plus-cruise concept. The model is paramterized in terms of seven variables: wing aspect ratio, wing area,
fuselage length, battery mass, horizontal tail area, and vertical tail area. The first five variables effectively size the boom,
fuselage and wing structural components, while the last two varialbes size the structure of the empennage.

An automated process generates design variables, models, and performs sizing optimization, to ultimately obtain
weight estimates. This automated process generates design variables using the Latin hypercube sampling method [76]
to efficiently capture coupling effects between design variables. An upper and lower bound of ±10% is chosen for the
design variables during the sampling, based on the baseline configuration. The automated process then creates a new
structural model for each design variant and optimizes the structural weight using NASTRAN’s solution 200. In total,
96 optimizations are completed to generate the dataset. Two multivariate linear regression models are trained based
on the weight dataset, one for the empennage and one for the rest of the aircraft, with an average R2 value of 0.942.
Methods for capturing nonlinear trends in the data, such as polynomial feature augmentation, do not improve the R2

value. Figure 14 compares the predictions of the regression model to training data in terms of the x-location of the
center of gravity for combined structural components. Lastly, scaling factors are introduced in order for the baseline
model to match the weight predictions obtained from NDARC [77] for the lift-plus-cruise configuration. The weights
regressions are integrated into the CADDEE framework as a surrogate for structural sizing.
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Fig. 14 Metrics showing accuracy of the least squares regression model for combined center of gravity (along
x-axis) of fuselage, boom, and wing structural components.

4. Aeroacoustics Analysis
Tonal noise can be predicted using time-domain or frequency-domain methods. Time-domain methods solve the

Ffowcs Williams-Hawkings (FW-H) equation [78] to analytically describe the thickness and loading noise. Farassat [79]
developed Formulation 1A, which is the integral solution of the FW-H equation. The FW-H equation has recently been
used to predict multi-rotor UAM aircraft noise [80–82] While time-domain methods provide good accuracy, they are
computationally expensive. For this reason, lower-fidelity frequency-domain methods are used in this paper, which
are fast to evaluate. A number of frequency-domain methods have been developed [83–86] to predict loading and
thickness noise, taking into account different operating conditions and aspects of the blade geometry. For this work, a
frequency-domain method introduced by Barry and Magliozzi [84] is used, which is suitable for hover and axial forward
flight. The main operational inputs to this model are Mach number, air density, rotor tip-speed, and observer location.
Input parameters that describe the rotor itself are the rotor radius, blade chord distribution, number of blades, blade
pitch angle, and airfoil cross-sectional area. In addition, to capture the loading noise, the sectional thrust and torque
distributions, predicted by the BEM equations are needed. Lastly, Bessel functions are used to improve far-field noise
prediction. The equations for the Barry-Magliozzi formulation are summarized in these references [87–89].

Broadband noise cannot be predicted analytically but a number of physics-based models have been developed to
predict individual components of broadband noise, such as turbulent boundary layer trailing edge noise [90–93] which
is the most dominant noise source in airfoil self-noise [94, 95]. The prediction of trailing edge noise requires the
computation of boundary-layer flow to obtain the wall pressure spectrum near the trailing edge [96, 97]. Since classical
BEM theory does not allow for the prediction of boundary layer parameters, we cannot use physics-based acoustics
model for the prediction of trailing edge noise. In this paper, a simple empirical model is used that predicts broadband
noise in terms of the rotor thrust coefficient, tip speed, and blade area. Based on acoustic experiments using helicopter
rotors, Davidson and Hargest [98] and Schlegel et al. [99] found that the sound pressure level scales with the sixth power
of the rotor tip speed and with the second power of the blade loading coefficient. For this work, the formulation by
Schlegel et al. [99] is used, and the equation is summarized in theses references [54, 89]. Figure 15 provides a summary
of the noise models used in this work.

For the acoustics analysis in this work, a reference altitude at which an observer is exposed to the aircraft noise is
needed as an input to the models. A white paper published by Uber [100] is used as a reference and specifies an upper
limit of 67 A-weighted decibel dB(A) at an observer location of 250 ft below an eVTOL aircraft. This constraint is used
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in this paper during the hover analysis. However, it was found that the noise constraint was inactive at 250 ft directly
below the aircraft, and exceeds the requirements set by the Uber Elevate white paper. If however, the hover mission was
flown at 200 ft and an observer angle of 45 degrees is used in the acoustics analysis; the combination of lowering the
altitude and changing the observer angle results in the noise constraint being active. It should also be noted that the
assumptions of the model used in this work could be leading to underprediction of the noise.

5. Mission Segment Trimming
The results presented in this work were conducted using the set of rigid-body equations of motion expressed in a

body-fixed frame of reference, often referred to as Euler’s Equations. These equations assume that the Earth is a flat
surface; the rotation of the Earth relative is neglected and the atmosphere is assumed to be at rest. Furthermore, the
equations for the moments about each axis assume that the mass moment of inertia is constant and the contributions of
rotating subsystems has been neglected.

In these equations, the total forces about the x-, y-, and z-axis is represented as 𝑋 , 𝑌 , 𝑍 , respectively; total moments
about these axes as 𝐿, 𝑀 , and 𝑁; linear velocity as 𝑢, 𝑣, and 𝑤; rotational velocity as 𝑝, 𝑞, and 𝑟; angles of rotations (i.e.
Euler angles) 𝜙, \, and 𝜓.

𝑋 − 𝑀𝑔 sin \ = 𝑀
(
¤𝑢 + 𝑞𝑤 − 𝑟𝑣

)
(21)

𝑌 + 𝑀𝑔 cos \ sin 𝜙 = 𝑀
(
¤𝑣 + 𝑟𝑢 − 𝑝𝑤

)
(22)

𝑍 + 𝑀𝑔 cos \ cos 𝜙 = 𝑀
(
¤𝑤 + 𝑝𝑣 − 𝑞𝑢

)
(23)

𝐿 = 𝐼𝑥 ¤𝑝 − 𝐼𝑦𝑧

(
𝑞2 − 𝑟2

)
− 𝐼𝑧𝑥

(
¤𝑟 + 𝑝𝑞

)
− 𝐼𝑥𝑦

(
¤𝑞 − 𝑟 𝑝

)
−
(
𝐼𝑦 − 𝐼𝑧

)
𝑞𝑟 (24)

𝑀 = 𝐼𝑦 ¤𝑞 − 𝐼𝑧𝑥

(
𝑟2 − 𝑝2

)
− 𝐼𝑥𝑦

(
¤𝑝 + 𝑞𝑟

)
− 𝐼𝑦𝑧

(
¤𝑟 − 𝑝𝑞

)
−
(
𝐼𝑧 − 𝐼𝑥

)
𝑟 𝑝 (25)

𝑁 = 𝐼𝑧 ¤𝑟 − 𝐼𝑥𝑦

(
𝑝2 − 𝑞2

)
− 𝐼𝑦𝑧

(
¤𝑞 + 𝑟 𝑝

)
− 𝐼𝑧𝑥

(
¤𝑝 − 𝑞𝑟

)
−
(
𝐼𝑥 − 𝐼𝑦

)
𝑝𝑞 (26)

The aeromechanics analysis is queried at every mission segment to first obtain the net forces and moments due to
aerodynamics, propulsion and inertial loads. The loads are provided to the EoM that give the dynamic equilibrium
residual constraint given by Eq. 14. The parameters to solve for at a given mission segment include a subset of the
state vector ®𝑥, and a subset of the control vector ®𝑢. Different mission segment may require specified parameters. For
example, a climb segment requires the rate of climb ¤ℎ to be specified. The authors denote the RPM of a rotor at a
mission segment as (Mission segment)

(Rotor)𝜔 and the Control surface deflection at a mission segment as (Mission segment)
(Control surface)𝛿. Table 1

provides a summary of the parameters used for the mission segments shown in Fig 11.

Table 1 Lift-plus-cruise mission segment dynamic equilibrium setup

Mission Segment Specified State Vector DVs Control Vector DVs
Cruise ®𝑥 = {\} ®𝑢 = { Cruise

Elevator𝛿,
Cruise

Pusher Rotor𝜔}
Climb ¤ℎ ®𝑥 = {\} ®𝑢 = { Climb

Elevator𝛿,
Climb

Pusher Rotor𝜔}
Hover ®𝑥 = {} ®𝑢 = { Hover

Lift rotor 1𝜔,
Hover

Lift rotor 2𝜔,
Hover

Lift rotor 3𝜔,
Hover

Lift rotor 4𝜔}

6. Motor Sizing and Analysis
In a system-level setting, the motor discipline is commonly represented using simplified surrogate models and

data-driven relationships, neglecting the internal topology and physics of the motor; this includes constant efficiency
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assumptions [101] and simple weight estimation models based on empirical torque-to-weight [102] and power-to-weight
ratios [103]. These approaches are effective for preliminary performance estimates but are limited in scope and reach.
The motor model developed here aims to analytically represent the motor sizing and performance with a physics-based
approach, and increase the fidelity of preliminary models. This low-fidelity model is divided into a sizing submodel and
analysis submodel; a detailed architecture is displayed in Fig. 16.

Motor 
Sizing

Magnet 
MEC

Motor 
Geometry

Flux 
Weakening

MTPA

Power, ?
Post - 

Processing

IqMTPA

L, D

IqFW
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?EM
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?EM

Motor 
Geometry

Motor 
Geometry

? , ?L, 

Vmax

Bm, ? m, 
RDC

Fig. 16 Flowchart of analysis for each motor per mission segment

The motor sizing determines the motor geometry and is based on simplified empirical relationships found in [104].
These relationships determine two main subsets of the motor geometry: large-scale geometric parameters such as stator
diameter and motor length, and internal motor sizing parameters like air-gap depth and stator tooth width. The two
subsets of the geometry are incorporated in different areas of the motor performance analysis, and are also utilized to
calculate the motor mass. The performance model determines the efficiency and power output for each load case, which
utilizes the motor geometry from the sizing model and the speed and load torque for each operating case. The model is
represented in an implicit manner to relate the unknown electromagnetic torque and efficiency to the known load torque
input; the electromagnetic torque acts as the state within the performance model to minimize a residual relating torque
and efficiency:

𝑅(𝜏𝐿 , 𝜏𝐸𝑀 , [) = [𝜏𝐸𝑀 − 𝜏𝑙𝑜𝑎𝑑 = 0. (27)

Using the motor geometry from the sizing model, a magnetic equivalent circuit formulation is implemented based
on [105] to estimate internal magnetic and electric components such as magnet strength and inductance. These outputs
are then incorporated to determine current based on operating voltage using a smoothed formulation of two discrete
control modes: flux-weakening [106] and MTPA [107] to determine the operating current based on operating voltage.
The flux-weakening control method operates at the voltage limit, while MTPA governs the operation below the voltage
limit. The output power and efficiency are then computed based on the resultant operating current. The full motor
performance model, with integration of the physics-based analysis models and smooth control modes, can generate an
efficiency map spanning the RPM-torque space, shown in Figure 17. The following nomenclature is defined: 𝜔 the
rotor RPM, 𝑃 the power, 𝜏𝐿 the load torque, 𝜏𝐸𝑀 the electromagnetic torque, 𝑉𝑚𝑎𝑥 the voltage limit, 𝐵𝑚 the magnet
flux density, Φ𝑚 the magnet flux, 𝑅𝐷𝐶 the DC resistance, 𝐿𝑑 the d-axis inductance, 𝐿𝑞 the q-axis inductance, 𝐼𝑞 the
q-axis current, [ the efficiency, 𝑅 the residual, 𝐿 the motor length, and 𝐷 the motor diameter.
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Fig. 17 Motor efficiency map

7. Powertrain Analysis
The powertrain modeling follows a simplified approach and architecture for this test case. It should be noted that

there is literature on the design on the powertrain architecture [108]. The powertrain components modeled here are the
inverter, the DC bus, and the DC-DC converter; each component is assumed to have a constant efficiency, which can be
represented as

𝑃𝑜𝑢𝑡 = [𝑃𝑖𝑛 (28)

The powertrain structure is centered at the DC Bus and divided into an upstream or downstream section; the downstream
section considers the connection to the output load at the motor and represents each propulsion system containing a
rotor and motor, while the upstream section connects the central DC Bus to the power source. A key simplification
made in this powertrain architecture is the use of only one battery branch for the entire aircraft. The power draw from
each motor for each mission segment is fed first into the inverter, where the power increase upstream across the inverter
is determined by the constant efficiency; then, the power draw at the inverter stage for each branch is combined at
the DC Bus. This determines the power output from the lone battery branch. After the power increase across the
DC-DC converted is calculated, we arrive at the required output power from the battery. The powertrain architecture
implemented in this work is shown in Fig 18.

8. Battery Sizing and Analysis
In this work we use a simplified battery sizing and analysis approach. The battery mass is a design variable controlled

by the optimizer. Given a battery mass 𝑚𝑏𝑎𝑡 (kg) and a user provided battery energy density 𝜌𝑏𝑎𝑡 (Wh/kg), the total
energy capacity (kJ) of the battery is computed as

𝐸𝑡𝑜𝑡𝑎𝑙 = (𝜌𝑏𝑎𝑡 · 3600)
(
𝑚𝑏𝑎𝑡

1000

)
(29)

A battery energy density of 400 Wh/kg is used in this work.
Denoting the power profile as 𝑃(𝑡), time as 𝑡, and total time of the mission as 𝑇 , the end-of-mission state-of-charge

is computed as

𝑆𝑜𝐶 = 𝐸𝑡𝑜𝑡𝑎𝑙 −
∫ 𝑇

0 𝑃(𝑡)𝑑𝑡
𝐸𝑡𝑜𝑡𝑎𝑙

(30)
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IV. Results
In this section, we present the results from different optimization studies on the eVTOL aircraft model for our

candidate mission.

A. Optimization problem
The full-scale MDO problem we solve consists of a total of 108 design variables and 16 constraints. The design

variables define the geometry and operating conditions of the vehicle. The geometric design variables allow for the
design of the shapes and/or locations of the wing, empennage, rotors, motors, and battery. The operating condition
design variables include the rotor rpm, vehicle pitch angle, horizontal tail deflection angle, and the cruise altitude. The
objective to minimize is the gross mass of the eVTOL. The statement of the full-scale MDO problem is provided in
Table 2a.

In the full-scale optimization problem, each of the nine rotors and motors are individually designed. Therefore,
corresponding to each rotating assembly, we have nine sets of design variables for rotor blade and motor design. The
blade twist for a single rotor is defined using B-splines with four control points while the blade chord is defined linearly
using the root and tip chord values. The wing twist is defined using five B-spline control points. The horizontal tail is
allowed to move along the x-axis so that the tail moment arm is a design variable. Similarly, the battery location is also
allowed to vary along the x-axis. There are two design variables corresponding to the climb and cruise mission segments
for each of propeller speed, vehicle pitch angle, and horizontal tail deflection. In addition to the trim, acoustic, and
state of charge constraints discussed earlier, we have other constraints to ensure feasibility of the design and operating
conditions. For instance, the rotor tip clearance constraints ensure that the rotor diameters are such that the rotors do not
interfere with each other. There is a constraint to ensure that the vehicle’s speed is always above its stall speed. We
observed that the torque needed from the pusher motor was significantly higher so another constraint ensures that the
pusher motor operates at a torque always less than the maximum available torque during climb and cruise.

We also define a baseline optimization problem (given in Table 2b) where the geometry of the entire aircraft is
fixed as the original NASA LPC model. The motor dimensions for the vehicle model are approximated using PMSM
(permanent magnet synchronous motor) data sheets. The motor length and diameter are chosen from the data sheets
such that the maximum torque requirements are satisfied at any operating point in the mission. The battery mass and
operating conditions are the only design variables for this problem and no geometric constraints apply to this problem.
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(a) Full-scale

Variable/function Quantity

minimize gross mass
w.r.t. rotor radii (×9) 9

blade twist (4×9) 36
blade chord (2×9) 18
motor length (×9) 9
motor diameter (×9) 9
wing area, wing aspect ratio 2
wing twist 5
HT area, aspect ratio, location 3
battery mass, battery location 2
lift rotor speed 8
propeller speed (×2) 2
vehicle pitch angle (×2) 2
horizontal tail deflection (×2) 2
cruise altitude 1

# design variables 108

subject to trim residual norm 1
final state of charge 1
stall speed 1
sound pressure level 1
rotor symmetry 4
rotor tip clearance 2
maximum motor torque (×2) 2
motor symmetry 4

# constraints 16

(b) Baseline

Variable/function Quantity

minimize gross mass
w.r.t. battery mass 1

lift rotor speed 8
propeller speed (×2) 2
vehicle pitch angle (×2) 2
horizontal tail deflection (×2) 2
cruise altitude 1

# design variables 16

subject to trim residual norm 1
final state of charge 1
stall speed 1
sound pressure level 1

# constraints 4

Table 2 Optimization problem statements

B. Gross mass minimization
We first consider the minimization of gross mass for the optimization statement in Table 2a. The optimization

converges to allowable tolerances for the objective and constraints. In this problem, the trim residual norm, stall speed,
and the end-of-mission state-of-charge are the active constraints. The sound pressure level at hover on the other hand is
inactive at 250 ft and 0 degree observer angle (based on the Uber Elevate white paper [100]). The constraint becomes
active at 200 ft and 45 degrees observer angle. The authors attribute this to the noise model used in this work. Future
work will consider more accurate noise models and the maximum noise level on the ground rather than at one specific
observer angle.

Figure 19 shows the initial and optimized design of the NASA LPC concept. It is seen that the wing span has a
significant effect on the design. A slight change in the fuselage is also seen. Figure 20 shows the initial and optimized
design for the pusher rotor and one of the lift rotors. As with the 3-D view of the concept, it is seen that the designs are
significantly different. It is also seen that the chord and twist distributions are important parameters to include in the
design.

The initial design had a structural mass of 2822.42 lbs, battery mass of 1690.95 lbs, and a total mass of 7466.70 lbs.
At the end of the optimization, the structural mass reduced to 2107.69 lbs, the battery mass to 1554.63 lbs, and the total
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mass to 6615.65 lbs. Thus, the optimization results in a design with 11.4% lower mass.

Fig. 19 Initial and optimized design for gross mass minimization

Fig. 20 Initial and optimized rotors for gross mass minimization

We minimize the gross mass of the vehicle for the baseline and the full-scale problems to study the sensitivity of
the optimization results to constraints and fixed parameters in the model. Figure 21 shows that the end-of-mission
state-of-charge has a significant effect on the optimized gross mass while the noise constraint has only a minimal impact.
We see that as the end-of-mission SoC requirement increases, the battery mass necessary to support it also increases.
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As a result, the gross mass increases by approximately 200 lbs for every 10 % increase in the SoC for the LPC model
under consideration.

The sensitivity of optimized gross mass to different fixed parameters in the computational model is shown in Fig.
22. Supporting a longer range requires more energy, hence more battery mass is needed for longer ranges. The baseline
optimization did not converge for a range of 54 nm and hence is not included in the plot. Higher cruise velocities result
in faster and less efficient discharge of batteries. Therefore, higher cruise velocity missions require more energy to
compensate for the inefficient discharge and consequently requires more battery mass. In essence, longer ranges and
higher cruise velocities entail increased gross mass. As battery energy density increases, less battery mass is required
for meeting the energy demand, and we see that the gross mass decreases with increasing battery energy density.

Fig. 21 Sensitivity to state-of-charge constraint

Fig. 22 Sensitivity to range, cruise velocity, and battery energy density

We see from all the studies that the full-scale MDO resulted in a design that was approximately 800 lbs lighter than
the baseline optimized design. Thus, simultaneous optimization considering the geometry and operating conditions
of the vehicle is more successful at minimizing the gross mass than the optimization considering only the operating
conditions and battery mass.

V. Conclusion
This work uses a framework under-development named Comprehensive Aircraft high-Dimensional DEsign

Environment (CADDEE) for eVTOL sizing. The novelty of CADDEE is its use of the CSDL language to automatically
compute derivatives of the highly coupled disciplines involved in aircraft design, and thereby use efficient gradient-based
optimization methods to size the flight vehicle. CADDEE uses a geometry-centric approach to MDO to provide
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the necessary meshes for physics-based solvers, and obtains the derivatives when the mesh is deformed. Further,
CADDEE is written in a functional form that is invariant to the vehicle concept, the propulsion system architecture, or
the physics-based analysis methods used, and thus can size conventional aircraft or novel concepts, fuel-based or new
propulsion system architectures.

The framework is demonstrated by sizing the NASA LPC eVTOL concept. Low-fidelity models of aerodynamics,
propulsion, structural weight estimation, aeroacoustics, motors, powertrain, and battery are coupled together. The
optimization problem has 108 design variables and 16 constraints, and converges to a minimum mass solution in about
30 minutes on a standard desktop computer. The low turnaround time to obtain a solution demonstrates the efficiency of
gradient-based optimization.

It is found that the mass obtained when considering geometric design variables in the optimization problem is lower
than when the geometric design variables are not considered. This demonstrates the benefit of considering fully-coupled
MDO with geometric design variables.

A number of key considerations in flight vehicle sizing were neglected in this work, such as subsystem sizing,
dynamic aeroservoelastic analysis, stability & control, rotor mass estimation, and thermal management. Future work
will build on the current framework to include these considerations. Future work will also consider higher-fidelity
physics-based analysis tools for the disciplines. To keep computational cost low, the use of reduced order models as
surrogates for the high-fidelity physics-based analysis will be explored.

The CADDEE framework is under development at the large-scale design optimization (LSDO) lab at the University
of California San Diego. An open-source version will be released in the near-future.
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