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Abstract 

This dissertation describes two-dimensional nuclear magnetic resonance theory and 

experiments which have been developed to study quadrupoles in the solid state. The 

technique of multiple-quantum magic-angle spinning (MQMAS) is extensively reviewed 

and expanded upon in this thesis. Specifically, MQMAS is first compared with another 

technique, dynamic-angle spinning (DAS). The similarity between the two techniques 

allows us to extend much of the DAS work to the MQMAS case. Application of MQMAS 

·to a series of aluminum containing materials is then presented. The superior resolution 

enhancement through MQMAS is exploited to detect the five- and six-coordinated 

aluminum in many aluminosilicate glasses. Combining the MQMAS method with other 

experiments, such as HETCOR, greatly expands the possibility of the use of MQMAS to 

study a large range of problems and is demonstrated in Chapter 5. Finally, the technique 

switching-angle spinning (SAS) is applied to quadrupolar nuclei to fully characterize a 

quadrupolar spin system in which all of the 8 NMR parameters are accurately determined. 

This dissertation is meant to demonstrate that with the combination of two-dimensional 

NMR concepts and new advanced spinning technologies, a series of multiple-dimensional 

NMR techniques can be designed to allow a detailed study of quadrupolar nuclei in the 

solid state. 
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Chapter 1 

Introduction 

More than 60% of the isotopes in the periodic table have an uneven distribution 

of nuclear charges, and thus an electric quadrupole moment. The coupling between 

the nuclear quadrupole moment a.ncl the electric field gradient (EFG) generated at 

the center of the nucleus gives an electric quadrupolar interaction that dominates all 

other internal spin interactions (such as che;·nical shift and dipolar interactions) that 

a. qua.drupolar nucleus experiences. The nuclear magnetic resonance (NMR) spectra 

of qua.drupoles are often broadened by this interaction, whose second-order effect 

can not be efficiently removed by the conventional sample rotation method magic­

angle spinning (MAS). The low resolution of the resultant spectra. greatly limits the 

applicability of Nl\1R to various important materials, and requires novel techniques 

to give liquid-like resolution in tlw solid-state. 

Dynamic-angle spinning (DAS) [1, :2] and multiple-quantum magic-angle spinning 

(MQMAS) [:3] are two of 1.1rc most. irnportant dcveloprnents that overcome the resol­

ution problem. DAS, first realized at 11crkeley in 1990, has evolved into a. relatively 

mature technique by now; the l'dQJVIAS method proposed by L. Frydma.n in 1995, 

however, is showing great. promise and ha.s sonw intrinsic advantages over DAS. This 

thesis describes the !\!Ql\1:'\S <trrd D:\S experimctrts I performed at Berkeley that 

represent some newer contributions to high-resolution Nl\1R of qua.clrupoles. Even 

though my resea.rclt has hccn f'ocusing on \IQJ\1!\S. the great similarity between DAS 

a.ncl MQMAS makes it desirable to present. hot.h teclrniques in parallel, and compare 

them when possible. 

Following this short introduct.ion, chapter 2 presents sorne basic NMR theories 



that are used throughout this thesis. In chapter :3, DAS and l'vfQMAS are discussed 

and compared to each other in great detail. The similarities between the two tech­

niques are clearly demonst.rated and various developments based on DAS are shown 

to be equally applicable to l\,1QMAS. Chapter ·1 applies MQMAS to 27 Al-containing 

minerals and zeolites. Tl1e a{lvantages of l\1QMAS over MAS is illustrated in both 

crystalline and glass samples. Preliminary application of MQMAS to 170 is also 

given. Chapter .5 shows another interesting experiment. that utilizes MQMAS to give 

high-resolution HETCOR spectra for quadrupoles. 

The last chapter in this thesis focuses on the switching-angle spmnmg (SAS) 

technique that allows the detcrrninaJion of chemical shift parameters along with the 

relative orientation bet\vcen the chemical shift and qua.clrupolar principal axis systems 

(PAS). Compared to conventional one-dimensional techniques, this method is more 

accurate and reliable, \\'hen the magnit.udc of cliemical shift interaction is moderate. 

Since MQMAS is now a hot t.opic in the NMR community, great advances have 

been achieved in the past. two years. :'\ brief review of this area is given in the 

appendix. \Nith this review , the thesis becomes a complete reference for high­

resolution NMR of quadrupolcs. 



Chapter 2 

Basic NMR Theory 

The wealth of structural and dynamic information 111 NMR experiments comes 

from the c'ombination or various nuclear spin interactions and the external perturb­

ations applied to the syst.em. The nuclear spin interactions affect the eigenstates 

of the system, therefore change the experimental NMR spectra. The external per­

turbations generated by HF' fields can be manipulated with arbitrary flexibility to 

selectively utilize or average out. specific int.eraction(s), leaving us with spectra mani­

festing different aspects of the system. 'T'here have been many good books that 

provide general discussions of t:hc prirKiplcs of r1uclcar magnetic resonance [4, .5, 6, 7] 

and its application t:o solid staLe materials [8, 9]. In the current chapter, I will only 

include some fundamentals of N!\1 R theory that are used in the later chapters to 

describe the more advanced NNrn cxperinwnts. 

2.1 Rotations 

All techniques used for selective averaging in Nl\111 rei.)' on rotations of one or 

another kind of the internal 1-Iarniltonians. The behavior of any physical property 

under rotation carr he studied lllOre <'asily when Lire property is expressed in terms of 

irreducible tensor operators [I OJ. The rec-rson is· UraL t.lw transformation of the tensors 

under rotation is well k11own. 

Rotations in NiVIR take two distinct f"orrns: rotations in spin space and rotations 

in real space. Each NMH llarniltonian can be written as a sun1rnation of product of 

:3 



spin and spatial tensors as shown below. 

I 

H.\ = """ """ ( -1 )m fl·\ T'\ L..., L..., ·1,-m ·lm (2.1) 
I m=-1 · · 

The tensor components Ri;n and Ti~~ are the spatial and spm tensor components, 

respectively. The rotations in each space only affect the variables in that space, thus 
• 

by writing the Hamiltonians in the above form, the spin and real spaces are decoupled 

a.nd handled separately. 

A rotation is often specified by three Euler angles (o:,/3,/) between the two ref-

erence frames before and after rotation, as shown in Figure 2.1. An /th-ra.nk tensor 

then transforms in the following way. 

z 

Z' 

Figure 2.1: The E~uler angle's o. ;i,; that describe 1he transformation between two 
reference frames. 

I 

A;m = L /}~:~, ( 0, /3, ;)Atn (2.2) 
n.=-1 

Here, A and A' are 1.e11sors i11 Ll1c origimtl and new frames. The evaluation of tensor 



D(l) is facilitated by the reduced Wigner rot<-ition matrix elements d~Jn. 

D (l) ( , ~~ ) _ o-i(mo+n-y) /(/) ( (.1) 
nm o' 1~ ' I - e c ·nm .P (2.3) 

For most of the work in this thesis, I will deal primarily with second-order tensors 

in the spin and spatial spaces. Thererore, a table of second-order Wigner matrices is 

included here for further references. 

m. 

2 0 -1 -2 

2 e+~os/3 )2 - l+r;•s.l3 sin (J JJ sin
2 ~ - 1-r;•s/3 sin~ e-~os(1 )2 

1 J+~os/3 sin {3 cos2 (J- I-eos (3 -J~ sin 2!3 I +cos (3 _ 
08

2 {J 1-cos/3 · {J 
2 2 c ·~ --

2
-sm . 

0 ~~ sin
2 

{J ~~ ·in ')i} 
.'3cos2 fl-1 -~~sin 2{3 ~~ sin

2 {J 8 s -~'· 2 

-1 1-r;os (3 sin {J - cos2 (J + 1 +•:os(J J3 ,' •)(1 - 1-~)s f3 + cos2 {J - J+~os(1 sin {3 
2 8 s1 n ~ ~ 

-2 e-~os/3? I-eos t3 , • f.J - 2- Sin/~ /4 sin 2 (J ::; 
1 +cos (3 • {J -

2
- Sill ( J+~os/3 )2 

Table 2.1: HediiCed \Vigner rotation matrix elernents d~~~ ({J) 

2.2 Perturbation Theory 

Static perturbatio11 theory [11. 12] is used throughout this thesis to analyze the 

effects of the nuclear spin Hamiltonians on the rcsttltant Nl\11l spectra.. The theory 

is useful when the Hamiltonian can be written as 

ll = flo+ >.V, (2.4) 

where V « H0 and 0 :::; A :::; I. :\sst1ming that I he eigenstates and eigenvalues of H0 

are In > a.nd E,, that is 

lfo!n >= En!n >, (2.5) 

perturbation theory makes the assumption tlJi~\.t the eigensta.tes and eigenvalues of 

Hare obta.ined hy a.ddi1tg higlwr order cotTect.ion tcrrns to those of' the unperturbed 

'l 



system. 

IN> (2.6) 

.,. \)I) \2)2) ... '-n+"''-N +"''-N + (2.7) 

Here, IN(i) > and £~1) are a senes of correction terms to the eigenstate In > and 

eigenvalue En· Inserting Eqns 2.6 and 2.7 into 

HI/V >= (flo+ .\\/)IN>= EN IN>, (2.8) 

and collecting terms on both side of the equation with the same power of.\, the first-

and second-order energy corrections can be obtai ned. 

(2.9) 

(2.10) 

The result on the first-order energy coiTcction states that we need merely to 

calculate eigenvalue corrections 11sing the original basis set. This is equivalent to 

ignoring all the terms in \:that do not comirlltte witl1 the basis Harniltonian H0 (non-

secular terms). Using a 1m1trix represent.ation, this means that all the non-dia~gona.l 

matrix elements in V are neglected and the llamiltonia.n Ho+ Vis approximated by a 

diagonal Hamiltonian. This process of' t.n1ncating Harniltonians has proved essential 

in the treatment of internal spin ILliniltonians in Nf\1R. 

2.3 Nuclear Spin Han1iltonians 

The nuclea.r spin Ilamilt.OIJi<lns consist. of a n11mhcr of terms that describe phys-

ica.lly different interactions of the nllCiear spins. 

(2.11) 

6 



The first t\vo terms, Hz and HnF, rerlect. the coupling of the nuclear magnetic dipole 

moment with the external st.atic and RF magnetic fields. These fields are controlled 

by the experimenter. The last three terms are determined by the local environment 

around the nucleus instead. or all the spin interactions mentioned here, only the 

electric quadrupolar interaction will be discussed in any details, as the thesis is mainly 

concerned with half-interger quaclrupolar nuclei. 

2.3.1 Zee1nan Interaction 

The single strongest interaction in high-rielcl Nl\H~ experiment is the Zeeman 

interaction, whose rnagnit.ude is proportional to the static magnetic field strength 

B0 . This direction of B0 also dcJincs t.he .:--axis of the laboratory frame. 

liz = -li.; /Jo fo = -!i~..t.-·o fo (2.12) 

In this equation, /' is a. ratio IJctwcen t.he nuclear dipole moment and the nuclear 

angular momentum (gyromag11etic ratio), and ~..t.-'o is the Larmor frequency. The spin 

operator 

fo = lz (2.13) 

is one of the three spherical operators making up t.lw complete spin operator set. The 

other two are deri ned hclo\\". 

(2.14) 

The eigenstatcs of tlw donlinati11g Z<'clmlll 1-laJllilt.onia.n form a basis set for 

the perturbative treatnl<'Jlt. of other IIIJclear spin interactions. A nuclear spin with 

quantum number I will have "21 + l cigenstates. each denoted as J!m > where 

-[ < m :::; /. In the basis set formed by these eigenstates, the matrix elements 

-
I 



of the spin operators are given below. 

Iollm > (2.15) 

hllrn > ± ~Ju =t= m)(I ± m + l)j/, m ± 1 > (2.16) 

2.3.2 Quadrupolar Interaction 

\Vhile the nuclear cha.rge distribution for a spin-~ nucleus is spherical, the distri-

bution is uneven for a. quadrupolar nucleus. The reorientation of the nucleus therefore 

affects the energy of Lhe nucleus and the electric interaction of the nucleus with its 

surrounding becornes important when dealing with a. quadrupola.r nucleus. Classic-

ally, the interaction between a. cltarge dist:ribution Q(7"-:) and a.n electric field potential 

V(17 ) is 

(2.17) 

integrated over the three-dimensional space. Since 1/(17) often takes a quite complex 

form dependent on the spatial distribution of all the elc~ctronic and nuclear charges, 

a Taylor series expa.nsic)ll is used instead to sirnplify Eqn 2.17. 

(2.18) 

The expansion is ah01tf t ltc ceti1n of rnass oft he nwl<'tts. which coincides with the 

center of charge of the~ llltcktts. Suhst it.uting Eqn :2.1 S into Eqn 2.17 yields the 

following expression. 

a1· 1 rPV 
EQ = z e v ( 0) + """ 1~. -:-). 1?=0 + ·)1 """ ex. fJ ') . •;) J lr=O + ... ••=7.,.: ( n -· •)·,

1
_-/;;;,y.o · ,_ (JOIJ/.J 

(2.19) 



Here, Ze is the total charge density of a. nucleus, 'which IS constant and of little 

interest; the a component of the electric dipole moment 

(2.20) 

equals to zero since the center of mass and center of charge for a nucleus coincide. 

The third term is the product of two second-;·ank tensors. The a(J component of the 

electric quadrupole mornent q:"B is defined below. 

(2.21) 

The a(J components of the> clcct.ric field gradient: (I::FG) tensor is defined as 

(2.22) 

It is more convenient. to express t.he 8FG tensor in its principal a.xis system (PAS) 

with its three eigenvalues 1<.\· x, h·-v and Viz. These eigenvalues fulfill the following 

relationship. 

I V?, z I ~ I Vi· l'l ~ I Vx x I (2.23) 

Since the EFG tensor 1s t.racelcss, l\\'o parameters ( eq and 'l]q) are actually enough 

to define it uniquely. 

C(j I ~z (2.24) 

v.\'x - li'l' 
l]Q 

Viz 
(2.25) 

The second parameter 17q is t:ltc a.syrnmct:ric pararnct.er of the electric field gradient 

and takes a. value bctwceJJ 0 and I. 'fhis parameter renccts the loca.l symmetry 

around the nucleus, and cqtJals to zero when the surrounding of the nucleus is axial 

symmetric. 



The derivation of the quanttim nwcltanical Hamilt.onian for a quadrupolar nucleus 

then becomes quite complicated [4, GJ, but the final result has the following form .. 

2 

1·1 - /'1 . 1 "\""' L1 Q 1,Q Q - ·lkQ L..., : 2.-m 2m (2.26) 
'ln=-2 

where 

cq · eQ 
'-'-'Q = '21 ( 21 - I ) h (2.27) 

21(21- 1 )/1 .. 

The nuclear quadrupole moment eQ is derived from Q' in 8qn 2.21. A quadrupolar 

coupling constant Cq is now introduced to report the coupling between the nuclear 

quadrupole moment and t.he electric field gradient. 

(2.28) 

The different spin tensor components in 1-::qn 2.26 have the following meanings . 

. , .. Q -
- 20 -

·z·Q 
2.±1 

'/'Q 
2.±2 

The spatial tensor corn ponent 

'2 

2 
I± 

A~J, = L /);1~;, ( Clq' ;lJ' lJ )p;~, 
n=-'2 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

is expressed in the la.hora.l.ory f'nunc. Tlw spatic:d Lc'nsor pq 111 the quadrupole prin-

cipal axis frame (!)AS) is dC'f'incd <-ts 

Q ~ (2.33) f>·2u ) 

Q 
f'2.±1 0 (2.34) 

Q 
fJ2.±2 e qQ -· (2.35) 

10 



These two tensors relate to each ot.her through a general rotation with three Euler 

angles aQ, {JQ and 'YQ bct\\'cen the two frames. 

The magnitude of quadrupola.r interaction is often 111 the megahertz range, a.nd 

qua.drupolar interaction clorninates all other nuclear spin interactions except for the 

Zeeman interaction. Pert.urba.t.ive treatment for this interaction needs to be carried 

out to the second-order to fully account for its influence on the NMR spectra.. On 

the other hand, CQ and 17Q contain invaluable information about the local geometry 

around the nucleus that experirnental extraction of them has proved essential in the 

determination of struct.ur<' and dynamics of many classes of materials. 

2.3.3 Che1nical Shift Interaction 

Chemical shift int.cract.ion is <-1 magnetic intec~ract.ion deriving from the coupling 

between the nuclea.r dipole nwr1wnt and tire local rnagnetic rield created by the mo-

tions of the surrounding electrons. The llarniltonian is expressed here in the labor-. 

atory frame using a. spherical tensor representation. 

'2 

lies· = li1·( .-1~;;;"·7:;;;--' + <lcs L (2.36) 
m=-2 

In this equation, the spin spac(' tensors are given below in E:qn 2.~37 to Eqn 2.40. 

Tc . .:; 
00 /Jo fo (2.37) 

r;(;s· If ~ Bu lu (2.38) 

T:i:':, I -
JiBul± (2.:39) 

1 

res . 2.±2 0 (2.40) 

Similar to tire qlla.clrrrpolc case. it. is more convenient to define chemica.] shift 

parameters in its principal axis svsl<'rn (P:\S). The Llrree eigenvalues of the tensor 

II 



are 6xx, on· and Ozz. The isot.ropic chemical shirt. is t.hen the tra.ce of the chemical 

shift tensor. 

(2.41) 

The assignment of ox .. \, cln·· and clzz needs to fulfill the following condition. 

(2.42) 

The chemical shill anisotropy (CS:\) and asymmetric parameter are defined by 

:~ - -
-(b"77- ()• .. ) 2 · F-1.1'..! l8U 

S, x - cln·· 
(lzz - c)iso ' 

(2.43) 

(2.44) 

where Oc;s characterizes th<' size of" CSA and '7cs reflects the local symmetry around 

the nucleus. 

Using the above definitions. the spatia.! tensor components pf/ tn the chemical 

shift PAS are clescrihecl a.s 

c ..... 
fJoo 8;..,{) (2.45) 

c.:.· II (2.46) P2()-
) 

c..:; 
P·i .. ±l 0 (2.4 7) 

(__.'.'; 

P2.±2 r ,,,. ,. ~- (2.48) 

The spatial tensor Acs in the laboratory frame is oht.a.ined from the PAS frame tensor 

pes through a. general rot. at io1 1. 

(2.49) 
n=-1 



Here, cx05 , (3c:s and --/'5 arc E~uler angles between the CSA PAS a.nd the laboratory 

frame. 

Chemical shift anisotropy is usually in the range of kilohertz and is more conveni-

ently reported in the units of parts per million (ppm). Perturbative treatment of this 

interaction only needs to be done to the first-order. Like CQ and 17Q, 8;80 , 8cs and 

TJcs probe the local structure and dynami~:s ncar to the nucleus that a series of NMR 

applications are solely dependent: on the accurate measurement of these parameters. 

2.3.4 Dipolar Interaction 

Dipolar Interaction (DI)· hehvcen two sptns /,: and lj ts described by following 

equation. 

l 

II D = -liu: 
1) /)I) I: (2.50) 

m=-2 

Here, w 0 is the JnagnittJck of t.hc dipolar interact.iotl that ranges from zero to tens 
'J 

of kilohertz for dirfcrc111 spin pairs. 

The spin tensor components an.· given hv 

., .. /),} 
2.±1 

'j''/)'J 
2.±2 

I . 
-(:~/'7 1·7 .·-I· I·) yiG ''·' '"./ I ./ 

Ji 
-(1'7·1± +1±·17·) 2 ,,,/ ·.1 ,/ h,.J 

(2 .. 51) 

(2.52) 

(2 .. 53) 

(2 .. 54) 

The lab franw tensor A0
•1 is defiJwd based on tensor pD') in the dipolar principal 

axis system (PAS). TIIC cotlvcrsion het.\\'('Cn the two tensors involves only one Euler 



angle (j3D;;) since only t.lte .::-axis of' the dipolar PAS frame is fixed. 

n=2 
1 D;; 

.--lm I: D(2) (0 j3D 0) D;) 
nm _ ' 

11
' fJ2n (2.55) 

n=-2 

where 

D;; if (2.56) fJ20 ) 

D;; 
P2,±I () (2.57) 

D,, 
fJ'2.±2 0. (2.58) 

The strong depencle!lCC or '-'-'o on the distance between the two spins makes the 
') 

dipolar interaction a tiniql[(~ probe ott int.ernuclcar dist.ances. This thesis, however, 

will not consider dipolar int.eract.ion in !lluch detail. The readers can consult with 

other references to see !tow t~ltc dipolar int.eraction is utilized to enhance NMR signal 

[13, 14], to do spectral cdit.ing [I .1)] and t.o esta.blish coi'mectivitics among complex 

spin networks [5, I G]. · 

2.4 Perturbative Treat1nent of Spin .Hamiltonians 

\Ve now start. t.o look at Ito\\' tlw internal spin interactions affect the NIVfR spectra 

using pertmbation t.IIC'ory. :\s tncnt ioned before. first.-orclcr perturbative treatment 

is needed for all titre<' or til(' intc·ract.ions (CS:\. Ql and Dl), while second-order ex-

pa.nsion is also needed \\'lt<'IJ d(';tli11g \\'it.l1 t.!Jc <pi<-tdrllpolar interaction. As long a.s the 

first-order pertJirbatiotJ t.IJ<'ory is cotJC<Tll<-'d. only t.he secular part of' the Hamiltoni­

ans that commute \vith tlw Z<~·cn1an llamiltonian rernains and all other terms can be 

safely dropped. 

1 'l 



2.4.1 Static Sa1nple 

The part of the chernica.l shift Hamiltonian that commutes with the Zeeman 

Hamiltonian is given below. 

'

, - f I' s: ,1-.cs· cs 
1-0.-'o<'>iso o + ryuc:s 20 .420 

(2.59) 

In terms of the energy correction, Eqn 2.9 is used and 

(< lmiHcsllm >- < lnlrfcslfn >)/h 

(2.60) 

The factor (m- n) lwr<' sugg<'sl.s that the :3/2 +--+ -:3/2 transition would have a 

chemical shift tripled tktt of Llw 1/2 +--+ -1/2 transition. ·· 

Truncation of the qttadrupolar 11;-uniltonian tot he first-order gives 

li~.<-'q -q . 2 
llq= JG.\ 20 (.3/0 -/(/+1)). (2.61) 

The first-order ell<'rgy cot-r<·ct io11 to stcil<' lim > is agai11 calculated by inserting this 

equation into Eqn 2.9. 

(2.62) 

It is insightful to \\'ork 0111. the <-'IH'rgy dirf"<'r<'nces for vario11s transitions of a half-

integer quaclrupolar 1111clcus. 

(2.63) 

~('IQ 1

"1/JH-111 
() (2.64) 
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For the m +-+ m - 1 transition with m #- t, the correction is in the order of WQ 

(megahertz) and can hardly be observed in most experiments (for opposite examples, 

see [17, 18, 19]). The most commonly observed central transition (1/2 f-t -1/2 

transition), together with other syrnmetric multiple-quantum transitions (m f-t -m 

transitions), is however, not. affected to the first-order by the qua.drupolar interaction. 

Second-order perturbation theory is thus used, and the final results are described 

below [20]. 

I 2 
1i.;.,'Q . . .., 2 Q Q 
-((4/(/ + 1)- t-im. -l)A21 A2 _ 1 + 

~.;.,•o • 

(2.65) 

This equation reduces t.o the rnorc connnonly used expression for the central trans-

ition. 

(2.66) 

Figure 2.2 shows scllcn1a.t.ically how the energy levels of a spin [ = ~ nucleus are 

shifted by the quadrttpolar interaction. \Vit.hout. the quaclrupola.r interaction, four 

(2/ + 1) equally spaced ctwrgy lc~vcls arc observed. The first-order qua.drupolar inter-

action changes the energy of each lcv<·l by an anlottnL in the order of the quadrupolar 

interaction (megahertz). llo\\'cvcr, the m and -rn energy levels are shifted in the 

same direction, and th(' m +-t -1n. transition frequency is not afr"ectecl to the first-

order. The second-ord<'r qtt<ldriiJ>OicH intcradio11. 11owcvcr, does affect. the transition 

frequencies and tlw fr<'<JII<'Itcv sl1if'ts <He d<"scrihed by [qns 2.()!) awl 2.GG. 

2.4.2 Spinning San1ples 

To yield better rcsoltt1.ion, tno.st. solid-state N!VIH. experiments are carried out 

under spinning condition. Sample spinning int.rodllCes extra rotations in the real 

[() 
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Figure 2.2: Zeeman, first- and second-order energy splittings for I= ~ nucleus. 

space (but does not change the spin space tensors), so the format of the energy 

correction expressions is not. changed ( Eqn :2.GO and E:qn 2.65 ), except that the spatial 

tensors AQ and .4c:.s now involve another rotation in the real space. 

Figure 2.:3 demonst.rat.es the t.n1nsf'ormations \\'C need to perform on a spatial 

tensor A-' in a rot.<tting s<unplc. Tlw tensor is first tr<lnsf'ormecl from its principal axis 

frame (PAS) to the rotor f'null<'. and tiiCII to the laboratory fra1ne. The Euler angles 

involved in the L\\'o trallsf'orlll<t.t.i<ms are (n,.d,/) and (w,.t,O,O) respectively. Herewr 

is the spinning SJWed and 0 is t.l1c' angle bet\\'C<:'n t:hc spinner axis and the static field 

B0 • According to Eqn :2.2. 

I 
\.\ 

·"im. = L L !)~,'}( n' ,IJ, /') ol.'}, (;_,_•,./' 0, O)pi~· (2.67) 
1.:=-1 n=-1 

As a comparison. there is o1ily Oil<' rotation involved in the static case (see Eqn 2.32 

II 



PAS Frame 
(a,~,y) 

Rotor Frame Lab Frame 

Figure 2.3: PAS to rotor Lo lah !'ramc. 'fhe Euler angles used in the tra.nsformation 
are indicated. 

and Eqn 2.49). The above expression is now tirne-depenclent. and can be written a.s the 

sum of the time-independent and titnc-dcpcndent t.<:·rms. The time-dependent terms 

result in extra pC'aks (sidehattcls) in dll !\~In spectntnl. and will not be discussed in 

detail [21, 22]. Here. W<' consider only t.lw t.inH·-ind<'~pendent. (!.: = 0) terms, which 

suffice for the derivatiott o!' ltigiHcsolttliott Nl\1H tlteory. 

For chemical shift ittl.craction. t.hc irnport.ant sp;.d.ial tensor ts Arcis· (Eqn 2.60). 
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According to Eqn 2.67, 

2 2 

Acs _ "' D(2)( 1 11 O) "' l)(2)(o·cs 1-Jcs "'cs)pcs 20 - L.... kO u.:,.· .. , u, L.... nAc ' .J ' I 2n . (2.68) 
n=-2 

The k # 0 terms in the summation can he dropped since they are time-dependent. 

The remaining k = 0 terms give the follmving expression for A~ci5 . 

Here, P2 (cos0) is the second-order Legendre polynomial. 

:3 cos 2 0- 1 
P2(cosO) = ----

2 

A similar result is obtained for the first-order quadrupolar interaction. 

'3 ('()S"' 2 ;JQ I 17 1 ( • '· iJ - Q . ' 
A 2r1

2 = P2 (cos 0) ( + - s1 n 2 (.JQ cos 2aQ) 
2 2 

(2.69) 

(2.70) 

(2.71) 

The expressions for a st.at.ic sarnple can be derived by setting P2 (cos0) = 1 (or· 

0 = 0.0°). Applying Eq n 2.G!J to Eqn 2.fi0, a more often used version of the chemical 

shift frequency is written as. 

c:s + .1cs·( cs· 13cs·) 1) ( . n) 
w' == {...(..;'i.sc1 _,.. 2 0' ~ f 2 COS U , (2.72) 

where 

(2.73) 

and 

(2.74) 

Eqn 2.72 contains an isotropic ler111 t:h<-lL is indepcnck•Jll of crysta.lline orientation, and 

an a.n.isotropic term t.ha.t is clepcndcJJl on !.he crystalline orientation. The latter needs 

FJ 



to be averaged out if' high-resoltilion is desired. Similar expression can be obtained 

for the first-order quadrupolar interaction. 

For the second-order quadrupolar interaction, the product of two second-rank 

tensors (A~mA~-m) needs to be expanded. There are two ways of calculating the 

expansion. The first one works well when the time-dependent terms in the expansion 

are not important and can be dropped (which is the fast-spinning case). The tensor 

product is first explicitly written out as follows. 

AQ ,~Q 
2m···12.-m 

2 

"""' /J< 2 l( Q gCJ Q)D< 2 l( t 0 0) Q L...., n/ 0' ' i· ' "f lm w,. ' ' P2n X 
l.o=-2 

2 
"""' . (2) ,Q r;Q .Q)l'J(2) r} Q L...., Dpk (0 ,;.1 ,/ . ~, __ m(w,.t,fJ,O)p21J 

k.p=-2 

(2.75) 

Only the I = /;; 0 1crrns in Uw above cquat ion are time-independent and are 

separated out. 

Q ,Q 
A2,A2,-1H 

2 

L D~,'~ ( O'Q' (JQ' 'YQ) n&;,~ ( w,. t, {), 0 )P~n X 

11==-2 

2 
"""' (2) q rJQ Q (2) Q 
L...., D110 (o ,p ,"( )Do,-m(w,.t,O,O)p2P 

p=-2 

(2.76) 

For the central transition. t.lte exprcssiott 2 . ..:\~1 .47,_, + .A~2 A7,_ 2 expands as below. 

2 

·);1Q 1 Q + ·1Q ·1Q -
1 """'rt.'·(·'lq)"c>~.·)l·.o.Qc·.c)s·:~J·l":JQ -· 1:21·"12,-1 .- '22·· '2,-2 - 8 L...., 1.) ' . ,, - - ,J 

i.j=O 

(2.77) 

where 

/ - ( ()) ('2) JJ ( • ., r::J) ( cl) fJ ( • ., /)) 
(li.i- (1;.1 + ((i,i '2 (OS I + (/.i.i ,1 COS II • (2.78) 

Here, 

(2.79) 

20 



is the 4th-order LegendrC' polynornial. The .,7Q-dependent ai.i elements are given in 

table 2.2 [2:3, 24]. Using these parameters, static and MAS spectra of quadrupolar 

nuclei can be simulated (simulating the sidebands requires extra. effort). 

(0 2 4 
J a .. (/,ij a .. 

. '1 t) 

0 0 _12(1 + 1772) -
1/(1 - ~17~) 1~;0(18 + 1]~) .5 3 Q 

0 1 0 -
3
; (1 - ~17~) .596(18 + 1]~) 

0 2 0 0 2.(18 + 7]2 ) 32 Q 

1 0 0 2;417Q 8177 ' 
.56 Q 

1 0 - 2•177 27 
7 Q ~7Q 

1 :2 0 0 --s17Q 

2 0 0 0 27772 
32 Q 

2 0 () -2772 8 Q 

2 :2 0 () 2.772 32 

Table 2.2: Coefficients in the anisotropic cosine expansion for second-order quadru­
pola.r correction. 

Substituting Eqn :2.11 into Eqn 2.6(i, the enei·gy splitting due to second-order 

quadrupola.r interaction is 

(2.80) 

which after rearrangenwnt, b-tds t.o the following form for the transition frequency. 

,,2Q __ ,2Q ,.\Q( Q ·JQ)/)(· .IJ) _.:\CJ( .CJ ,j-Q)/-)( .,/1) ""' - ""'; "'' + . 2 n , , 2 cos c + . ,1 n , 1 ,1 cos u (2.81) 

Here, 

. p(n 
... (,.. ifi(l 

:l( I (I + I ) - :3/·1) C .1 ( 17Q1 

,Q I+-.·> ) 
'IO..,_•o 12 ( :2/ - 1 ) 2 J 

(2.82) 

is the isotropic second-order q~taclrttpolar shift .. 'T'Iw last. two t~~rms, being anisotropic, 

depend on the crystalline oricntatiott and the relative orientation between the rotor· 

axis and the laboratory f'ranw .::-axis. T'lwse two terms are t;o be averaged out when 

high-resolution spectra ;-1n· desired. 
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If Eqn 2.6.5 instead or Eqn :2.66 is combined with Cqn :2.77, the second-order 

qua.clrupolar frequency shirt for them. *-+ -m tra.nsiti;m is obtained. 

(2.83) 

Compared to Eqn 2.81, three constants dependent on the transition and the spin 

quantum number are introduced. These va.lues are shown in table 2.:3. 

I m. Co c, c2 
:3/2 1/2 1 1 1 

:)j2 -:) 0 -21/27 

.5/2 1/2 I 1 1 
:~/2 6/8 60j:32 114/72 
!)jl -S0/8 -20 j:32 -1.50/72 

7/2 1/2 1 1 
:~j"2 27/15 144/60 30:3/135 

·e .) - -1 2 16.5/13.5 
-r I - -1·'17 /15 -168/60 -483/18.5 

9/2 1/2 1 
:~/2 04/21 252/96 546/216 
!i/2 :30/24 :W0/9G .570/216 
-r I - -81/24 HiS/% 84/216 
~)(2 -:32-1/24 -:216/% -1116/216 

Table 2.3: Coefliciciit.s C'0 • C' 1 and cl in Cqn 2.8:3. 

Another way of' cxp<LIIdiiig; t l1e prod11ct. of' sccond-r<tnk tensors takes the advantage 

that the product or 1\\'0 S<"COIHI-r<l.llk t.C'IlSOrS is a Slllll or rank 0, 2, 4 tensors. 

··1q ·•\q - "" < !OJ·)·). · -· · > · · bn: 1.-n1 - L · --~1ft.. 111. a1u (2.84) 
1=0:2.'! 
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In this equation, a 10 is the tensor elcrnenL of an lth-rank tensor. 

I I 

aw = L D!,1J(<-<J,.t,O,-O) L Dt~(o-Q,{3Q,/Q)i7tk (2.85) 
n=-1 k=-1 

Here 

2 

IJ'fl., = L < L!.:l22j, k- j > P2.iP2,k-j, (2.86) 
.i=-2 

and < LOI22m, -m > and < Ll.:l22j, /;:- j > are Glebsh-Gordon coefficients [12]. 

Of all the terms in Eqn 2.8!1. only then = 0 components are time-independent. 

Neglecting all the ter111s with 11 =P 0, 

I 

A~,A~-m = L d~J~~ L < /OI22m,-nl > Dil,J(o9,f]Q,/Q)17u,. (2.87) 
1=0.:2,'1 h=-1 

Notice that 

d~~ (cos (}) = Pt (cos 0)' (2.88) 

Eqn 2.81 is reached aft.<'r inserting E<pl 2.87 into Eqn 2.80. 

2.5 Evolution of Spin Systen1 

After a brief disc11ssion of t.ll(' cigc11Statcs and eigenvalues of a single spin, we now 

start to look at ho\\' t.lll'sl' cige1Jstatc·s and cigc11Valucs evolve in an NMR experiment. 

The evolution correspu11ds to rut at io11s i11 t II(' spi11 spc-1Cc', and is better described with 

the concepts of dc11Sit.y lll<~trix <tllll dc11Sit.y operator illtroduced as follows [11, 12]. 

2.5.1 Density Operator 

For a given spin cnscrnhle. if all of the spins are in the same state (pure state), 

described by the state ftlllcticm II!'(/)> in <HI ort.IIOIIOI'IJHli basis {lfn >}with coeffi-



cients Cm(t), the density operat.or p(t) is clelin<"d by 

I 

p ( t) = I \jJ (l ) > < \IJ ( t ) I = L C, ( t ) c,: ( t ) II m > < In I (2.89) 
m,n=-1 

If on the other band, not all of the spins are in the same state (mixed state), the 

density operator is described hy the ensemble average over all the spins. 

I 

p(t) = 1\Ji(f) >< \jJ(l)l = L c:,(I)C,:(l)!Im. ><In! (2.90) 
m,n=-f 

The density matrix /I is t.IIC tm1t rix representation of the density operator, and is 

used to facilitate the ntllncriotl calculation of the evolution of the density operator . 

. \"'"(!.) = Cm(t)C,:(t) (2.91) 

The equation of motion of the de11sity operator is described by the Liouville-von 

Neuma.nn equation 

d [ .. l -p(/) = -i 1-J(I;),p(i) .. 
dt 

(2.92) 

whose solution is given by 

p(t) = U(t)p(O)U(t)- 1
• (2.93) 

Here, 

1
·1 

U(t) = Tr:rp(-i ll(t')dtl) 
,lJ 

(2.94) 

and Tis the Dyso11 t.iiiH'-ordcrillg operator [:2.)]. \VI1cll /l{l) is time-independent, the 

evolution of t.hc dc1tsit.y 1nat rix CCIII lw sirnply r<'j>r<'serll.ed as 

(/) = ,.-illtp(O))IIt {J . (. (:. . (2.95) 

In a real system where satnple is spinni11g, [-/ is often time-dependent even in the 

rotating frame (the rc-f'cn'IIC<~ fr<·tlliC' t.hat: rot.at.cs a.rottncl the laboratory z-axis at the 



Larmor frequency. ]n this frame, the dl"cct of the static field on the NMR spectra 

is removed. It is also the NMH. detection frame). The general approach to calculate 

the density matrix at Lime l is t.o break up the time axis into small intervals, during 

each of which the Hamiltonian is constant (Figure 2.4). The density operator is then 

the cascaded evolutions in all the time intervals. 

(2.96) 

Hn-1' tn-1 

• • • • • • • • • 

time 

Figure 2.4: Treatment or a time-dependent Harniltonia.n. The time axis is divided 
into small intervals, during each of which t.hc spin Hamiltonian is time-independent. 

The observable 111 e111 i\:l\IH cxperirllcnt. 1s I+. and tlw detection is achieved 

by using a. single coil ntpahk of collecting data i11 qmulrat.ure (both the real and 

imaginary cornponcnts of tlw signal). Using the dC'nsit.v operator representation, the 

expectation value or t h(' Op('l"<ltor I+ is ('X pressed as 

I 

<I+>= 'f'r(p(l)l+) = L < !rlp(l)l+l!r >. (2.97) 
r·=-1 

< I+ > is time-dependent and ind11ccs an electric signa.! that is picked up by a 

detection coil. The' clctectcd sig11al is tlw free i11dtwt.ion decay (FlO) of the system. 



In most experiments, the phase of the receiver ( (,&,.) may be controlled to arbitrary 

accuracy in the computer, so the actual signal is described as 

By inserting Eqn 2.90 int.o l;:qn 2.97, we get: 

< 1+ > 
I 

L Cm(t)C,:(t) < lrJ!m. >< lnJ!+Jlr > 
nt .. n,r·=-1 

I 

L C, (l )C,:( f )c5m 1·bn,1·+ 1 

111,71,1'=-1 

I 

L C111 ( I )C,:( l )8n,m+ I 
n,m=-1 

I 

L Am-l,m· 
m=-1 

(2.98) 

(2.99) 

This suggests that only single-quant11rn 1 ransitions (rn +-+ rn - 1) are directly ob-

serva.ble, vvhereas multiplc-qtla.llt.tllll transitions have to be detected indirectly .. This 

also brings about the concept. of coherence, \\'hicl1 is specified by a variable number 

p, and corresponds to the off'-diagol'l<ll element.s Amn (m =/= n) in the density matrix. 

Usually, a. non-zero ofr-cliagomt.l cle111Cnt in t.hc density ma.trix 1neans that there is 

a. connection bet\\'cen t.lw 1.\\'o energy levels. A coherence phase factor then exists 

in the density rnat.rix elc1rwnt., \\'hich evolves as the system evolves. At equilibrium, 

however, only diagonal elcnwnts exist and t'.lw density matrix is 

c-ll;<fi.:T 

fi(OJ = --z- (2.100) 

where Z is a normalization prcf'<tctor a11d 1/7 is t.l1c Zeeman H<1miltonia.n. With Hz 

being much smaller than /.:T, p0 is <lpproximated as 

(2.101) 

'Hi 



after dropping the constant. prcfa.ctors. This gives the initial state of an NMR sys-

tern. The linear dependence of p(O) on 1 means that a larger 1 often gives a. larger 

population difference and stronger NI\·1H signal. 

2.5.2 Evolution Under RF pulses 

Radio frequency pulses of a well-defined length (r), amplitude (Bt) and phase 

( </>) are used to rotate nuclear spin states by creating and destroying coherences or 

changing populations of the dirferent energy levels. The strength of the pulse is 

defined by 

(2.102) 

The frequency ~.<,.,' of the ptdse is often s<>.t. very close to the Larmor frequency w0 , so 

the Hamiltonian corresponds t:o the nF pulse is described as 

Hnr = h.;.,.:/7- + li.u-• 1( lx cos(~.<,.,'T + (f;) + 11· cos(~.<,.,·r + q'>)). (2.103) 

In the rotating ft·;-nnc. the Larmor frequenc.y no longer enters the expression, 

(2.104) 

and the pulse act.s as if it is a static field in tlw transverse :r- y plane at a.n angle 

</>with respect t.o the :r-axis. lien>, 2,.~.<,.,• includes the chemical shift. contribution and 

the frequency offset. in att cxperinwnt. Not.ice that t.ltis Hamiltonian is no longer 

time-dependent in tlw rotating frame. one can easily calculate the density operator 

at timet. 

-ill'''' ill''''' fJ(I) = e ,u· p(O)c u1· (2.10.5) 

For a. spin-~ nuclelts llitdcr n 1-' itTildi;-ll.iOtl with phas(' (/J, the evolution of different 

initial states is shown in I h(' f'ollowing eq11ations. 

(2.106) 



- l;;;sin1;sinu..•1t (2.107) 

u RF( l <P) IF Uj?~( I,f,) 

+ /z cos cf;sin u..• 1 t (2.108) 

) /''I I Here, U nF(I1,) = e-• liP and </J is the phase of the pulse. These equations are more 

useful when they are expressed in the spherical tensor basis set. 

(2.109) 

UaFI±f.lj?/.· 

If .±2i'i>(-l .-. ) -- ,-e - COSU..'!f 2 ,- (2.110) 

Some important points arc \\'orth noting: 

I. A 90° pulse (u..• 1/ = iT /2) generates a 90° rotation in the spin space. It 

rotates /0 into ;l: - .lJ pl<nw a.11d crea.t.es both /+ and /_ coherences (we 

assign each coherence/+ (or/_) a cohcrcllce nurnber 1(-1), a.nd give it a. 

variable name p). Th(' colwrcnces aft.er the pulse have well-defined phases. 

For exa.rnple. a 90~. p1dse nea\('S rna.gncti:0aiion along the -y direction. 

II. \Vhen 

(2.111) 

the density matrix doc's 1101. evolve si11ce 

-Ill "I I - Ill ,, If ( ,,, fJ(O)c ru = p(O). (2.112) 

:28 



For example, aJt.cr <l !)0~. p11lsc, if' another pulse is applied along the y­

direction, The density rnatrix does not: evolve and the system is 111 a 

spin-locked state. The second pulse is called a spin-locking pulse. 

III. A single pulse causes tlw mixing of clements in the density matrix. For 

instance, if p(O) = /+ and another RF pulse is a.pplied for a. timet, p(t) 

is a mixture of three coherences: + L 0 and -1. The change of coherence 

order under RF pulse is called coherence transfer. 

IV. The phase factor (.6.rb) experienced by each coherence after a. pulse with 

phase ¢ is proportional to the coherence number change (.0.p) during 

coherence tran.'-Jcr. 

(2.11:3) 

Thus different phase f'actors are experienced for diff'erent. final coherences. 

This is the key to t.lw selection of' coherence pa.t.ltwa.y, which is introduced 

later. 

The existence of rnorC' thatt two e11crgy levels for a qua.drupola.r nucleus in high­

field greatly complicat.es tlw cff'ect of' an HF ptt!se 011 tlte spin system [26, 27]. In this 

case, the relative tnagttit ttde of' ;...:q <UHI ""''t detennines the exact. eff'ect of the pulse 

on the spin system. Itt 011(' cxtr('lll<'. \\'IJ('IJ w't >> w'q. the nr pulse is a. hard pulse 

and a nuclear spitt llttt<lks jttst. like <t. JJOJJ-qttadrJJpolar spin. On t.he other hand, if 

w 1 << U-'Q, the pulse is a. sort. p11lse and 011ly the central transition is excited. The 

spin then nutatcs I + ~ t inws as fast as a notl-quadrupolar spin. In this respect, 

it is not unique to dcfitH' !!00 pulse length for a quadrupolar nucleus. vVhen a. soft 

pulse is used, the 90° pttlsc lc11gth J'('port.ed is the solid-state pulse length; vVhen a. 

hard pulse is inst.ea.cl used, t h(~ pulse length is the liquid-state pulse length (since in 

the liquid state, the avcrag<'d q11adrupolar coupling constant is zero), which is I+~ 



times as long as t.lte solid-st.a.te p11lsc length. The diff"erent definitions of pulse length 

sometimes cause confusion. \Ve shall go hack to the excitation problem in chapter 3 

when multiple-quantum experirncnts a.re involved. 

2.5.3 Free Induction Decay 

Free induction decay (F'ID) is the evolution of t.he spin system after or between 

RF pulses. The evolutio11 is governed by t.he total IL-uniltonian of the system, which 

may consist of many int.<'rnal spin 11<-lmilt:onians. 

(2.114) 

The evolution of 1 he dcnsit.y operator is described by 

'/·!''] f 'll"ff p(f) = c-
1 

FID
1p(0)c'· Flo

1
, (2.115) 

"ffJeff • · · 1 1 1 FID IS ttme-mc epcnc ent.. 

Free induction dcn1y do<'s not. Gilts<' t.he creation and clest.roy of coherences, thus 

no coherence tn·utsf"cr is involv<'d. llmvcvcr. a phase f<·1ctor is still experienced for each 

coherence. 

{: 1 { r-1 
f."/1) n ;FlO In (2.116) 

l·'r,ol±t:-,:.),J (2.117) 

In these equations. 

' -i/1''11 
l·r!IJ = <' no. (2.118) 

and f2 is a. SUJ'll of the sl1if1 fl"<'lJIIC'IlCics di!C' to cll<'tllic;d shif't. and 2nd-order quadru-

polar int.eraction. 

(2.119) 

Some import.ctn1. poi1ils <trc \\'or111 11oti11g lwre: 



I. If the spin systern is in /0 st.a.t.e, it docs not evolve when there is no pulse 

applied. As a resuiL wlrcn a D0° pulse is applied to the magnetization 

in the .1: - y plane, the final densit.y matrix has an /0 component that 

does not evolve after the pulse. This component can be kept for a. short 

time (tens of rnilliseconds t.o many seconds) and restored by another 90° 

pulse. The pair of 90° pulses separated by a. short delay used for stor­

ing magnet.ization is called a. .::-filter. The stored magnetization actually 

decays slowly during t.he delay bet.ween the pulses. The decay is the res­

ult of exchanging cncrg_v between tlre spin reservoir and its environment, 

a.nd can be characterized by an exponential decay with time constant T1 

(spin-lattice relaxa.t.ion) [:28, :2!)]. 

(2.120) 

Here Mz is the I'C111aining lll<lgnct.ization in t.hc .:-direction and III0 is the 

magnetizat.ion wl1(·n t l1c syst.cm is at cquilibri11111 . .:-filter is used in DAS 

to store rnagnct.izat.ion alo11g tl1c .::-axis during :.lw reorientation of spinner 

a.xrs. 

11. The phase fa.ct.or t.l1<il. is accllllllllat.cd during FID is dependent on the 

resonance frequ('ll('_\' 0. This is \\'here t.l1c chernical shift and quaclrupolar 

interactions cornc i11to pL-1y to all'cct. t.l1e !\'i'...!n spectra. 

III. The shift frcquciiCies !'or t l1(' +I aiiCI -I col1er('nccs have opposite signs. 

If the +I and -I col1crenccs <II'(' hotl1 detcct.cd. rnirror irnagc of the real 

peals is expected. Tl1is is 1101. '' proiJiern in asi111pl('one-dirnensional NMR 

experiment, as tlw dC'tector records only the signal f'l·orn /+coherence. In 

a. two-clirncnsiomll experirn<'llt:. t.l1is doe.-; ca11sc problems t.hat need to be 

treated carcf'11lly. 

:ll 



2.5.4 Exatnple: A Sin1ple lD NMR Experituent 

As a.n example, let us consider the evolution of the density matrix of a. spin system 

in a. simple one-dimensional N lVIIl experiment shown in Figure 2.5. We also assume 

Figure 2.5: Pulse scqttcnce for a si111ple otw-dimensional NMR experiment. 

tha.L all of the spins have t:lw SCI.Ill(' reson<l.llCC' frequency n. The experiment has only 

one 90~, pulse (r/J = 0). \\'hiclt is followed hy quaclrat:ttrc detection with cp,. = 90°. The 

density matrix at equilibration is 10 , which after tlte pulse becomes a mixture of I+ 

and L (Eqn 2.109). 

(2.121) 

This mixed state aJtcr delay l becomes (Eqn l.lll) 

. . 
I (/ I ) I (I -il!t I irlt) ;::; + + _ --t ;::;. . +c + _e 

v2 v2 
(2.122) 

The signal is tl-wtl expressed as 

(2.12:3) 

which after complex Fo11rier t.r<lltsf'onnat.ion. gives a r)-function 111 the frequency do-

ma.m. 



The line observed in a real N~d R experiment. is never a. 5-function but has a finite 

linewidth. Since the sample has a. finite volume, different. parts of the sample have 

slightly different resonance frequencies due to the field inhomogeneity. This frequency 

difference broadens theN ~d n spectrum. 1 rnpurities in a sample may contribute to the 

broadening as well. Even if all of these factors do not exist, the spin-spin relaxation 

dephases the coherences and still broadens the spectra .. Notice that a nuclear spin 

is not isolated in the syst.<·rn. its interaction with environment could a.dd a random 

phase factor to the coherence. This causes the dcphasing of the magnetization whose 

net effect can often be approxirnatcd hy an exponential decay with a time constant 

T2 (spin-spin relaxation t.irnc) [:30]. Including t.his decay in Eqn 2.12:3 gives the 

experimentally cletect.ed signal. 

(2.124) 

Fourier transforrna.tion ol' this signal rcsult.s i11 a. Lorcnt.zian-shape peak at frequency 

n. 

2.5.5 Coherence Pathway 

It is common in N~ln that ltlldt.iple pulses are used. Since an llF-pulse creates 

and mixes colwreltces ol' di ffnent orders and each colwrcnce evolves with different 

frequencies, aJter many p1dses. t.lw res11ILwt. density rnatrix may be very complicated. 

Even though the detector only picks 11p t.li<·' -1 collerc·ltc<~, the signa.! still comes from 

spins followed dif!'crent. p<lt Its and is quite cornplcx. Tlte colwrence orders that the 

nuclear spins f'ollo\\" can h(' SIH'cificd hy \\'I' it ing o11t 1 lte coherence numbers along the 

path sequentia.lly (cohcn•Jtce patlt\vay). F'or c-•xamplc, in Figure :2.6, the coherence 

pathway designated by t lw bolded line is the 0---+ -I ---+ 0---+ -1 pathway, whereas 

the clotted line is tlte 0---+ +I ---+ 0---+ -1 pathway. 

In a rnult.iplc-pulsc N .\1 n cxpcrilll('ltl. the desired signal of'tcn comes from a. specific 
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Figure 2.6: The coherence pat.ll\·va.y f'or a sirnple DAS experiment. The bolded and 
dashed lines are the desired signal. 

coherence pathway. To get rid of' the signal from other pathways, we can add up signal 

from many different experirrwnt.s in \vhicl1 the phases of the pulses and the receivers 

are systematically incn·mcnt.ed (phase cycle). Sonw crnpirical rules that are used to 

design correct phase cycles are listed below [:11, :32, :3:3]. 

I. The last pulse needs no pha.se cyck since the detection ensures that the 

-1 coherence is select.ccl. 

II. lf a pulse is changed in pl1ase b.v (/J, then a colwrence undergoing a. change 

in coherence order of~~~ cxlwrie11CCS a phase shif't of -6.p · rp. 

III. If the coherence order cl1<111f!/'S along a desired coherence pathway JS 

11. 

o,. = - 2:: ~Pi. (jJ,, 

i=l 

(') 1')1':) ~· ~'). 

to ensure t.hc sel<·ction of' tl1is patlma.y. Here, rp; is the phase of the ith 

RF pulse. 

:l1 



IV. To restrict the coher<'nce transfer unckr a pulse to a particular change flp 

in coherence order. we may pcrforrn m(m > J6pJ) experiments with the 

RF phase 

cf;; = 2/i:;rr jm., (2.126) 

where /.~; = 0, 1, · · · , m - l. 

V. The above procedure retains not. only the coherence undergoes a change 

flp, but also those with changes equal to 6p ± nm, where n is an integer. 

As an example, ccmsidcr the colwrence pathway of a simple DAS experiment 

(Figure 2.6). Here. both the boldcd and the dashed pathways are to be retained. 

The first pulse induces coherence transfer with D.p = ±1. According to rule IV, this 

pulse need to be cycled through at least two phases (0°, l.S0°). According to rule 

V, the phase cycle ret.ains all tlte odd-order coherc11Ces, and rejects the even-order 

coherences. Similarly, the scC'ond pulse is cycled through two phases (0°, 180°) to. 

guarantee coherence tr;tnsf"n \\'itlt 0.71 = ±l. The third pulse can be left uncycled 

since receiver picks up the -l coherence order. Using Eqn 2.12.5, the receiver phases 

can be determined and the following 4-stcp phase cycle is obtained. 

rb1 0°, 180°, 0°. 1 80° 

<l->:1 no. oo' oo. oo 

r),. (2.127) 

In an expcrirnent that involves a lot of JHdscs. it 111ay be possible to leave some 

pulses uncyclcd. In the a hove IL\S experiment. 1 he delay bet.\vecn the second and 

third pulses is :30-CiOntsec \\'l1ich is long enough tk1t col1crences other than the zeroth 

order (the / 0 state) disapp<'<ll' cltl<' t.o rclax;lt.icm. T'his rncans that the long delay kills 



all the unwanted coherences and phase cycle of the second pulse is unnecessary. The 

simplified two-step phase cycle is given below. 

<b, 0°,180° 

c/;2 oo,oo 

</J3 oo,oo 

¢,. 0°,180° (2.128) 

More examples of how to construct correct phase cycles are discussed in chapter 3. 

2.6 Two-Din1ensional NMR 

2.6.1 Basics 

A two-dimensional N!\1 ll cxpniment has two distinct free evolution periods, usu­

ally separated by RF ptdses to enhance the information content of the spectra. The 

basic scheme of tlte exp<-'rimcnt. is shown in Figure 2.1 a.nd four diff'erent intervals 

exist in the experiment .. D11ring the preparation period, the spin system is prepared 

in a coherent st.ate fro1t1 t.he "<i"ilihr<tt.e<l state In t.hrough HF pulses. fn the course 

of evolution period, the spin systc·Jn is a.llowecl to undergo free evolution under the 

effective Harniltonia.n 11),.'/0 . Tlw superscipt designat.es t.hat this Hamiltonian is the 

Hamiltonian dming the first evolntion period. Tlte evolution period is made variable 

in a two-clirnensio1tal cxpcriltH'Itt. allo\\'ing tl1c S<tmpling of /revolution. The mix­

ing period may C(msist. of one: or more ptdses. scparat:cd by constant intervals. For 

example, in the DAS cx,wrilllCilt slJo\\'11 in Figmc l.G, the SC'cond and third pulses 

sepa.ra.tecl by a. time intvrval (.:--riltcr) comprises tliC' rnixing period. The mixing pro­

cess introduces perturbation to th~ spin system so that the ef!'ective Hamiltonian 

after mixing period ( J-Jj;~/0 ) is o!'tc•JJ difk·rent. from 11}~'/0 . '['lte detection period is 

similar to that in <I on<·-dilll<'llsional cxpnitnc•nt. 
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Figure 2.7: A schematic diagram of a two-dirnensiona.l NI\1R experiment. 

Assuming that. the freqttency shifts in the evolution period and the detection 

period are nl and n2 respectively, the signal from a two dimensional experiment can 

often be described by the prodttct of two free induction decay signals. 

(2.129) 

After two-climensiona.l Fottricr t.ransronnation. rrequcncy domain spectrum is ob-

tained which reflects lite corrclat ion bet\\'cen the t.\vo rrequency domains. 

2.6.2 Pure-Absorption Phase 2-D NMR Lineshape 

Fourier transfonna.t.ion of Eqn :2.1:29 actttally does ttot give a. spectrum with best 

resolution. The frequency spcct.nttll contains negat.iw· intensity (dispersive) and does 

not have pure plt<~se. To see t.he problem clearly, consider the Fourier transformation 

of the t2 clinlension of' [qtt :2.1 :2q. 

(2.130) 

Here A(w, 0) and /J(u . .:, 0) are t.he ahsorpt.ive and disp(•rsive lineshape functions with 

a peak a.t n in tlw '-'-' dirm•ttsion. 

.\{w'. 0) 
I +(u.-'-O.)l'Jj 

(2.131) 



(2.132) 

After a. second Fomier t.n-ws!'ormation, the signal in the frequency domain is then 

(A(w1, 01) + iD(L<-'1, 0 1 ))(A(t<-'2, 02) + iD(w2, rl2)) 

.4 (t<-•1, 0 !)A ( w2, 02) - D( t<-'1, OJ) D( t<-'2, f!2) 

(2.133) 

The imaginary compon('nt can lw dropped now and the real component is displayed. 

The rea.! component cont.ai ns tlw - O(t<-'1. n I) /J(t<-'2· n2) term which leads to a phase­

twisted linesha.pe. The desired signal is .·I("'-•1,0. 1)A("'-'2 ,0. 2 ) only. 

One of the solutions (St.c-d.cs nwLiiocl) [:34] is to acq11ire the data in a hypercomplex 

are recorded sepc-uat.ely. \lat.ll<'lllrl.t.ically. the t.wo signals correspond to the cosine 

a.nd sine portions or the sigll<ll in the II dimension. 

. .::..·, (I I • 12 ) 

Fourier tra.nsformaticm abcmt. 12 is then separately clone on bot:h data.sets. 

S.~ ( I I . '-'-'2 ) 

cos( 0 111 )c- 1' rr:~ ( . ..\(;,",;2, 02) + i D(t<-'2, f!2)) 

s i " ( n 1 'I Jc -I, ; r.~ ( A ( ~._·2. 0 :.!l + ; D ( LJ)2 , n 2 ) ) 

(2.134) 

(2.1%) 

(2.136) 

(2.137) 

The imaginary co1nponcnt s or hot l1 dataset.s a.rc t:ltc11 clmppcd and the real compon-

ents <He comhi11cd a.ppropl·i;,t.cly to kmn a d<dctset 

(2.1:38) 

The Fourier transformat ioll or this da1.a.sf't wiLl! respect. t.o II IS 

(2.139) 



Only the real channel of' this sig11al is shol\'ed and the spectrum is of pure-absorption 

phase lineshape. 

In the simple DAS experiment shown 111 F'igme 2.6, the bolded line gives the 

signa.! in Eqn 2.129. In order to get. Sc and 5'8 , it is essential to retain the coherence 

pathway designated by tl1c dashed line. The signal corresponding to the dashed line 

IS 

(2.140) 

The detected signal is then 

(2.141) 

For the last equalit.y. 

C-illl +Lilli 
cos(Ol) = 

·) 
(2.142) 

is used. 

The sine part of the signal c;.w be obtained by phase shifting the first pulse by 

-90°, and keeping thr' phases of all other pulses unchanged. The detected signal is 

thus 

8,,(11.11) 

(2.143) 



Chapter 3 

High-Resolt1tion NMR of Quadrtlpoles 

In the preceding chapter, the orientational dependence of the chemical shift and 

quadrupolar in!:era.ctions were derived. Conventional sample spinning techniques 

(magic-angle spinning (l'dAS) <llld variable-angle spinning (VAS)) are first introduced 

in this chapter and arc shmvn to be ineffective t.o average out the-! 2nd-order quadru­

pola.r interaction. Dynamic-angle spinning (DAS) and multiple-quantum magic-angle 

spinning (MQMAS) nwt.hods arc~ then presented wl1ich reconstruct high-resolution 

isotropic spectra. for quadn1polar n1tclei. Experimental results with both techniques 

are shown and compared i11 det.<~il. 

3.1 Magic-Angle and Variable-Angle Spinning 

Magic-angle sp11111111g (l\lAS) was first. developed by Andrew [:35, :36] to remove 

heteronuclear dipolar coltpling and chemical shift anisotropy tha.t a spin-1 nucleus 

expenences. Cornbined wit.h cross polarization (CP) [1:3], it allmvs routine rapid 

collection of proton-cnll<liiC<'d I:J(' spectra with liqllid-like resolution in most solid­

state Nl\'lll laboratories [lei]. Tl1c pri11Ciples of t.he i\·lAS tecliltiquc were discussed in 

chapter 2, where t.hc Jst.-ordn fr('(jiiC'IICY shirt. d11c t.o chcrnical sl1ift was written as 

( 3.1) 

The symbols all have 1 heir COilllltoll llH:'<l.11ings. lt. is im;t.antaneously clea.r that spin­

ning the sample at: the lllil.gic-<,llgk ( i\'1!\S. 0 = !):1.74°) averages out the orientation­

dependent terms in the above <'qmd io11 ( fJ1 (cos 0) = 0). 

Figure :1.1 is tl1c sillllilat<'d st;-1tic '''"d 0.1:\S spectra of' a spin-} nucleus at two 
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Figure 3.1: Simulated static and ~1:\S spectra of a spin-~ nucleus. The parameters 
used for simulation are<);,.,,= O.Opprn, des= lOOppm, 'lcs = 0.0, wo = lOOMHz. 

spinning rates. As (~xpect.ed. lVI AS n-~moves the a.n isotropy of chemical shift inter-

action, leading to a sharp rwak at the isotropic clwmical shift position. It is also 

clear that additional lines may appear at <l;,-, + rt0.-·,. \\'hen the spinning speed w,. low. 

These lines are spinning sidebands that come !'rom tlw modulation of' the free evol-

ution by the sample ro1.at.ion. The mod1ilation origir1ates from the time-dependent 

terms We negJcctccJ in r~:qns "l.(i;) (!lid J.((i. and \\'ill 110t be COIISicicred in cJetaiJ in this 

thesis [21, 22, :~7]. ]:'or 1101\'. \\'<' consid<'r only tlw isotropic sites (centerbands) in the 

spectra. Experimentally. discriminating ccnt.crba.IICis f"rom sidebands is overcome by 

performing measurements at two spinning rates and the peaks that do not shift will 

be the isotropic sites. 

MAS is also efficient in removing the lst.-orclcr qua.dnq)()]ar interaction. Again,sidebands 
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are expected [19]. 

lQ 
WmHm-1 

:3(2m.- 1 )t!Cq _ 3 cos2 f3CJ - I 17 
---'---:---__:_P, (cosO)( ' + .

2
Q sin 2 aQ cos2aQ) 

4/(2/-1) 2 2 - fJ 
(3.2) 

The difficulty is, however, that. the 1st-order quadrupolar intera.ction is often so large 

that the satellite transit-ions ( m. B m- 1 transitions . m #- ~) that are broadened by 

the 1st-order interaction are not observable (see [17, 18, 19]) for opposite examples). 

The centra.! transition is rlll't.her broadened by 2nd-order qua.drupolar interaction, 

which has scalar a.ncl Pr, P 1-dependent terms that give the frequency expression 

below (see a.lso, Eqn 2.81 ). 

The dependences or P1 (cos0) and P.1(cos0) on the spinning angle 0 is shown in 

Figure :3.2. It is obvious that P1 ( cos 0) = 0 and /~1 (cos 0) = 0 have no common roots. 

This means that spinni11g Lite sa111pk ;\1. t!JC magic-angle (l'vl:'\S) or at an angle other 

than 54.74° (va.riahle-a.ngle spinning. VAS) is not effective for the removal of the 

2nd-order quadrupolar anisotropy. !\s an example, Figure ~L3 shows the 23 Na. 9.4T 

static a.nd l\1AS spect.ra or Na2 C2 0,. The MAS spectrum is narrower than the static 

spectrum by a factor of G. lmt. is still broadened to 1kHz by the residue 2nd-order 

quaclrupolar interactio11. 

To further dell! Oil Strate t.he cff('ct or sam pic spin IIi llg on the q uacl I'Ll polar lineshapes, 

Figure :3.4 shows the sirnulated spectra \\'it.h cliffen-'llL quadn1polar asymmetric para-

meters (17q) and spinning angi('S (0) [:18. :JC)]. lt. is int.erest.ing that when 17q ~ 0, 

spinning the sarnple at I!J.l!J 0 or :~/.:18° gives hct.Lcr resolution than i\1AS [40, 41]. 

Nevertheless, this is not truf' \\'hen 'lq approaches 11nity. and the spectra. are rarely 

as sharp as the ~1!\S spec1ra of' spi11-} n11clei. Dymunic-angle spinning (DAS) and 

multiple-quantum lll<1gic-<lllgi<- spi IIIIi II.[!; ( \1 Q~L\S) <HC two or t lie solutions that over-
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Figure 3.2: 2nd and 4th order Legendre polynomials as a. function of spinner angle. 
There is no single angle at which both polynomials are zero. 
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Figure 3.3: 23 Na static and MAS spectra of Na.2 C20 1 at 9.4T. The MAS spectrum 
is narrower than the static spcctr11nl. h1tt is still broadened t.o about!) kilohertz. 



come this resolution problern and will be discussed primarily in this chapter. Altern-

ative solutions such as double rotation (DOR) and dynamic-angle hopping {DAH) 

are also briefly discussed at the end of this chapter. 

3.2 2nd-order Averaging: Theory 

The analysis in section :~.1 reveals a major problem to overcome in the NMR of 

half-integer quadrupolar spins. Tlw central transition, which are not broadened to 

the 1st-order by quadrupolar interaction, remains broad under MAS or VAS since the 

frequency expression for 2nd-order quadrupolar intcradioi1 contains two anisotropic 

terms that depend on P2(cos 0) a.nd P 1(cos 0) respectively (Eqn 2.83). 

(3.4) 

3.2.1 Hahn-Echo Experhnent 

The simplest experirnent tl1at. removes the 2nd-order quaclrupolar broadening, is 

the Hahn-echo experiment. 'l'hc experiment consists of' a 90° ((/> 1 ) pulse followed 

by a delay i 1 /:2 followed hy an 180° ((p2 ) pulse followed by another delay t!/2 and 

then acquisition witlt receiver pl1asc (,}, (Figure :L!5). \Vhen l 1 is incremented in a 

two-dimensional fashion. t.his cxperirnent allows the rneasurement of the intrinsic T2 

relaxation time. 

The observed signal 111 this cxperi111ent. rna.y lw calculated as follow. The initial 

density matrix 10 evolves d1tring tlw first pulse into a rnixt.ure of two states. 

( 3.5) 
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Figure 3.4: SinHdat.ed qua.drlq>Oiar variaiJie-angle spinning (VAS) spectra. assuming 
infinite spinning rc-1Jc-•. The vcrt.icc-11 scale is not t.lw san1e for diff'erent spectra.. 
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Figure 3.5: 900-180° Hahn-echo s<XJtlCnce and coherence pathway. This sequence 
allows the measurement. of intrinsic spin-spin relaxation time 12. The sequence re­
focuses the 2nd-order quadrupolar interaction, together with the isotropic chemical 
shift and 2nd-order quadrupolar shift. 

The states continue to evolve under the effective FlD Hamiltonian for a time tJ/2. 

When the 180° pulse is applied, the syst.em evolves into 

(3.7) 

which then evolves for a Lime 11 /2 before final cletcct.ion is done. Since evolution does 

not result in an.v colwrcnce t.rattsfer, t·hc only colwrcttce we need to consider here is 

the -1 coherence. 

. . 
__ 1_· I 

1
,.-i(c•• 1 -J,f,2 +1lt 1 /2) Fl!J. __ 1_· I (.-i(,l•i-2'h+llt,/2-DI.,j2) (3 8) 12- -r 12-- :. 
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Figure 3.6: Hahn-echo spectrum of sinh in RhN0:3 at 11.7T. Notice that only one 
zero-frequency peak is observed even !hn•tgh there are three distinct rubidium sites 
in the salt. 

(3.9) 

Except for the 12 decay. this signal has no t 1 dependence. The dephasing due to the 

chemical shift and qua.drupolar interactions in the l 1 dimension is refocused, and an 

echo forms at the start of the acquisition. :-\ n isotropic peak is expected in the t 1 

dimension (Figure :~.6) as all of the anisotropics arc r<:'tnovecl. 

This method is in fact, not. suit.able 'for pract.ical applications since it does not 

discriminate chernical sites with dirferent isotropic shifts or quadrupolar coupling 

constants. The 180° pulse refocuses the evolution under isotropic shifts and a. single 

zero-frequency peak is obscrv<'d in the isotropic dintcnsiott (Fig :3.6). The desired 

technique would in principle. refocus the· dephasing clue to the anisotropic terms in 

· Eqn :3.3, but would not refocus the evolution under the isotropic shifts. Both DAS and 

MQl'v1AS achieve this goa.!. D/\S accomplishes this selective averaging spatially, by 

spinning the sample at l\\'o anglc·s sequentially; l\-1Ql\'!:\S, instead, combines sample 

cjj 



spinning and multiple-quantum transitions to achieve this purpose. In DAS, the iso­

tropic evolution is not disturbed so the observed shifts in the isotropic dimension are 

the same as those observed in DOR or DAH; MQMAS, however, partially refocuses 

the isotropic evolution so the observed shifts, only after correct transformation, give 

the DAS shifts. In this respect, both DAS and MQMAS are special types of echo 

experiments. 

Two points are wor1.11 noting here about the echo experiment. First, the above 

derivation assumes that the 90° an~l 180° pulses are ideal so that no signal from other 

coherence pathways is observed. Experimentally, phase cycle must be exploited to 

ensure that the correct pathway (0 --+ + 1 --+ -1) is selected. A four-step phase cycle 

is given below. 

<jJ,. (3.10) 

Second, the t 1 dimension in a two-dimensional experiment can be broken up into 

many intervals. This gives us more freedom to prepare the spin system to achieve 

desired averaging. In fact., the l1 dimensions of D:'\S and l\1Q!'\'IAS are both broken 

up into two sepa.rated time intervals. 

3.2.2 DAS 

Figure :3.7 shows tlw 1)_;\S <·:o-:pcrimcnt. the pulse sequence and the corresponding 

coherence pa.thwa.Y [1]. In this cxpcrirnenL tlw sample undergoes free precession after 

a 90° pulse with the sa.rnplc spinning at a f1rst angle ()I for m· Here, lc is a constant 

that is defined later. A second 90° pulse stores half of the magnetization along the 

z-axis, after which the spinner asis is flipped to fh. A third 90° pulse then brings the 
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Figure 3.7: DAS cxperirncnt. and puis<" sequence. ln this experiment., the value t 1 
is incremented in a two-dinwnsional fashion. Durin.g the time interval between the 
z-filter pulses, the spinning angle is rlipped f"rorn 01 to 02 • The t 1 dimension gives the 
isotropic DAS spectru rn. 

stored rnagneti:1-ation to the t.raiiSVcrse plane (This pair of 900 pulses separated by a 

time interval is t.errned as a .c-filtcr. It behaves <'IS if the density matrix were the same 

before and after !.he .::-filter. This is t.r11e \\'l1en appropria.t.e phase cycle is performed). 

A DAS-echo is f"ormed at fii after the tl1ird pulse and <l.cquisition starts exactly on 

the echo top. 8)' incrcllwnt.ing /. 1 in a 1.\\'o-dinwnsional fashion, a two-dimensional 

dataset is acquired which, <1Jtcr Fourier t.ransf"orrn, has an isotropic t 1 dimension. 

To see how tlw D:'\S-echo is f"orn1cd. consider t.he 2nd-order quaclrupolar frequency 



expressions at two angles. 

w;Q ( aQ, fJQ) 

w;Q ( o:Q, f]Q) 

w;,c:, + A~(o:Q,(JQ)P2 (cosOJ) + A~(o:Q,fJQ)P4 (cosOt) (3.11) 

'"'-';,c:, + A~(nQ,(JQ)P2 (cos02 ) + A~(oQ,(JQ)P4(cos02) (3.12) 

Unlike the Hahn-echo experiment, in both parts of the echo time, the -1 coherence 

pathway is selected and the isotropic evolution due to 2nd-order qua.drupola.r shift 

and the isotropic chemical shift is preserved. To get rid of the anisotropic terms, 

01 and 02 are chosen to have oppo:site signs for P2 (cos0t) and P2 (cos02 ), and for 

P2( cos ()I) 

PI( cos ()I) 

(3.13) 

(3.14) 

It is interesting to see what happens when /.: 1 = k2 = /;; > 0. In this special case, if 

another function on o·Q and ::JC2 is defined as 

Eqn 3.11 and Eqn :.3.12 can be rewritten as 

,2Q( .Q. iQ) ..._I 0 •I· 
2Q I· .. \q( q :}Q ·-4.·\.';(J - ,, _.- 0 ' fJ ) 

· ,lQ (c1·Q ,:JQ) 
'"'-:2 , 'I J 

,2Q ~\Q( ,Q JQ) 
'"""'i8(J + .:' 0 "I /J . 

(3.15) 

(:3.16) 

(3.17) 

The phase factor experienced by a quadr11polar spin at t.he start of the a.cquisition 

time is 

t 1 kt 1 

!. m 2q q .· q . j' m 2Q q . q 
'"'-' 1 (n ,ii )dl + u-•2 (o: ,,d )dl 

.. [) '() 

( 3.18) 

2Q ( l1 /,; /1 Q .- Q ( /;;[ I /;; f I ) ...._.. -- + --)- A(o· iJ ) --- --
'"'' I + /,: 1 + k . .. ' ,. 1 + k 1 + !t. 

(3.19) 

.')() 
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Figure 3.8: DAS angle pairs as a function of k. The angle 0 1 and 02 are solutions 
to Eqn :3.20. 

The derivation assumes that. t.he .z--filt.er does nothing but restore the density matrix. 

The assumption that /;: 1 = 1.:2 = k leads to, 

P2 ( cos 02) 
P1 (cos 01) 

PI (cos 02) 
Pt (cos ()I ) ' 

(3.20) 

' ' . . 
whose solution gives 0.8 ~ /.: ~ !). Fig11re :L8 sl1ows the DAS angle pairs as a. function 

' 
of parameter k. The 1nost popttlarly used pairs are the!.:= 1 (:37.:38° and 79.19°) and 

the k = .s (0.00° a.nd (i:Lcf3°) pairs [·'12, :J:1]. The chemical shift anisotropy (CSA) is 

also averaged o11t by D:\S. To see this. consider the evolved phase clue to the chemical 

shift interact.ion. 

(3.21) 



The evolution under the an isotropic chem iod sh i f't· is refocused at. 11• The total phase 

that a qua.drupola.r spin experiences after l 1 evolution is 

(3.22) 

and the observed shift in DAS (in the unit of ppm) is 

r/JAS = r. + r2Q 
0 Utso 0 1.80 • (3.23) 

Here, 

(3.24) 

A DAS-spectrum of' RbN0:3 is sho\\'n in Figure :3.9. There are three different 

rubidium environments in this salt, corresponding to the three isotropic peaks in 

the DAS spectrum [41]. Also shown here is the one-dimensional projections in the 

isotropic (1-_l) DAS spectrum) and the a.nisotropic dimensions (VAS spectrum). The 

projection in the anisotropic dimension rn;1tches the VAS spectrum a.t 79.19°. Since 

the three rubidiunt sites a.r<: well-resolved in the DAS dimension, we can even add up 

the intensity for each site respect.ively. This gives us three VAS spectra. in Figure 3.9, 

each of which can be separately sirnulated to give qu;-t.drupolar parameters. 

3.2.3 MQMAS 

In DAS, only the spinning angle is rendered to achieve high-resolution. There is 

another degree of f'rcedorn in Eqn :~.4 tltat is not well-exploited. The quaclrupolar 

Hamiltonian associated wit.lt Lite sytntllct.ric mult.iplc-quant.um transition also has a. 

similar format to that. of' the C('Jt1ral 1 r<tttsitiott. atHI can lw utilized to construct 

isotropic spectra.. 

In l\1QMAS, the sample~ is continuously spun around t.he magic-angle. Strong RF 

pulses (usually wit.h the highest. achicvahlc power leveL and the pulse is termed as ex-

citation pulse) are applied to create <t triplc-qualltllrn coherence !'rom the equilibrated 
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Figure 3.10: MQ1VIAS experiment.. pt!lse sequence and coherence pathway. In 
this experiment, t:he value t 1 is incretnented in a two-dimensional fashion. The 
t 1 dimension reconstructs the isotropic J'dQl'\'1/\S spectrum. For spin-~ nuclei, the 
0 -t -3 -t -1 pathway is selected; For spin-~ nuclei, the 0 -t :3 -t -1 pathway is 
selected. 

spin state /0 . Suclt a coherence evokes under the triple-quantum Hamiltonian for k~l, 

before another pulse (rccoi1vcrsion pulse) is applied to transfer the triple-quantum 

coherence into single-qtt<lntllm colwr<·'lle<~. Like DAS. an !'v!QMAS echo is formed at 

kk!'1 after this pulse. Tl1c cxpcrilltcnt:. pulse scqucl!cc and coherence pathway are 

shown in Figure :3.]() for I = ~ <wd I = ~ nuclei. 

To see how an l\'1Ql\1AS-echo is formed, assume I = ~and 0 = 54.74°. The P2-

depenclent term in Eqn :~.4 is dropped and the frequency expressions for the single-

:)'l 



and triple-quant.urn coherencE'S are 

2Q ( Q -:JQ Q) 
wl/2+-+-I/2 0' , /.' , I 

2Q ( Q 3Q Q) 
w3/2+-+-3/2 o- , I , I 

Co(!, 1/2Jw?s~ + C2(/, 1/2).4~(o:Q,;JQ)P4(cosOX3.25) 

Co( I, :3j2)wfs~ + C2( I, 3/2).4~ ( o/J, ;JQ)P4 ( cos Ox,1.26) 

Assuming that 

k: = I C2(1, :3/2) I 
C2(f, 1/2) ' 

(3.27) 

that C2 (I,~) and C2 (1,t) have difrc-~rent signs (which is true when I=~), and 

that the -:3 -+ -1 coherence pathway is selected, the phase factor experienced by a 

quadrupolar spin a.t the start or the acquisition is 

,-2 q(Co(/.~~/2)1, Co(/,l/2)1.:1 1 ) 

w IS<' ] + /.: + ] + /;; 

I) (. ·''J).Jq( .Q ,:~Q)(/cC2(1,1/2)t, C2(/,:3j2)tt) + ·I COS L . I 1 0 , .• ) + ----C..--
. ' l+k l+k 

Cu(l.:3j2) +Co(/, l/2)k 2q_ 

I Wi.solt 

For the second to last equality. 

1 + ;: 

/,: = _ C:2( I, :3j2) 
Cz(l, l/2) 

. 

(3.28) 

(3.29) 

(3.30) 

is used. Similar t.o D:\S. t.lw <·utisot ropic ph<tse is C<-lltcclled out at. / 1 <-tnd an echo is 

formed. It is however. wort.h not.ing tltat t.lw <-:volvcd phase of a quadrupola.r spin at 

t 1 is no longer '-'-''J,~/ 1 , b1i1. is '-'-''J,((~/ 1 scaled by a factor /,;2 defined by 

1
,.
2 

= C'n(/.:3j:2)+C'o(/.l/2)k. 
I + /,: (3.31) 
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The removal of chemical shift anisotropy (CSA) by l\1QMAS is obvious since the 

sample is rotating around the magic-angle. The frequency shift due to chemical shift. 

interaction is however, different from that in DAS. 

-2m /.: 
( k + l + /,: + l )U..'iso f I 

(3.32) 

The fact that the chemical shift of m H -m transition is 2m times as large as that of 

the central transition is used in the above equation. The scaling factor k1 is defined 

by 

·) + '" I. - -~n? •· 
h]-

h+l 
(3.33) 

The experimentally observed shift in the isotropic dimension of MQMAS is a 

combination of the isotropic chemical shirt and the 2nd-order quadrupola.r shift. 

( 3.34) 

This shift is different from the DAS shift. 

Figure :3.11 shows the i'v!Ql\'1!\S spectrum of HbN0:3, together with the lD pro­

jections (lD I\1Ql\'IAS and i\1:\S spectra). C'onlp<trecl to Figure :3.9, the observed 

chemical shifts for the t.hrC'c sitC's arc di[!'ercnt in hot.h experiments, as a result of the 

scaling factors (1.: 1 and /; 2 ). 

The assumption that. ('2 ( I. :Jj'2) and C2 ( I. I /'2) I let\'(• opposite signs can be dropped 

without changing the principles of t.lw \1Q\IAS cxpcrinwnL. If they instead have 

same sign (I> 1l. t.he 0 ---t +:~ ---t -I coher<"nce pat.hway ca.n be chosen, to remove 

the anisotropic part. of tltc :211cl-orcler quaclrupolar interaction. 'T'his is shown in Fig-

ure :3.10. The phas<' cycle that selects the appropriate coherence pathway is discussed 

in the next section. 
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-17/10 

148/10:3 
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-5/4 

10/31 
-50/37 

10/73 
1 

-140/103 
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.50/1:31 

14/5 
-.50/37 

Table 3.1: Cohen~ncc path\\'ay and different seeding values for different spins. 

Even though the above discussion focuses on the cornbination of triple- and single-

quantum transitions, ot.hcr rrudt.iplc-qirant.um transitions (S/2 H -.5/2, etc.) can also 

be exploited. The k (Eqn :~.27). /,~ 1 (Eqn :3.:1:3) and /;:2 (Eqn :3.:31) values are different 

for different transitions. Tlwsf' valw's. togetlwr with the rekvant coherence pathways 

that are chosen t.o a.clric-.•v(-' selective a.verage are shown in Table :3.1 [45]. 

3.3 Phase Cycle 

T'he acquisitior1 sclwlll<'S sli0\\'11 i11 1-'igmcs :1.7 <Hld :uo do not lead to pure-

absorption phase DAS or i\IQ\1:\S spcct.ra cv<~ll if' hypcrcomplex data.sets are a.c-

quirecl. Recall from cha.pt.er :2 that mirror irnag<-' coll('rence pathways are required to 

give pure-absorption phase l\\'o-clilncllSiona.l spectra.. For DAS, the ±1 pathways are 

to be reta.i1Jed in hot.h h<11ves of' t lw / 1 evolution tinw. For JVIQlVIAS, the ±:3 pathways 



are to be retained in the first haiL and the ±1 pa.t!Jways are necessary in the second 

half of the t 1 evolution. ln the original sequences, the receiver detects only the -1 

coherence during the S<i~cond half. thus the detected signal is [1] 

(3.35) 

(3.36) 

It is not possible to get pure-absorption phase spectra from these two data.sets. 

The first moclifica.tion to DA.S to overcome this problem is to have a. z-filter at 

the time the DAS-echo rorrns [·W, 17]. The filter mixes /+ and f_ coherences and 

stores the magnetizatio11 along .::-axis and later restores it. This a.llows the retention 

of ±1 coherences in both halves of the / 1 period. The method has also been applied 

to MQMAS by Amourcux [48] and Wimperis [49]. While pure-absorption phase 

lineshape is obtained, one hair or th<" signal is lost clue to the use of z-filter. A 

better approach tha.t. is IIScd in our experiment. was first. proposed by Granclenetti 

[50] to get pure-phase DAS spect.ra; a silllilar approach is also useful for MQMAS [.51]. 

Figure :3.12 shows the n1odifi(~d DAS and l\'1Ql\t·'\S S<'quences. Th<~ major clif!'erence 

between the new seqiiCJH'<'S and t.IJ<:' original ones is t.!I<t.t. the acquisition starts right 

after the last pulse. This corresponds t:o a redefinition of / 1 and t 2 . For DAS, the 

evolution at the first angle is now 11 and the evolution at the second angle is t 2 . 

For MQ~1AS, t:he evolJiiion UJHler t:lJf' tripl<'-<jii<Hifllltl Hamiltonian is t 1 and that 

under t.he singlc·-qll<tntltllt ll<tltliltoni<tll is 11 . This ddi11ition places a shifting DAS 

(MQMAS) echo in the 12 diJJJ<'IISioll at t.iJJJ<' U,. \\'lte11 the clat.a is processed like other 

two-dimensional data wit.lJollt nwdificc-1t.ion, a. peak with c-1 slope k is observed. This 

peak correlates the frcqiiCliCi('s in two dill1<'tlsions. A conventional DAS (MQMAS) 

spectrum can be obtained by sltearing this spcctrun1 \\'it:h angle 0 [52, .!):3,· .54]. 

0 = t.an _, /, (3.37) 
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Figure 3.12: 1-lypercomplex DAS and ~·IQ~1AS experiment. Coherence pathways 
designated by the bolded and claslwd lines are bot:h retained. 
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DAS cosine 

¢1 oo oo 180° 180° 
¢2 oo 180° oo 180° 
¢:3 oo oo oo oo 
¢,. oo 180° 180° oo 

DAS sine 

c/Jt 90° 900 270° 270° 
c/;'2 oo 180° oo 180° 
Cf):3 oo oo oo oo 
cf;,. oo 180° 180° oo 

Table 3.2: 1-lypercomplex DAS pha~e cycle with redefinition of t 1 and t 2 • 

This definition of the time axes is very similar to the definitions in other two-

dimensional experinwnt.s. Using t.hc rtdes in chapter two, phase cycles for DAS and 

MQMAS can be derived ('l';-lhks :t2 and :~.:1). For D.AS, the derivation has already 

been worked out. in dtctpter 2 for the cosine parL of the signal (Eqn 2.127). The 

sine part of the signal is obtained by adding a ~)()o phase shift to the first pulse, 

and keeping all other pulses with their original pha::ws. The phase cycle is shown in 

Table 3.2. For l\1Ql\1AS. the change of the coherence order D.p is ±1 during the first 

pulse thus a six-step phase cycle is Iwcded to select these two coherences. The last 

pulse is left unc.yclcd so the total IHIInlwr of steps in a cycle is 6. 'T'Iw receiver phase 

is set by 

The fi rst-pulsc ll<'<'ds I o he pIt <ts<' .sIt i fl <'d I J)' :30° (ins t ec-1d of ~)() 0 ) I o get t; he sine portion 

of the signal because tit<' t ripl<'-qu<ntt um cohcr<'nce experiences a. phase shift three 

times that of tlw siitgl<'-qllaltl.ulll coherence after a ptdse applied to / 0 . The phase 

cycle is shown in Table :t:L 

Most of the spectra. presented Ill this thesis, are however, obtained using whole-

() I 



:3Q!V1:\S cosine 

4>1 oo 60° 1:200 180° 240° 300° 

4>2 oo oo oo oo oo oo 
cj>,. oo 180° oo 180° oo 180° 

JQl\1 AS sine 

4>1 :30° qoo 150° 210° 270° 330° 

4>2 00 00 oo oo oo oo 
cj>,. oo 180° 00 180° oo 180° 

Table 3.3: I-lypercomplex 1\-IQMAS phase cycle with redefinition of t 1 and t 2 . 

echo acquisition [50, !)] , 55] i11 which a pulse sequence of the forrn 

iT' /2- lr - iT' - acq. (3.39) 

IS used to refocus the sig11al and produc<' an echo. 1-lere fe is <HI echo time set to 

many milliseconds so t.h<' ;tcquisit.iolt follows both the formation and decay of the 

echo. Notice that in <til ordina.ry echo cxperimc11t, only the decay of the echo is 

recorded. The l\\'o-dimc11sional signal is of the form 

(:3.40) 

When this signal is Fourier Lr<tn~-Jorl!lcd with respect to f 2 and then phase corrected 

by a. time l, to the :_.._·-2 dinH'IIsioll. the following signal is obtained, 

(3.41) 

where 

(3.42) 

\iVhen the t 1 d i rncn s ion is a I so I ;()I! rif•r tr;-111 sf"or111ed. p 11 re-absorption mode 2 0-spectrum 

is obtai ned. 

(3.43) 

(il 



Hypcr.SEDAS cosine 

¢1 oo oo oo oo 180° 180° 180° 180° 
¢2 oo oo oo oo oo oo oo oo 
<Pa oo 90° 180° 2700 oo goo 180° 270° 
(p,. oo 270° 180° goo 180° goo oo 270° 

HyperSEDAS sine 

</Jt goo goo 90° goo 270° 270° 270° 270° 
¢2 oo 00 oo oo oo oo oo oo 
¢3 oo ~)()0 tsoo 270° oo goo 180° 270° 
¢,. oo 270° 180° goo 180° goo oo 270° 

Table 3.4: Hypercomplex SEDAS phase cycle with redefinition of t 1 and t 2 • 

The advantage of whole-echo acquisitiott is that it does not require the additional 

dataset like the States rnel.ltod. lltltits has a. factor of J2 improvement in signal-

to-noise ratio. Shiftcd-eclto D:\S (SEDAS) a.nd sltifted-echo l\1Ql\1AS (SEMQMAS) 

were discussed in [50] <liHI [:'i 1], respcct.ively. The experirnents can be further modified 

to combine with the States nwthod to give HyperSEDAS and 1-lyperSEMQMAS 

sequences, which collect also t.he 111irror irnage coherence in the rirst half of the t 1 

period and have anot.her f'a.ct.or of J2 improvetTtent in signal-to-noise ratio. 

The sequences and col1crence pathways !'or the l-lyperSEDAS and HyperSEM-

QMAS experiment.s an-· slt0\\'11 i11 F'ig1t1'<' :1.1:3. 'J'hc phase cycl<:'s for these two ex-

periments are given itt Table :1.:1 a11cl 'fable :1.:). For DAS, the first pulse is cycled 

through two-steps to select til(' ±I cohei'Cttces. Tlw third pulse is cycled through 

4-steps to select. the + l col terence. For \'IQ\1:\S. the first pulse is cycled through 

six-steps to select t.lw ±:l coll<'rC'Itces. Tltc third p1tlse is cycled through 8-steps to 

select the +I colwrcnn·. 

· en 
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Figure 3.13: HyperSEDAS and llypcrSEI'viQl\'IAS experiments which acquire whole 
DAS or MQl\:IAS echo in the 12 dim<~nsion. 
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1-lyperSEl'v1QMAS cosine 

4>1 oo 60° 120° 180° 240° 300° 

4>2 oo 

</>3 oo oo oo oo oo oo 4!)0 4.5° 4.5° 45° 45° 45° 
goo goo 90° goo 90° goo u.so 1 :3.5° 13.5° 1aso 135° 135° 
180° 180° 180° 180° 180° 180° 2:250 225° 225° 22.5° 225° 225° 
270° 270° 270° 270° 270° 270° :315° ~J150 :31.5° :315° 315° 315° 

</>r oo 180° oo 180° oo l 80° 900 210° goo 270° goo 270° 
180° oo 180° 00 180° oo 270° 90° 270° ~)()0 270° goo 

llyperSEl\1Qr-.·1AS sine 

cP1 :30° goo 150° 210° 270° :noo 

cP2 oo 

cP3 oo oo oo oo oo oo 45° 45° 45° 45° 4.5° 45° 
goo goo ~)QO goo ~)()0 ~)()0 l :35° 1:350 1 ~~5° 1:350 1:35° 135° 
180° 180° ] 80° 1800 180° !'80° 225° 225° 22!1° 225° 225° 225° 

' 
270° 270° 270° 270° 270° 270° ~310° ~n5o :315° :315° :n.so 31.5° 

cPr oo 180° oo 180° oo 180° 900 210° goo 270° goo 270° 
180° oo 1800 oo 180° oo 270° 90° 270° goo 270° goo 

Table 3.5: Hypercomplex SEl\1QMAS phase cycle with redefinition of i 1 and t2. 

3.4 Excitation and Reconversion Pulses 

The preceding section on ,~IQMAS ltiacle a11 assurnption that a single-H.F pulse 

applied on resonance is capable of exciting multiple-quantum coherence and trans-

ferring it back to single-qii<Httuni coherence for detection. In fact, the behavior of 

the quadrupolar spin system sttbjcct to strong RF' pulses needs to be carefully re-

considered here to see ltnw 1 he C'Xcit.a1iott <-lnd reconversion happen. Some important 

questions to he answcr(•d are: 

I. \Vith what cflicicttC\' <'<l.tl ttlttlt.ipl<·-qu;ui1 ttlll coherct1ce he excited? 

II. How efficiently can tnultiple-qttantum coherence be reconverted into single-

quantum colterencc? 

III. How do tnttlt iple-qttdlt1.tllll colwrcnces evolv<''? 

(j,~ 



IV. How do the phases of the: llF-pulses aJfecl t.lte phase of the signal? 

V. For a powder sample, arc t:he excitation and reconversion processes ho­

mogeneous? That is, are crystallites with different orientations equally 

excited? As a result, is the resultant lincshape in the MAS dimension the 

same a.s ordinary 1\f AS lineshapes? 

VI. Is MQMAS quantitative? 

Experimental answers to the above questions are summa.ri%ecl here. Relatively 

good signal-to-noise ratios can be a.chievecl for nuclei with high /, high abundance 

and short spin-lattice rclax;-lfion tinw [-~.1 •. )(), !'J7, .18 . .19, 60, 61, 62]. The Excitation 

and reconversion are expect·cd t.o be-~ inhornogencous, hut experimenta.l results seem to 

disagree with this since good <ptadrupolar linesha.pes are often observed in the MAS 

dimension when t.he qttadntpolar coupling const.ctnt. are not. too large [58]. MQMAS 

is not qua.nt·.itativc>, at. lcast. for the case t.hat a single pulse is used for excitation. 

Relatively quantitative resttlts. ltow<~vcr. were presented recently by Griffin et al. 

[63]. 

3.4.1 Fictitious Spin-~ Operators 

For the description of a spin-} syst.etn (or tlte central transition of a quadrupolar 

nuclear spin system). three sp<'cial operat-ors /o .. l± an~ introduced. 'T'ogd.her with the 

unity operator l, t.lw !"ottr operators fortll <t compl<'t.c basis t.ha1. the density matrix 

can be expressed as 

(:3.44) 

The commutation relatiotts <HliOII[!; t l1ese operators often allow the analytical solution 

of the evolut.iotl of the dettsit.y 111at ri:x of the system. I\,1ore importantly, the effects 

(i(i 



of RF-pulses and free indtiction decav on t.lw spin svstem can be described 111 an 

intuitive way (See section 2.5.:2). 

In the general case of I > 1/:2 sp1ns, there are 21 + 1 eigenstates and other 

operators are needed. Suppose that we have IV Hermitian operators An, the density 

matrix and Hamiltonian are then expressed as 

N 

p(l) L a 11 (1 )/In+ a 0 l (3.45) 
n=l 

N 

II L hn(t)An, (3.46) 
n=l 

analogous to the spi11-}- c<tsc. The N operators sh01tld be chosen to fulfill certain 

Cartesian commutation relations whicht. facilitate the calculation of the evolution of 

the system. 

fJ (I ) = c -II II p ( 0) c'lll (:3.4 7) 

One way of choosing the operators is to define fictitious spin-t operators for a 

quadrupola.r system. When l =~,the eigenstaJes I~>, It>, 1- t >, 1- ~>can be 

renamed as 11 >, l:l >, 12 > awl II >. For e;-1clt pair of the eigenstates, we introduce 

three operatc)rs according to tlw three Patdi rnatrices rr:J.,rr,1 and rr~. 

1\' (:3.48) 

I;:" /. 
-::>(Jr >< sl-ls >< rl) (3.49) 

(:3.50) 

where 

1/ nl <,. .':\; .s > -
:2 

(3.51) 

()/ 



2 

1 
-
2 

The commutation relations among these operators arc described below. 

[r7'S )TS]- .. ,TS 
X • Y - 1· Z 

1 
[/.,. ... , .. 1.]- __:_,.,.~. 

X • X - 2 \' 

l 
[/ ,.,, /·sf] _ · /7'1 

l .·' j·· - -- )·' 
2 

[I f'S 1-'f.] - 0 z' z -

'I 
[/

7'8 /"1] - __:_ /1'1 
X • 1· -- l X 

(3.52) 

(3.53) 

(3.54) 

(3.55) 

(3.56) 

(3.57) 

(3.58) 

Other commutation rclat.iorrs c;1.11 lw f'om1cl i11 [G'I, 6!)]. The a.bove relations can be 

generalized as 

[P, Q] = iidr (3.59) 

where P, Q, and n are three operators in Eqns :·3 .. 5·1 through :3.!:iS. Notice that these 

operators are not; totally independent .. For example. 

t'l = tY + ti'. (:3.60) 

In principle, oni.Y (2/ + I )2
- I independent. operators arc ncf•dcd for a. spin-! system. 

The observable opc'l'<l1ors /y./v./;( can be expressed a.s t.lre summation of the 

above operators. For a. spi11-/ sys(.('lll. 

lx.1· (:3.61) 

(3.62) 
rs 

();) 



a.ncl 

.(n)_f(/+1) ·")'/· ( - - ],.,. /._,. (3.63) 

Rotations in the spin space by RF pulses are then described by 

-iOPQ iOP () 0 IJ . l'l e . c = ·~cos''· + l.sin "'·'· (3.64) 

For example, from Eqn :l,!)(i, we get: 

Ui>'(-0)/i'-'U}::'(O) = /i:1 cos(0/2) -/i:.'sin(0/2) (3.65) 

with 

lf''"(O) iOI"·' 
.. 1' = (: 1' ' (3.66) 

where p =X,}', Z. 

3.4.2 Excitation by Single Pulse 

The Hamiltonia11 of a spin-~ sysL<'lll is expressed by 

H f-!,,ff + IIQ +lim· 

- ~u..•(:l/ J/ + 12) + '-"'Q (/ Y- fi 1
) - u..•J{ JJ/.~2 + 2/P + J3({:1

), (3.67) 

where Hoff is t.he frc<jlt•'tlC,V off'sct <Hid includes t:ll(' chcrnical shift. We have used 

Eqns 3.61 and :Ui2 for spitt-} tiiiCI<'Its. 

lx J3( 1~:2 + rt') + 2/_}3 (3.68) 

!\· A ( I r2 + I; I ) + 2 r;:3 (:3.69) 

1/. :ltY + (2:\ 
/. (3.70) 

Here, the 2nd-order qu<Jdrllpol<·lr iiii.craction l1as lwen IH·glcct.cd. If we also take 

6w = 0 and asst1rnc ""'t << •'-'Q· \\'(' g<'t 

(3.71) 

( i ~) 



where the first two tern1.o;; COillllllll.<· \\'it.h til<" w~xt two terms. \Vc can transform the 

above Hamiltonian into a t:ilted frame by the-· following operator, 

(3. 72) 

where 

(3.73) 

The resultant I-Ia.miltonic-nl is then 

where 

l 
(3.75) 

and Hr is the llc-unilt.onic-tn in t lw t iltcd fntnH:'. H we also neglect the last term in the 

equation for /h· and ass1trnc u.-• 1 << '-'--'cr tlw tilted Hatniltonia;l becomes 

•}, ,.'3 
,...._ 11 :3-·1 . 2:3 ' 1'-'-1 H Hr ,......, ..._, (I? - f./ ) - 2u..· 1 /_,. - --1_, . . 

Q /, h _., ,). ,2 .·\ 
-'-"-'Q 

(3.76) 

Clearly, the last two t.cnlls corrcspcmd to tl1e single- and triple-quantum transition 

operators. The scpa.rat ion or t.l1e last: t\\'o t.cnns has the advantage that rotations 

in single-qua.nturn <Utd triplc-qlt<llil.ltnl subspaces arc i11depcndcnt. The equilibrated 

density matrix 

(:3.77) 

then evolves under 1!-r ;wcordi11g t.o 

(3.78) 

10 



This equation can now be w-axl to describe the eff'ect of an RF-pulse on a. spin-~ 

system. 

I. The terms in the first parenthesis describe the cff'ect; of the pulse on the 

central transition. 'T'his expression is almost the same compared to the 

spin-t case except for the extra factor of 2. It suggests that the central 

transition behaves like an isolated fictitious spin-t nucleus with a doubled 

nutation frequency. i\'lore generally, for a spin-/ nucleus, scaling factor 

for the nutation frcquellC.Y is l + ~· 

II. The terms i11 t.he sc•cond par(~lll.hcsis describes the effect of the pulse on 

the triple-qtl<lllttllll transition. It. suggests that. an RF'-pulse generates a 

rotation in t.he t.riple-qt1ant.um subspace. The nutation frequency is w1 

scaled hy a factor n~ )'1 . The magnitude of t.he nutation, however, is 

two tirnes larger t.lta.ll t.lt<·tt of' the central transit.ion. This means that if 

the triplc-qua.ttl.ttlll colter('ltce is fully excited .. its intensity is even stronger 

than that of the c(•nt:ral t.ransit.ion. Expcrirnent.ally, this is hardly tn1e due 

to the incfTiciency of the excitation. 

III. The triple-quan!.ttlll lltll<tt.ion l'n·<pwncy is depctHlent on the quaclrupolar 

frequency. 

"'-'q 
('Q :l co<2 .JC!-

'21 ( 2/ - I ) ( ·) 

17,, . ) (l (l + -' stn-d(cos'J.n') 
') 

( •) "'(1) 
·J. I :.J 

wltich is oriental iotl-d<'p<'Jident. Tit is lll<'<llls t !tat. a ~JOO pulse f'or one 

crystallite is not t.ll(' q(Jo ptdsc f'or other crystallites and a triple-quantum 

90° pulse for a powder s<tlllpl(' e<HI not lw defined. As a resttlt, the triple-

qua.nturn cxcitat io11 is inltornogc·ti<'OIIS. 

II 



The nutation hel1avior of' a single crystal sarnplc with wQ =400kHz is calculated 

as a function of RF-pulse length and shown in Fig~~re :J.14a .. From the sinusoidal 

dependence of the excitation efriciency on the pulse length, it is clear that the ex-

citation is very inhomogeneous. \Vhen an average over the whole sample is taken, 

Figure 3.1·1b is obtained, where the tripiC'-quanl:i1m signal builds up initially and flue-

tuates with longer p1dscs. The maxirnum of' the excitation occurs when w1t ::::::: 371' 

from this simple model. 

It seems that !'or a. spinning sample. the ckrivation above is still qualitatively 

correct, especially when i.IIC' spinning speed is not very high and the RF power is 

high (see Figure :3.15). Ass11n1i11g that .:.c.· 1 = 100kHz and w,. = 10kHz, a solid state 

3rr pulse for I = i n11cle11S is <dJOut. 7.5ftS, which 1.<-tkes 7.5(7<-) of a rotor period and 

the spinning e!Tect. rna.v lw neglected. Tlw assumption that w 1 << wq is not often 

true, beca.use '-'-''Q is oricnt.at ion-dependent.. Nevertheless, the experimental data in 

Figure :3.15a. S11ggest.s t.lmt spi1111ing ef!'C'ct is not cr11cial and can be neglected in a 

qualitative analysis. 

3.4.3 Reconversion by Single Pulse 

To calculat.e til(:' ITCOIIV<·rsion dTicic·ncy, \\'e a.ssurne that the initial density matrix 

is n.·4 and ca.lculat(• t:hc cvol11t.io11 of' the systern und(··r ll.F-pulse. we then have 

where 

. ,.1 
(/. -· 

X 

(I I I 
\. 

I . . l I :I 2,1 . - s111 O(cos .. ._• l + cosu.• I- 2) 
I 

0. 

-,) 
/_ 

(:3.80) 

(:3.81) 

(:3.82) 

( 3.83) 
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Figure 3.14: Calculated tripiC'-qu<uJI.IJlll cxcit<tLion efficiency for single crystal (up­
per) and powder (lo\\"cr) samples as a f"uncticm of pulse length. The magnitude 
of the n .. F field strength (u..· 1 ) is show11 as legends. Tlw calculation assumes that 
wQ =400kHz . .5'0 is the maximum signal i11t.cnsity for the single-quantum transition. 
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Figure 3.15: Experinw111al d<l1·<• on triple-quantum excitation (upper) and recon­
version (lower) efficiency as a function or pulse length. The magnitude of the RF 
field strength (w 1 ) is siJown as legends. The calculation assumes that wQ = 400kHz. 
Computer simulated resull is also shown in the upper graph. 
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Unfortunately, a~3 quickly drops to zero as the ratio between the quadrupolar fre­

quency and the RF-pulse strength increases. To see this, notice that when w1 << WQ, 

(3.84) 

This suggests that the reconversion efficiency is proportional to the square of the 

ratio between the RF field strength and the qua.clrupolar frequency, which is often 

very small. As a result., the reconversion problem is more serious than the excitation 

problem. 

In Figure :3.16, the dependence of the reconversion efficiency on the reconversion 

pulse length is presented. Again, one sees the buildup of the single-quantum signal 

in a short period of time (u..• 1l = 0.87r ). However, the magnitude of the signal is very 

small. Neglecting spinning effect in this case is appropriate since the pulse length 

takes only about 2% of a rotor cycle (See Figure :3.1-S). 

3.4.4 Excitation and Reconversion: Con1puter Sinntlation 

To fully understand the <'xcitation and reconversion processes under spinning 

condition, computer sin11dation has to be exploited [8, 66]. This is because the 

Hamiltonians of the syst.em at tirne l and i +Sf do not commute to each other and 

the evolution of the der1sity rna.t.rix has to be solved numerically by calculating 

(:3.85) 

The calculation is often facilitated by th(' di<lgonalization or ('<lCil Hamiltonian in the 

equation [8]. The ca.lclllat.ion on t.h<' excitation dTicicncy is shown in Figure 3.15 

(upper). The result.s qu<ditat.ivcly matcl1 those obtained by Amoureux [67] and \t\Tu 

[68], that is, a relat.ively lo11g p1ilsc is rwcded for excitation. The discrepancy may be 

due to the slightly dirl"ercnt pararnetcrs we used in the simulation. The simulation 
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Pulse length(ps) 
Ex ct. /Recov. :3/2 5/2 '""'/') I ~ 9/2 

Excitation IS 3rr 37!" 27!" ~7!" 
Reconversion -7!" 7l" 7l" 7l" 

Table 3.6: Pulse lengths that maximize the excitation and reconversion efficiency. 

also reproduces the short-term behavior of the experimental data. The interested 

readers should consult other references [67, 68]. The best pulse lengths for excitation 

and reconversion are however, summarized in Table 3.6. Notice that the pulse lengths 

here are solid-state pulse lengths, and theresult qualitatively agrees with the numbers 

obtained by the simple model which neglects the spinning eflect. 

3.4.5 Excitation and Reconversion by Spin-Locking 

Another interesting nwt:hod tlii·tt is reported for excitation and reconversion wa.s 

proposed by \Vu eL a.l. [():1]. The pulse sequence and phase cycle are shown in 

Figure 3.17 and Table :3./, respectively. Instead of using a single long pulse for 

excitation, two pulses (without t.irne int.erval in between) are used. The first pulse 

is a solid-state 90° pulse, and t:he second pulse is a spin-locking pulse phase shifted 

by 90° with respect to the first pulse. The length of this second-pulse is set to 

Tr/4, where Tr is the rotor period. The reconversion pulse is a single pulse whose 

length is again set to r,f'l. 'T'Itis pulse is much longer than the optima.! pulse length 

suggested by Amottrettx [61]. The cflicietlC.Y of the sequence has been illustrated both 

by experiments and sillllllat.ions. Tlw rnost sigttiricatil. advantage of the sequence is 

that it is more quantitative. 

The key idea behind this 11e1V seq11ence is that when the sample is spinning, the 

eigenstates of the spin Ilarnilt.onian dt<-t.ngc with tirne. If initially the spin system is 

in IV state, part of the colwn•ttce is converted into triple-quantum coherence 1}4 at 

I I 



( n/2 )<j> 1 <1>2 <1>3 

SL t} SL 

Figure 3.17: Spin-Locking pulse sequence for the excitation of triple-quantum co­
herence and its conversion ba.ck 1.o single-qua.nturn coherence. 

Spin-Locking :3Qt-.·IAS cosine 

rP1 oo G0° 1:20° 180° 240° 300° 
¢2 90° 150° 2l00 270° :3:30° :30° 

rP:3 oo oo oo oo oo oo 
rj;,. oo 1800 oo 180° oo 180° 

spin-Locking ~3Qf'v'IAS sine 

rPl ~~oo 90° I !)0° 210° 270° :3:30° 

rP2 1200 180° }:100 :woo oo 60° 
(P3 00 oo 00 oo oo oo 
(p,. oo 180° oo 180° oo 180° 

Table 3.7: The spin-locking :3Ql\IAS phase cycle with redefinition of t 1 and t2 . 
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Tr/2 and returns to IJ? after a full rotor cycle when a spin-locking pulse is applied 

[69, 70, 71]. Also, part, of the coherence is converted into IY at rr/4 and returns to Il3 

at Tr/2. If this is true, the first 90° pulse in the sequence shown in Figure 3.17 creates 

coherence Il3 , which evolves into IY at r,.f4. The third pulse, similarly transfer the 

coherence back into a. single-quantum coherence. 

Even though the authors have shown that their sequence is far more quantitative 

than the two-pulse sequence, the sequence has not been widely used until! now. One· 

of the reasons may be that the sequence is only efficient for spin-~ nuclei. Another 

reason is probably that the sequence is still not well-understood. According to Vega, 

the spin-locking efficiency for quadrupolar nuclei is low and only under adiabatic 

conditions is the tram,Jcr of' coherence by spin-locking possible [70]. It seems contro­

versial that the spin-locking sequence gives good results since the adiabatic condition 

is expected to be hard t.o fulfill. People with further interests should read other 

references [69, 70, 71]. 

3.5 Comparison of DAS and MQMAS 

This section add rcss<~s several com plemcntary aspects of' l\1 Ql\lAS and compares 

MQMAS with DAS [4.1]. lss11cs such as feasibility, lincwidth, resolution are discussed. 

The chemical shift effect on the resultant spect.ra. is then presented in great detail. 

It is also demonstrated lwrc t:hat. CS:\ pararnet.ers can he extracted for quadrupoles 

using the m u I ti plc-q ll<lll t.u 1n st r<lt cgy. 

3.5.1 Experhnents 

Most of t.he spectra rm·scnted in this cltapt.cr were obtained at 9.4T or 11.7T using 

a home-built 5mrn DAS probe [72]. The spinning axis wa.s initially set to 54.74° by 

maximizing the observed sidebawJ intensity using l\Br (81 Br) or deutera.ted HMB 



(2H) as standards. The 21 i\ I spectra were collected usmg a. Doty Scientific 5mm 

high-speed !VIAS probe [7:3]. Spinning speeds greater than 7 .. 5kHz were exploited in 

all experiments except for the one designed to give the intense Na.2 C20 4 sideband 

pattern. The RF power level in the DAS experiments vva.s set to ensure selectiv~ 

excitation of the central transition, and a typical 90° pulse length was about 7ps. In 

the MQMAS experiments, high power (:3.5-40klb: for 110, .50-60kHz for other nuclei) 

was used to achieve efficient excitation. 

The shifted-echo DAS sequence(%- i1- I- hop- I- Te- 7!"-a.cq.) [50] and 

shifted-echo MQJVIAS [:)1] sequence used in our experiments were described in Sec-

tion 3.3. The echoes \Vere typically shift0d out by twenty to thirty rotor cycles (many 

milliseconds if possible) to achieve high sensitivity and undistortecl signal. If the 

sensitivity was a problem dtt(' to 'T'2 relaxation during echo formation, the simple 

two-pulse MQMAS seqttcnC(' (Figure :3.12) \\'as used. 5-10° solid-state pulses were ap-

plied for the excitation and reconversion, which according to the results of Amoureux 

[67], do not give the maxirnttrn mult.iple-quantum excitation and reconversion effi-

ciency. The data. were proc('sscd a.c.rording to the rnr,thod suggested by Grandinetti 

[50, 51]. RIVI N software was used and can be downloa.decl from the following URL: 

http: II www .chem ist.ry.oh io-st.at c.ed u I grand i netti IRl\-1N I rm n. html. 

All of the inorganic cottlpOtltHis used in i.he experiment were obtained from com-

mercia) sources, t:.ypically \\·iilt a. sLated purii.y of at l('ast 98<7rJ. The anorthite and 

170 enriched stilbit.c \\·ere lllaclc <tl Stanford univnsitv and characterized by X-ray 

diffraction (XH.D) and 2'JSi Nl\11{. 

3.5.2 Feasibility 

l\1Ql\1 "S. , 1 ... r·2:·11\1. ( 1_:1) s1 1, 1. ( 1_:3) n\l(l-5) 'IC)(J-s) cJ4ss (I-7) ,~\, Sj)(:.C.ld 0 i\cl. -2 . \ J -2 . :· -2 , -2 an , C -2 

in some model cornpotttHis ar(' sltmvtt in Figme :US. The typical recycle delay varies 



between 0.5 and 1 second for dirferent samples, resulting in an acquisition time no 

longer than 12 hours. This suggests that l\1QMAS spectrum can be acquired in a 

reasonable time period for these nuclei (also for 11 B, I=~ [62]) when the T 1 of the 

sample is not very long. The quadrupola.r coupling constants ( CQ) are 3.6MHz for 

87 Rb in RbCI04 [24], 2.41\Hiz for 2:3Na. in Na2C1 0.1 [58], about 5MHz for the 45Sc 

sites in Li 3 Sc2 (PO,l):3, 2.S-8.·1M llz for 27 AI sites in anorthite [60] and 3.4MHz and 

4.8MHz for the two types of oxygen sites in stilbite. The MAS dimension of these 

spectra. usually show well-derinecl ]'viAS powder patterns, suggesting a. relatively even 

excitation of the triple-quantum coherence. 

The single-hop DAS spectra for the above 8711b, 23 Na and 170 samples were also 

recorded. However, a.cquisiti(m of the 11 13, 27 /\1 and '15Sc DAS spectra was far less 

successful because of the short T 1 • Typically, :·W-50 milliseconds are needed to flip 

the spinner axis in a. DAS cxpcrirncnt which rneans it can only be applied to samples 

with T 1 longer than 100-l!)Orns. Another limiting factor for DAS is the homonuclear 

dipolar coupling, which creates coherences t.hat may not be restored following axis 

reorientation [42]. There is no such limitation for l\1Q!\'IAS because a hopping period 

is not necessary betwec11 the 1wo correlated evolution periods. 

The major I i m i ti ng factor for lVI Q l\1:\ S is the magnitude~ of the q u a.dru polar 111-

teraction. Since the t.riple-qll<-lril.lllll transition is forbidden to ]st.-order, the MQMAS 

experiment is cuI Ten L I y I i 111 i Led t.o si tcs \\' i th C'Q less t. han 4l'v1 Hz f'or spin-~ nuclei. As 

a. comparison, Cq of' up to (i.:J)\IIIz f'or I=~ nucl(~i does not lead to extra. experimental 

difficulties for DAS [:2'1]. In the extreme, i\la.ssiot et a.l. have obtained a 71 Ga. (I=~) 

DAS spectrum of' /3-C:<I/):1 with a Cq of' 1:2\1 H:;, [7'1]. 

As shown earlier in this cllapl('l', the excitation efficiency of the triple-quantum 

coherence is determined hv ~. 'l'o achieve rnaxir111tm excitation efficiency, highest 
,, WJ • 

power level is USita.lly IIS<'d. When the nr strength is fixed, the quantity that de-
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-60 -40 -20 (ppm) 

b 

0 25 (ppm) 
c 

-3000 0 3000 (Hz) 

d 

-55 -45 -35 -25 (ppm) 

e 

-60 -50 -40 -30 -20 -10 (ppm) 

Frequency 

Figure 3.18: :~Q~l:\S spcct.ra of (a) ll
7HbCI0 1 (b) 2JNa.2 C2 0,1 (c) 45 Sc in 

Li 3 Sc2 (P04 h (d) 27 AI in anorthite (e) 17 0 in stilbit.e. Spectra (a), (b), (d) were 
taken at 11.7T while til(:' other t.wo were taken at 9.41'. Frequencies are referenced to 
1M RbN03 for 87 Rb, 11\'1 NaCI for nNa, I M AI(NOJh for 27 AI and J-1 20 for 170. Spec­
trum (d) is a slice ta.ke11 along t.he isot~ropic dimension, vvhich has better resolution 
than the isotropic projectio11. 
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termines the excitation efficiency is '-'-'Q which is dclined as 

(3.86) 

and smaller wQ usually means better excitation unless wQ is vanishingly small. It is 

thus not surprising to see the efficient excitation for 2i AI (Figure 3.1Sd, anorthite, . 

with Co up to 8.4MI-Iz), hut the inferior excitation for 87 Rb (Figure :3.18a, RbC104 , 

Co=3.6MI-Iz). The smaller scaling factor for I> ~nuclei suggests that the observation 

of Co up to 101\11-Iz for :2iAI is feasible, based on the relatively efficient excitation 

of the triple-quantum coherence for 2:3Na (e.g. Na2C 2 0 4 , 1=~, Co=2.4MHz ). This 

is actually demonstrated by our experiment on kyanite (see next chapter), which 

contains 2i AI site with C:q up to 10.01\11-1?;. The fact that the single pulse excitation 

scheme is relatively eFficie11t for spin-i nuclei is important because Cq for 2i Al _and 

170 (both spin-~) are smaller th<m l OMllz in a lot of commonly used technological 

materials. Hmvever, ca.rli lllllSI. he L·1.ken in the use of this technique for the study of 

site quantification. 

3.5.3 Linewidth 

The DAS and l\·1Q!\l:\S lincwidt hs (f11ll \\'idt.h at half maximum, F\VI-TM) of some 

model compounds are compared in 'fable :L8. Also sho\\'11 in this table is the linewidth 

_data from l\IAS and Hahn-ccl1o experi111C1ils (Trlinewidth). In a.ddition, the DAS 

linewiclths for 11 13 in DJ~O:l [1:2]. 27 .'\l in Li:\!Si 10 1u [l!'i] and 17 0 in diopsicle [46] are 

also included. 

The DAS linewidth increases from about 200Hz for SiJlb to 1.2kHz for 2i AI, con-

sistent with the increasi11g homonuclca.r dipolar coupling strength. The MQMAS 

linewidth, on the ot.her hand, is largely nucleus-independent, spanning the range 

between 170Hz and 210Hz. \\'hilc t.he rns and l\lQf\IAS lines are usually an order 



Nucleus/ compound 
87 RbNO 3 
87RbC10 4 
23N a.2C204 
D3

11 B03 [72] 
27 Al l<yanite [60] 
27 AI LiAISi,10 10 [76] 
170 Diopside [75] 
170 Stilbite 

DAS 
160 
250 
.soo 
llOO 

1200 
120 
600 

Linewidth(Hz) 
MQMAS llahn-Echo MAS 

180 10 2500 
270 10 .sooo 
260 25 3500 

4500 
170 :30 7:300 

4200 
100 3800 
270 :30 4500 

Table 3.8: Comparison of t.lw DAS. l\1Ql'vfAS, echo and MAS linewidths for some 
model compounds. 

of magnitude narrower than the !\lAS lines, they are an order of magnitude broader 

than the echo-linewidth. 1'his is not a surprise, since magnetic field inhomogeneity 

as well as inhomogeneous broadenings is rcfocttsed hy an echo sequence, leaving only 

the intrinsic T 2 relaxation ttnder l\lAS. To understand completely why the MQMAS 

lines are so much wider t.h;-w t.he echo lines requires rnore detailed and careful meas-

urernents to evaluate the cont.riblltion of each broadening mechanism. The residue 

dipolar coupling, the def<'cts irt t lte crystal and the field inhornogeneity can all be the 

dominating broadening Jtwchanism. 

The D.AS line\\"idtlt can he rci<Li<'d to tltc ma.gnitllcle of the homonuclea.r dipolar 

interaction in the syst.ern [42]. The bilinear terms in the density matrix arising from 

the dipolar 1-lamiltonia.n ca11 11ot be n-'tained tltrotlglt a DAS angle change. Thus the 

dipolar Hamilt.onia.n acts pttr('ly as <I rcl<~xation sup('roperat.or and it is not refocused 

at the DAS echo Jnaximlltll. Tlw independence of the MQl\IAS linewiclth on the 

nucleus of interest. at. le;ts\. suggests that hontont~Jclcar dipolar coupling is not a crucial 

factor for the implement at ion oft lw fviQ\1:\S experiment., \vhiclt is a. major advantage 

of MQMAS over DAS. 

Strong heteronuclcar dipolar coupli1tg may rC'ndcr the MQJ\,1!\S spectra. broad 

.. 



too. The problem scerns serious only when 1 H is involved and can be overcome by 

1 H decoupling [77]. 

3.5.4 Resolution 

As shown in Eqn :3.:3-1, the observed MQMAS shifts are scaled by two factors k1 

and k2 and different frolll DAS ( k1 =k 2 =1) shifts. T'his makes the resolution of a 

MQMAS spectrum dependent. not only on 6;.-,-, and wf..~, but also on k1 and k2. Some 

genera.] conclusions about: resolution ~an be drawn, but for a specific sample, care 

must be taken in spectral interpretation. 

Eqn 3.:34 indicates that t.wo chernica.lly different. sites he-wing the same qua.drupolar . 
coupling constant will he-we a frequency separation proportional to /;; 1 in the MQMAS 

spectrum. If 1!.:11 is greater t.ha.n ] .0, better resolution is expected for lVIQMAS; on the 

other hand, if 11.:11 is s!llallcr than 1.0, DAS has better resolution. The factor /;;2 has 

a similar effect on rcsoltt1.ion, wl1cn t.IJC chemical shift of the two sites is the same. In 

the case that I=i, lVIQ!\'1.:\S ha.s better resolution than DAS according to Table 3.1, 

and the opposite is tn1c for I> 1nuclci. For I=~ nuclei, the enhanced resolution of 

MQMAS over DAS is readily seen in Figttres :3.!) and :3.1] where the separation of the 

two MQMAS peaks in HhNOl U)pprn) is twice t.hat in the DAS spectrum (.5ppm). 

For I=~ nuclei, a1t cx<Hltplc is give1t itt Figttrc :J.I9, whiclt is a.n 170 stilbite spectrum 

taken at 9.4'1'. In t.ltis cas<'. D:\S gives t.wo part.ially resolved peaks, whereas only one 

peak is observed itt t.lw i\IQ\1:\S spcctrttltl. Similar rcsolut.ion limitation wa.s also 

'.45S (I-') seen 101 , c - 2 . 

Despite tlte s1nall scc-dittg factors (l.·t = -I 7 j:H, /,:.2 = 10(11) for spin-~ nuclei, 

27 Al is an ideal l11tclcus f'or i\:(Q\IAS, as will he demonstrated in the next chapter 

[60]. !'viAS spectra. for 27 AI <tr<' usttally too broad to t.ake advantage of the improved 

spectral dispersion. Tlw ntodcr;tt(' co11pling constants for 27 AI in most materia.ls [78] 
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Figure 3.19: ~J.-1T Di\S (a) and i\!Qi\L\S (b) spectra of 17 0 labeled stilbite. Two 
DAS peaks are discernible, hut. only one peak is observed in the :rviQl\LAS spectrum 
(the left hand side intensity is frorn spect:ral distortion and sideband). 



make it very suitable for ~d Ql\1 AS studies. In addition, the decreased resolution in the 

3QMA.S spectrum can he overcome by correlating the quintuple-quantum coherence 

with the single-quantum coherence [79]. 

3.5.5 Che1nical Shift Effect 

It is son1ewhat interesting to see that two of the three rubidium sites in 87RbN03 

collapse together in the 11.7T l\'1Ql\1AS spectrum. At. the same field strength, three 

peaks exist in the DAS spectrum even though the IV!QMAS spectrum is expected 

to have better resolution. 'T'his problem happens also in the llbN03 DAS spectrum 

at 7.0T [24], whereas at t.hat fi0ld strength, the !\1 Ql\1AS spectrum has three well-

resolved peaks [51]. T'his overlap inclicat.es that sites with different chemical shifts 

and quadrupolar intcract:io11S can appear at the same frequency in a DAS or MQMAS 

spectrum. Such an accidental overlap is a result. of the cancellation of the chemical 

shift difference and the 2nd-order quadrupolar shift difference. 

For well-crystallized samples, the accidental overlap can be overcome by multiple-

field experiments. One can also perform both DAS and l'v1 QM AS experiments on the 

same sample at only 011c field, since the overlap conditions are different for these 

two experiments. In this rf'spccL the combination of DAS and l\1QMAS removes the 

possibility of spectral misilllerpret,a.tioll. 

For materials with a conLiiiiiOIIS distrihut.ion of' chemical shif'ts and quaclrupolar 

coupling constants (as in IWIII.\' <lmorpiHlus and ghssy rnaterials), the problem of 

overlapping peaks limits tl1e <1pplicahility of' D:\S and l\IQ~\'IAS. 'l'o see this,_ I will 

give a brief' descriptio11 of' til(' g<-'IICI'<ll f'cc-Ltlm's of' t.h(' liQ DAS spectra for silicate 

glasses [SO, 81]. D:\S spcctr<l of' tii('Se IJI<ltcrials are broadened usually from one to 

twenty kilohertz hy the dist.rih11tion of chemical sites (which have a distribution of 

chemical shift and quadrii!JOiar paralllCf(Ts). Because DAS gives a two-dimensional 

R-, .. t 



spectrum correlating the isot.ropic DAS shifts and the anisotropic interactions, an 

anisotropi~ slice taken perpendicttlar to the D:'\S dimension corresponds t~ a VAS 

spectrum and can be simulated to provide a set of quadrupolar (CQ and ry
0

) and 

chemical shift (6"; 50 ) paramet.ers (See Figure :1.9). These parameters are related to 

structural information such as the Si-0-Si bond angles for bridging oxygen in 170 glass 

(Eqn 4.1 ). The above approach assumes that each slice that is taken out corresponds 

to only one type of site. Because it is possible that sites with different chemical 

environments show up at the sarne frequency, this assumption does not necessarily 

hold. 

As an example. consider the a.rnorphous Si 170 2 DAS data obtained by Baltisberger 

et al. [82] Using the quaclrupolar and cltelnica.l shif"t parameters they obtained, the 

isotropic shifts in DAS. triple-quantum IVIAS and quintuple-quantum MAS spectra 

were calculated using Eqn :1.2:~ and :1.J1. The results are shown in Figure 3.20a, 

where lOOppm is first. suht:ra(·ted from the :.iQl\1;\S shifts and then plotted. The data 

points on the left side or LhC' rigttre <1re clt<lracterizcd by Stlbstantia.l error bars, which is 

mainly a result of simulation etTors. Tltc observed DAS shifts increase monotonically 

as a function of the slice nurnher whereas the multiple-quantum shifts do not vary 

monotonically over the corresponding slices. \Vhat is also noted is that the spread 

of MQlVIAS shift-s is rnuch srnalln for the same sites as in DAS as a. result of the 

scaling factors in E(pl :L:~1. For many of the 170 inorganic glasses, the quadrupolar 

coupling constants ( C'Q) dc'<T<'<~SC' \\'il.lt the it1creasc of the isotropic chemical shifts 

over a. wide range of Lite Si-0-Si bond angles [82, Sl]. The effect of a decreasing CQ 

is to shift t.hc l\IQ\IAS spcct.ra to ltigiiC'r frcqttcncy (more posit.ive ppm values). This 

effect is partially undone hy the sirnull<tii<'OUS ittcrcasc of' the isotropic chemica.) shift 

(note that /,: 1 < 0). Tit<" net: result. is a srnaller spread of shifts in MQMAS spectra of 

17 0 glasses than one w01tld get: f'rorn a. simila.r DAS experiment. The reason for the 



difference betv,reen DAS and l\fQMAS is that 1.: 1 and /.:2 111 DAS have the same sign 

(both plus), but they he-we opposite signs in l\1Ql\1AS. 

While Figure 3.20a shows that glassy samples may have a potential problem 

with overlap, it is worth considering a crystalline IiQ sample where CQ and ryQ are 

better defined. Figure :3.20h shows similar calculations for the five liQ sites in well­

crystallized coesite [47]. All five sites are clearly separated in DAS, but sites 3, 4 and 

5 are expected to overlap in the :JQMAS spcct.rurn, and sites 4 and .5 are expected 

to overlap in the .SQMAS spectrum. This sort of overla.p is possible in any sample 

depending on the relative sizes of the co11pling constants and shifts. In this regard, 

performing all three experiments (DAS, :3QMAS and .SQMAS) would provide useful 

overall information as the overlap conditions for these techniques are different. 

3.5.6 Chetnical Shift Anisotropy 

As discussed in the theory part of MQl\!AS, the CSA effect is magnified by a factor 

of 2rn for the n1. H -m transition, which allows it to dominate the triple-quantum 

spectrum when its magnitude is comparable to that of the 2nd-order quadrupolar 

interaction in a singlc>-quant.urn spectrum. In this case, anisotropic 2nd-order quad­

rupola.r effect may be lleglectccl in the triple-quantum dimensi<m. Simulation of the 

lD l\1QMAS spectnllll t he11 dir<~ctly .vields the CS:\ pa.ramet.ers. Carefully check­

ing Table 2.:3 suggests tl1at this approach is only valid for I=~ nuclei (as long as 

3QMAS is involved). \VIicll I =J: g, tlw :ZIICI-ord<~r ([lladrupolar (-~rrect is also ampli­

fied. However, when I = i tJw rnagnitucle or the 2nd-order quadrupolar interaction 

for the triple-quant.lllll coll('("('(lC(' is SC<)Icd do\\'11 (by a factor or~), compared to that 

for the single-quant11111 coherence. 

Figure :3.21 is the 011e- and t.wo-dinwnsional 11.7T 8 il1.b MQMAS (wr=8.9kHz) 

spectra of Rb 2Cr0,1• T\\'o sites exist in this cornpo111HL but only the one with smaller 
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Figure 3.22: Sinllllat.cd I L.iT i\IAS spect.rum of 87 llb in 11b2 Cr04 • Experimental 
spectrum (not sho\\'n) can not b<: rcprodttced i r CSi\ is neglected. 

CQ is observed. The spectntrn has a lot. of sidebands ( "~~j_,11 w,., nu..J,.) away from the 

centerbancl in the t\\'o-dintcnsional frcqttcncy space. confinning the conclusions on the 

MQMAS sideband pattern [l'">. ~n]. Tlw simulated l\IAS spectra that either considers, 

or does not consider, the clt(~mical sltif't anisotropy are shown in Figure :3.22 .. It is 

clear that chemical shifL anisotropy plays an itnportant role in interpreting the data. 

Figure :3.2:3 shows and cotnpares the I D DAS and l\·IQTvtAS spectra of 87 R.b in 

R.b2 Cr0,1• The l\1Ql\·IAS projection shows \\'CII-clefincd sideband pattern that is sim-



ula.ted in Figure :1.2:3c. 'fhe CSA and t.he 2nd-order quadrupolar broadening for 

Rb2 Cr04 at 11.7T are 27kHz (oc.s = -llOppm) and 13kHz (C:Q = 3.5MHz), re-

spectively [84]. Since they are somewhat comparable, the combined effect of CSA 

and qua.drupolar interaction is complicated, and the DAS and MAS spectra. are not 

sensitive to variations in the CSA parameters. It is then very dif-ficult to obtain CSA 

information from either the DAS or MAS spectra. However, as CSA is amplified 

to 75kHz in the l'v1Ql'I'IAS dimension, the l\1QMAS spectrum of Rb 2Cr04 covers 

a much larger frequency range and neglecting the 2nd-order quadrupolar interac-

tion in simulating the l\1 Ql\L'\S sideband intensities is possible. From Figure 3.23c, 

the magnitude and asymmetry parameter of GSA are determined (ocs = -llOppm, 

1Jcs = 0.0). These values are in good agreement with those determined by a switching-

angle spinning (SAS) a.pproac!J [81](chapter 6) but do not agree with other numbers 

found in the literature [8!)]. 'T'he llb2C\0.1 spect.rum here also serves as an example to 

demonstrate that relatively large CSA docs not lirnit the implementation of MQMAS. 

3.6 Multiple-Quantun1 Variable-Angle Spinning 

The concept of rnult.iple-qltant.um Nl\lll can be extended to the case that the 

sample is spinning at angles ot Iter than the magic-angle. To see how this can lead to 

other information not acc('ssib]C' throttg;h i'dQl\f:\S, consider a spin-i nucleus spinning 

at 70.12° or :30 . .16°, where P 1(cos 0) = 0. Sit ICC C' 1 (:3/2, :3/2) = 0 (Table 2.3), Eqn 2.83 

reduces to 

2Q ' . :3 :3 2Q 
'-'-'·,;·>~-··;>=Co(-,- )L<-',·<·· . ., -~ .) - 2. 2 .,u 

(3.87) 

This means th<l.l. anisotropic 2t!d-ordcr q1tadrupolar intcract.ion does not broaden the 

triple-quantum spectrum. 'fhc spcct.rulll is ltowever, not a high-resolution spectrum 
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Figure 3.23: ll.IT DAS (a), l\IQ!\11\S (b) and simula.t.ed I\1Ql'v1AS (c) spectra for 
87 Rb in Rb2 Cr0,1. The simulation 1wgk'c\.s the anisotropic 2nd-order qua.drupolar 
interaction. 



since chemical shift anisotropy (CSA) still influences the spectrum. 

C8 •)( + ,-~CS'( C8 .3c:;·)J:> ( - 0)) w3/2t-t-3/2 = ·) 1.1.-'iso .-"12 ()' , f -4 cos (3.88) 

The pure CSA dimension (triple-quanturn dimension) allows one to determine 

chemical shift anisotropy ( CSA) directly, even if it is too small to be separated from 

the quadrupolar interaction in a. single-quantum spectrum. The method would also 

be more sensitive to sma.ll chemical shift anisotropy since the CSA effect on a triple-

quantum spectrum is magnified by a factor of three, compared to its effect on a 

single-quantum spectrum. Ex peri mentally, the 1\1 Q VAS data can be collected using 

the MQMAS sequences and processed accordingly. A shearing transformation is not 

needed since redefinition of' the evolution time is not necessary here. 

As an example, Pig11re :3.24 shows the 11.7T RbN0:3 :3QVAS spectrum acquired 

with sample rotated at 70.12°. The quadrupola.r pa.ra.rneters for each of the three sites 

in this salt have been dct.ennincd by DAS and l\lQJ\·IAS [-51, 211]: Jiso = -27.4ppm, 

CQ=l.6SMHz, 17Q = 0.:2 for the first site, /ii_,,, = -28.-Sppm, CQ=1.94MHz, 17Q = 1.0 

for the second and (lts,., = -11.:3pprn, Cq=l.721\1Hz, ''lq = 0.5 for the third. Us-

ing these pa.ra.met.crs. the isotropic f'reqrrency shifts in the triple-quantum dimension 

were calculated to give -74.:2. -71.1 and -8-1.9ppm, respectively. These numbers are 

in the same region <-1S the peaks in t:lre tripk-quarlttrrn spectrum. Compared with 

the simulated spectra in Figure :3.2-5, it is likely that. the spectrum contains mul-

tiple overlapping \\'ell-defined patt.erns. llowevc'r, accurate determination of the CSA 

parameters for this salt rcqtrires a t.lrrcr-clirnensional experiment that separates the 

three sites. 

3QVAS spect.ra were ohtairrcd. The spectra all lu-we an asyrnmetric triple-quantum 

dimension, but no clear singularities can lw idcnt ificd to accurately determine CSA 
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Figure 3.24: 11./T ~~QVAS spectrurn of SiRb in HbN03 . 

parameters. This is most. likely· due to the existence of other anisotropic interactions 

including dipolar coupling. Por l\'IQVAS to be usefuL such interactions have to be 

small enongh t:hat they clo not obscttrc 1 he CSA efTect. 

The next. chapt.er shows that. 2D switching-angle spinning (S.AS) spectra. for quad-

rupolar nuclei are ntor<' scttsit.ivc t.o Slllall V<triat.iolls i11 l;~uler angles between the chem-

ical shift and quadrttpolar principal axis sysLcrns (PAS) [84, 8G]. The two-dimensional 

3QV.AS patterns for I = 1 nttclei tnay <-tlso he used to yield similar information. 

Figure :3.25 shows the simulated 2D :lQVAS spectra using same chemical shift and 

quadrupola.r para.rnet.crs. As one cctn see. the patterns show a significant dependence 

on the relative orientation of t:lte two t:ensors. tints providing a promising method for 
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quantifying the Euler angles. 

3. 7 Alternatives to DAS and MQMAS 

3. 7.1 Double Rotation (DOR) 

DAS and MQMAS are two-dimensional echo like experiments that reconstruct 

isotropic NMR spectra for qua.drupoles in the indirect dimension. Double rotation 

(DOR) is a. simple experiment that does not involve this second-dimension [87, 88]. 

However, it is technicall::-' more difficult since the sa.rnple is spun around two angles 

simultaneously. The two angles are chosen to be the roots of the second- and fourth-

order Legendre polynomials (!:Jc1.7-1° and :HJ}ifi 0
). To derive the Hamiltonian under 

DOR, an extra. rotation transfonnation is involved and Eqn 2.84 is needed . 

. A~" A~~-m = L < /OI22m, -m. > a10 (:3.89) 
1=0.2 ... 1 

Notice that even thottgh the other approach that. expands the second-rank tensor . 
product (Eqn 2.76-2.82) works too, it is very tedious to use with this extra rotation. 

ato now has a. definition clirfcrcnt frorn Eqn 2.S!:i. 

I 

aw = L n;,'(~ ( "-',. t /, ()I. 0) o;~: ( "-',·2 L 02' ())D)/] ( o:Q, fJQ, IQ kth (3.90) 
n,j,h=-1 

In this equation, u..,'r~ and "-',.2 are tit<' spinning r;-tt.es at. 1.\\'o spinning angles 01 and 02 . 

If OJ}ly the tirne-itld<"IX'itdctl11<'rtlls arc considcr<'d. we haven= j = 0 and 

I 

Of!)= d(():/(O,)r/(~:~(OJ) L c-llcoQ Di,~]((iQ)(J'II.c· (3.91) 
lc=-1 

Notice that 

(3.92) 



I 

The frequency shift under DOH can be writt.en as 

w2Q = wf..~ + A~ ( aQ, pct) ? 2 (cos Ot) P2 (cos 02 ) + A~ ( oQ, (JQ) P.( cos O!)P4 (cos 02 ). 

(3.93) 

Since 

P2 ( cos 01) 

P1( cos Oz) 

0 

0, 

(3.94) 

(3.95) 

only the first term in Eqn :HJ:3 IS nonzero (isotropic 2ncl-orcler shift) and high­

resolution is achieved. 

DOR has been successfully used t.o study a series of aluminum or oxygen contain­

ing materials [89, 90, 75]. T'he problern with DOH. is that it requires sample spinning­

at two angles at the sarne time and the outer spinner can only be spun at about 1kHz.· 

Even with rotor synchronization which creates a virtual spinning speed two times as 

fast as the real spinning speed, the spectra are still congested \·vith sidebands that 

spectral interpretation is often complicated. 

3.7.2 Dynan1ic-Angle Hopping 

Dynamic-angle hopping ( DA H) [91] is an interesting t.wo-dimensiona.l experiment 

that rotates the sample very slowly but. t.ot.a.lly rcmm'es the sidebands in the isotropic 

dimension. The isotropic dimension is constructed 11sing a. similar scheme as DAS 

and a hopping is also involved. Tl1c ('Xpcrimcnt is an extension of' the magic-angle 

hopping (!vi:\ 1-1) cxperill!<'nl [(J2]. Tlw basic idea is that high-resolution and removal 

of spinning sidebands (II'<' L\\'0 cliff"crcll1 goals in Nl\1 nand can be dealt with separately. 

To achieve high-resolution, t.he sample does not need to be spun very fast (DORis 

an example). Fast spi11ning is ol'te11 used since slow spinning gives extra sidebands 

[22, 93]. If the sidebands can be re111oved through other ways, fast spinning is not 

needed. 



In DAT-I, high-resolution is achieved by spinning the sample first at 63.43°, and 

then at 0° (k = 5). The sideband is removed however, by applying five pairs of pulses 

at 63.43°. Since I have chosen not to include a complete description of spinning 

sideband theories in chapter 2, l will not go any details about how DAH gets rid of 

the spinning sidebands. The technique does not find much application, because a 

DAS probe is still required and t:he large number of RF pulses used may render many 

samples inaccessible. 
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Chapter 4 

Application of MQMAS to 
Aluminttm-Containing Materials 

The use of multiple-quantum rnagic-angle spinning to study 27 Al-containing ma­

terials is probably the rnost. irnportant application of this experiment so far. Alu­

minum, along \Vith oxygen and silicon, is one of the rnost common nuclei in zeolites, 

minerals, glasses and other technologically important materials. Solid-state NMR 

is becoming increasingly important in resolving some structural and quantification 

problems in these materials [91, 9.), 96, 97, 98, 99, 78, 100, 101]. 

In a.luminosilicatc and alurninate crystals and glasses, there are three common 

types of aluminum environments with cliffc~rent alurnin111n coordination number. The 

four- and six-coordinated c-1lurninmn sites h<wc been identified in a series of glasses 

[102, 10:3, 104, lOG, JOG]. even tlw11gh the static and l\'fAS spectra of 27 Al (I=~) in 

glasses are often poorly resolved because of disorder and quadrupolar broadening. 

The four- and six-coordimll.cd almninun1 site appear around GO and Oppm respect­

ively, whereas the <l'ladrupola.r coupling constants for each type of sites may range 

from 2-:31\fHz to I O!'dl-1;~,. ;\ n N i\1 n jlf'<lk <HOIInd :30pprn was also observed in many 

silicate materials, especially in sarnples prf'parcd 11ndcr high-pressure [107, 108, 109, 

110, 111]. This pr-<lk 1\'dS <tt.trihutecl to five-coordinated aluminum in analogous to 

the assignment. of tl1e silicon spectra [I 1:!]. even tllo11gh the existence and quantific­

ation of this sit.e n'mai11 cont.rm·crsial [11:3]. The high-resolution achieved through 

MQMAS may shine great light. on t.l1is problem. In t.his chapter. I will discuss some 

of the experiments that arc pcrforrncd on alurninosilicate and aluminate samples that 

lead to a relatively clear pict.urc of tl1cse materials. Tl1c:'. utility and the limitation of 
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MQMAS are also discussed. 

4.1 Interpretation of MQMAS Spectra 

Before going into any detail about our 21 AI experiments, the interpretation of 

MQMAS spectra is to be discussed first. The goal of most solid-state NMR exper-

iments is to extract useful structural and d_ynamic information about the materials 

of interest. Such information is strongly coupled to some NMR parameters including 

quadrupolar coupling cottstant (C'q) and isotropic clwmical shift (c5i_. 0 ). For example, 

it was suggested that tltc isotropic chemical shift of 21 AI or 29 Si directly reflects the 

coordination number of aluminurn or silicon [114, 18]. It vvas also found that the 

quadrupolar coupling constc-wt. (C'q) for 110 in tlw Si-0-Si linkage is approximated 

by [47, 80, 115] 

·) ( -.. 0 -,.) 
- - . - . . , o -cos L.) z - - .':> z 

Cq(L.'-.'7- 0- .'->'1) = Cq( l~O ) . . -.. O -·.-
cos( L ,<, 1 - - S 1.) - 1 

(4.1) 

Thus the mcasu rcnwn t. of' cltc·n 1 ind shift and q 11ad r11 polar para.met.ers may be essential 

in discriminating and qtl<1nl ifying alttrninurn sites with dirf'ercnt coordination number. 

The extraction of qll<tdrttj)()lar (Cq and .,/Q) and chemical shift parameters (0;80 , 

c5cs, 77cs) may not alwa_ys he ohviotts. For instatlC<'. t.he observed DAS and MQMAS 

shifts arc the com hi nat io11 of til(' isotropic clwmical sltift a.nd second-order quadru-

polar shift. Special t.r(•ctlttwnt tl('cds to lw dorH' to separate I he shifts from the two 

sources. 

4.1.1 Spectral Sinn1lat.ion 

Simulating the expcrinwntal ~\II{ lines is by L-tr t.lw rnost widely used approach in 

solid-state Nl\111 to get information ahout: t:lw anisotropic interactions. For quadru-

polar nucleus, t:he sinllrlc-llion \\'Oidd idcc-1lly ilt<:llidc up to 8 independent parameters 
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(8iso, 8cs, 1]cs• CQ, 'IIQ' n, (J, 1 ). The large ntmlhcr of parameters may overfit the data 

and practically, three paramet.ers ( (5i.scn CQ and 17Q) are used in simulations. This 

approximation neglects CSA, hut is proved adequate, especially when fast MAS is 

performed which minimi;~,es the CSA effect. 

The problem with the fitting procedure is that the number of fitting parameters 

grows up quickly when there arc multiple sites in the system. This is one of the 

reasons that l\·1AS spectra of li AI are often hard to qualify and quantify. The overlap 

of the four-, five- and six-coordinated aluminurn peaks makes the simulation almost 

impossible in some cases. lligll-resoltition techniqttcs such as DAS or MQMAS are 

then useful to differentiate distinct sites in the system and provide initial guess of 

the NMR pa.ramct.ers for t.lwse sites. In the best cases (See Figures 3.9 and 3.11), 

when distinct sites are resolved in the DAS or l'1'1QIVIAS spectrum, each site can be 

simulated separat.ely, wlliclt greatly reduces the number or parameters in the fitting 

and increases the acc1tracy and prccisiott oft he simulation. 

4.1.2 DAS and MQMAS: Extraction of 6iso and PQ 

It is possible t.o obtain();"', and PQ ( ddined below) without resorting to the simula-

tion method. As sho\\'11 in section :L2, the observed DAS or MQMAS frequency is the 

combination or the isotropic cll('lllical shift. and the isot.ropic 2nd-order qua.drupolar 

shift. 

i\/).\.S' 

()'\/Q:I/.·1.<.' 

(4.2) 

( 4.3) 

To obtain the isotropic clwmical sl1if"t c-tttd tlw quadrupolar coupling constant, multiple-

field experiments arc p<'rfortll<'d. Tl1c isotropic clten1ical shifl 8;,., is not dependent 

on the external field st.rCIIgt II (ill t lw llltit.s or pprn); the second-order quadrupolar 
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shift, on the other hand, is inversely proportion;.-!] to !.he square ol' the 130 field . 

. :3x101'(/(I+1)-1)C2 (1+~) p2 
J2Q · ·I Q 3 C Q 

iso = - A() 2J2(·)j' _ 1 )2 = 2 
~~ i..<..'o ~ Wo 

Here, 

and 

(' = _ :3 X 101
' (/(/ + 1) - ~). 

. 40 / 2(2/-1) 2 

If DAS measurements arC' done at. two sepa.r;.-1te fields, one gets 

r/Ji\S o, 

\-D.·\.'>' 
(1'2 

Solving the simult.aiWOIIS cqmll io11s gives 

p2 
/i;,,, + c ~2 

"'-'o 1 

p2 - ., q 
ci;,,, + (, - 2 . 

(.<..'(!2 

(W·'s - c5f's 
( ''(• ,'2 ' ,2 ) ·· u..u2 - u..rJJ 

( 4.4) 

. ( 4.5) 

(4.6) 

(4. 7) 

( 4.8) 

(4.9) 

(4.10) 

One should not.icC' tl1<11 to ohtai11 Pq and (l; 8 ,,. <til we JIC('d is t.wo linearly inde-

pendent equaJicms of fJQ at1d cl; 8 ,, •. 'f'lwr<'fore, one of the equations may come from 

DAS (or I\1AS), and tl1c' otl1cr o1w from \IQ\1:\S. To sec tl1is. recall that 

() /) .\.'o' 
p2 - r·· q (\"'' + -· -.) 
u..'o 

I ().:] 

(4.11) 

(4.12) 



Site 0u •IT !vi AS( ppm) 
)~).4 1' 
( JQM.AS 

811.i1' 
IliA.'> 

JI l.i1' .. 
.3QMA . ., Oiso PQ(MHz) 

T1 58.6±2.0 -:l-1.2±0.2 .s ~).(-i ± 1 .. 5 -:3-1.0±0.2 61.0±0.7 2.07±0 .. 50 
T2 .59.7±2.0 -:~6.4±0.2 61.8±1.5 -:35.7±0.2 6:3.9±0.6 2 .. 58±0.50 
T3 66.1±2.0 -:39.1 ±0.2 67.2±1..5 -:38.4±0.2 69.2±0.7 2.34±0.50 

Table 4.1: Isotropic shifts and quadrupolar coupling parameters for leucite from 11.7 
T and 9.4 T :3QMAS experiments, derived from :3Ql\1AS and MAS peak positions. 

If the observed shifts in t.he single- and triple-quanturn spectra are available, one 

would get 

Pq u..!o 
/,: 1 8 D AS _ 8 M Q M A 8 

C(/.: 1 - k2) 

/,:
2

/)0.·IS _ ()MQM .-IS 

1.:2- /,:1 

(4.13) 

(4.14) 

Figure 4.1 shmvs how Fqn -1.1:3 and Cqn 4.11 can be used to extract both· PQ and 

0;80 from a single iviQl\IAS experiment .. In t.he two-dimensional 2iAJ spectrum of 

leucite at 11.7T, three isotropic peaks arc observed in both dimensions. Inserting 

the observed shifts for ead1 site in both dirnension into Eqn 4.1:3 and 8qn 4.14, the 

isotropic chemical shift. awl quadrupolar product. for each site can be generated. 

To improve the overall accuracy c-wd precision for the measurement. of PQ and Oiso, 

multiple experiments should he pcrfornwd at. many fields. This opens the possibility 

of a. linear lcast-s<plar<' lit of' th<' ohs('l'\'('d shifts. Since the lVIQl\IAS and DAS shifts 

a.re scaled eli fferc'lli ly. pr(•procc•.-;si 11g of' t l1e ohscnTd sl1 i f't.s is ll('edccl before the fitting 

can he done. To do t l1is. tlw ohsNvcd shift is llrst writ.tcn in I he rnore genera.! form 

a.s follows. 

(4.15) 

For DAS, k1 = /.:2 = l. Dividing hoth sides oft he equat.ion by /;: 1, we get an equation 

I():) 
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that can be used for the I i near rcgressi011: 

(4.16) 

Plotting 0
::· versus ~~g would give a straight line', whose slope is the square of Pq, 

and the interception is the isotropic chemical shift. Figure 4.2 demonstrates this 

strategy for leucite, \vhere the 9..1T and 11. 7T data are combined and used in the 

fitting. This linear regression gives significant imj'>rovement on the overall errors, and 

the fitting results are reported in table 4 .1. 
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Figure 4.2: Least.-squ<tr<' fit. of' !!.IT and 9.4T \lAS and :3QI\1:\S shifts for leucite. 
The data and fit.t.ing rc~mlts arc tahttlat.cd in 'l'ahle 4.1. 

It is important, to 1totc~ that. it. is i111possihle to extract CQ and 17q from only 

the isotropic shif't.s in D:\S or f'viQ!\1:\S spectra. Such information comes from the 

simulation of the ;\\II{ lincsllcljW. In t.ltis respect .. \IQI\•1AS has a Stlbtle a.clva.ntage 
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over DAS. The a.nisotropic spectrum in DAS (assuming k = 1) is a VAS spectrum 

with sample rotating at 7~U9° or :37.:38°. The anisotropic spectrum in MQMAS, 

on the other hand, is a MAS spedrum. Simulating the MAS spectrum gives more 

accurate isotropic chemical shift and quadrupolar parameters for two reasons. First, 

the chemical shift anisotropy does not distort tlte MAS lineshape. Second, at one of 

the two/;;= 1 DAS angles, the NIVII{ spectrmn has a long tail (Figure 3.4), whose 

intensity is so low that can not be precisely rncasurecl in experiments and reproduced 

by simulation. This long tail, ho\\'evcr, determines the magnitude of the qua.drupolar 

coupling constant. and introd1tces sig11iricant ttt!ccrt:ainties. The MAS spectrum does 

not have this problem <IIHI C<1.11 often he accurai.ely simulated. 

4.1.3 Quantification 

Sometimes, not. onl.Y the Nl\1 n linC'shapes for each site, but. also the quantification 

for the sites are important .. Since i\IQl'd:\S is not. qua.nt.it:;1.tive, t.he isotropic spectra 

can seldom be used for quant.it.a.tivc purpose unless all the sites have very similar 

qua.drupolar coupling constant.s. Tltcrc has been some work showing tba.t DAS is 

relatively qua.ntitativc, if tlw 7'1 [(Jr dirfcrent. sites arc similar [116]. 

A better a.pprmH:It for qtl<ilttiricatiott may he a cornhination of the high-resolution 

techniques with t.ltc sint1tlation o[' st;-ltic or \1:\S spectra ['1'1]. In this approach, DAS 

or I\'fQl\iLAS provide ittiti;il <'stimate of' tl1c lllllnhcr of' sites in the sample, and the 

chemical shill and Cjl!<Hlrltj>Oiar parattwters !'or each sit.<·. These parameters a.re then 

fed to a fitting prognun t:o rit tltc static or id:\S spectra. In the case that each site in 

the sample has wcll-derined lillcslli'IJH', this approach is superior to other approaches 

that use the inforlllation from cmly O!W tc•cllll iq11e. 
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4.2 Experiments 

4.2.1 Sa1nple Preparation 

The sample of the natural frarnevvork silicate mineral leucite (KA1Si 20 6 , from 

the Roman volcanic province) has been previously studied in detail by 29Si MAS 

NMR [117]. Several samples of crystalline anorthite (CaAl2Si 20 8 , another framework 

silicate) were prepared by the met.hod described in a detailed study of Si/ AI disorder 

[118]. A glass of this composition was prepared by melting of the oxides at 16.50°C 

for about 1 hour followed hy air cpwnching. Several portions of the glass were then 

crystallized by reheating at. 14000C for cit. hc~r ·1 m inu tcs (sample 1) or 65 hours (sample 

2). Powder X-ray diff'ract.ion on these samples, and 29Si MAS Nf'v1R spectra., showed 

only anorthite to be present. The latt.er spectra closely resemble those of Phillips et 

al. [118] for samples cryst.allizcd for I.) minutes and 11~) hours, respectively, and thus 

have a. smaller clirference in the extent. of disorder than expected (presumably because 

of vagaries of therrnal hist.ory a.nd 1111Cleation kinetics). A sample of natural kyanite 

(AI2Si0 5 , locality 1111known) \\';~s also selected in order to test. the relative excitation 

efficiencies for AI sites with \\'idcly varying quadrupolar coupling constants. A glass of 

composition 40 ITJole(lc'' l\lgO, '10 1110ie% 13 2 0:l, :W mole(/c'. :\1 2 0~l was selected because of 

its large COJlCCIILrat.ions o[" f(Hir-. five-. and six-coordinated a.Jmni1111111 Cl.S cieterrninecJ 

previously by 27 :'\1 ~l.i\S ~!vii{, and \\'as ;-liso prepared by mixing a.ncl melting the 

oxides. 

4.2.2 NMR Spectroscopy 

The MAS experiments at ~J.IT were performed on a modified Varian VXR-400S 

spectrometer with a r>llllll iligh-spc<·d l\1:\S probe-~ from Doty Scientific, Inc., with 

spinning rates of abo11t. II ldlz. :\t. 11.1 T, expcrinwnt.s were performed on a Che­

magnetics spcct.rometc-•r IISillf.j tl1<' s<JIIH' probe or a honw-built DAS probe described 
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in the preceding chapter. Spin-lattice relaxation ti rnes (T1 ) were rnea.sured with the 

saturation-recovery method, and delay times in :3QMAS experiments vvere chosen to 

be at least :37] to assure nearly complete relaxation. The low efficiency of the triple­

quantum excitation, and t.he two-dimensional data. acquisition, resulted in typical 

total acquisition times for i.lw spectra. shown here of 12-24 hours, much longer than 

times typically required for 1 D, single-quantum l\·1AS experiments (typically a few 

minutes for 27 AI). UscJul :~Q~'I:\S spectra can generally be obtained in somewhat 

shorter times of a few hours. 

The pulse sequence used was the sh i f't-ccho :~Ql\1 AS sequence and is shown in· 

Figure 3.10. The first. and sccottd ptdses arc solid-state 5-10° pulses applied with 

the highest. allowahk pm,·c·r (:)0-()0kll;~,). 'fhc third pulse is a 180° pulse applied 

with lower power level awl is <lpproxirllatel.v l:)-:20ps in clttraJiott. The l 1 period was 

selected to have a dwC'II tinw 1\'ltich WdS equal t.o the desired It dwell time (after 

complete processing) lrttdtipliccl hy :~~· This fact.or arises from the scaling of observed 

shifts (Table :3.1 ). The l\1 AS l 2 spcct.ral wid tit was usually 6-20 kHz while in the t 1 

dimension it was t1sually fi-].) kll7.. {lsttally 40-ltJO / 1 points were required to obtain 

spectra without truncal ion ;utif<lct.s. Tlte delay bet.\\·cen the second and third pulses 

was set to values ranging frottl 1-:~ ms (10-:3() rotor cycles). In the referencing stage, 

the offset in the isotropic dint<'ttsion (the pprn V<iltte of' the center of' the resulting t 1 

dimension spectrum) !l('('d to lw ntult.iplicd by :::~:; or-:~;. 

The determination of' t II(' isot ropi<' clwrnical shif't (<);",) all<l quadrupolar coupling 

product. Pq was done 11si 11g t.lw <I pproacl1 dcsni lwd <II. the hegi n n i ng of this chapter. 

When possible. !\lAS peak sl~<qws i11 slices of' tit<' :21) spect.ra were fitt.ed with a. 

least-square program (tttili:;,ing tltc' CTH.\ !\'ll.',ll 11T rotttinC's) in which all relevant 

parameters in t lw \1:\S pC'ak shapC' ( Cq. 'IQ· <); 8 ,,, ittLcgratccl intensity, Lorentzian and 

Gaussian brmtdcning) \\'<'!'(' allom·d to vary. In gctwra.l, the two methods produced 
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similar results, alt. hough t l1c I at t.cr approach may allow 17Q and C:Q to be derived in 

addition to PQ. 

4.3 Results 

4.3.1 Leucite 

The leucite !'dQ!\'IAS spectrum has been shown in Figure 4.1 to demonstrate 

different strategies in giving usef1d N f\'11{ para1neters. This n1ineral has a complex 

structure with three cr.vst.allographically distinct tetrahedral sites (T 1 , T 2 , T 3 ). Be­

cause of the complexity of tlw 29 Si spectra (a.s many as 15 overlapping peaks), and 

the low resolution or· 27 ;\l I\IAS spectrum (Figure 1.:3), the fraction of the total Al 

on each site remains imprecisely known. l\1odels of essentially identical 29Si spectra 

have yielded fradio11S of ahout 0.1. O.l, 0..1 on T 1, T2. T3 respectively, in one model 

[117], 0.2.5, 0.50, 0.25 in a S('Cond n10del [119] and 0.!'">0, 0.25, 0.25 in a third [120]. 

The MAS spectra siJOI\'11 i11 Figmc· "1.:3 secrns to suggest that the fractions are 

0 .. 5, 0.25, 0.25, consist:c'JJL \\'it!J earlin analysis of 27 :\1 l'dAS data. by others [121]. 

However, this conciJJSioJJ is bas('d on the asSJ1111ptioJJ that. the quadrupolar coupling 

constants for each site is so small that the I\'1:\S specLrum is a superposition of three 

Gaussian peaks. 'l'l1is JIJ<t." not he trtl<' ,siJJce i1Jtensity in one peak may come from 

the shoulders in tlw <Jll<l.clnipolar lincsh<tpe or other peaks. The 27 AI 2D :3QMAS 

spectrum of lcucite ( Figtm· -1.1) sho\\'s :1 partially overlapping peaks corresponding 

to the three sites. Til<' pro.ico('tion i11 the· isotropic dinwnsio11 shows considerably 

better resolution thaJJ \1:\S spcctra in Figme ·1.:3. Compared to the MAS spectra, 

the 3QMAS data are JtlOrC' definitive in rtili11g OtJL any influence of second-order 

quadrupolar coupling 011 pc'<lk sl1a1w. Fitting the projection with three Gaussian 

peaks suggests t!Jat. til<' illf<'rtsit.ics of" tJw thr<'<' peaks iHC equal within about a 20% 

error. Res icl ual h roade'll i 11g. pres IJJII<t hI y d tl<' to the d isordercd ;u-r<wgcmen t of second-
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Figure 4.3: 27 AI !Vli\S spe('t;ra of Lcttcit.e. The spectrum was taken with the 
Hahn-echo sequence. The spectral region '10-80pprn is expanded to show the three 
partially resolved peaks. 

neighbor cations and a resulting distribution of' isotropic chemical and quaclrupola.r 

shifts, appears to lirnit t.lw tt!Lint;-de resol11tion. 

Imperfect site excitation has t.he potential to be quite significant in 3QMAS ex-

periments, making quantification of' intensities conq'!lex. Even though a long pulse 

is capable of transferring coherence from a ;~,ero- lo a triple-quantum state, the effi-

ciency of this process is highly dependent on CQ and on the overall RF field strength. 

An assumption of uniforrn cxcit.at:ion is thus rnost. likely to be valid if CQ values for 

different sites are similar. Exact. Cq values <He not known for lcucite, but data for 

isotropic chemical shifts attd f'or f!q lt<tV(·Iw cxtr<tctcd and shown in Table 4.1 from 

the two-dinwnsional N \I!{ spect.ra at LJAT and l J .i'f. 'T'Iw chernical shifts agree well 

with values previously derived l'ro111 ~dAS spectra including satellite sideba.ncls, and 

PQ data are consistent. with previous rough 0'stimates of" 1-2MHz [121]. The close 

similarity of the Pq values f'or the t.hrec peaks s11ggest.s that in this case intensities in 

the :3QI\1AS experiment <11'<' likely to he q11antit.at.ivc and thus imply site occupancies 
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that are somewhat discrepant. from previous models. Given the disagreements among 

existing models, however, the significance of their differences with the present data 

are uncerta.i n. 

4.3.2 Kyanite 

Kyanite vva.s studied to further assess the quantification of :3QM AS peak intens­

ities. The mineral contains 4 equally populated octahedral AI sites, with CQ values 

of 10.0, 9.4, 6.5, and :1.7 M liz. The 1\1AS spectrum is contrasted with the isotropic 

projection of the :~Ql'dAS SJWctrttlll in Figttrc 4.4. 'T'he resolution in the latter is 

dramatically increased: S('parat.ion of the peaks in the latter is enhanced by the large 

range in C'Q, and peaks arc tmtch narrower because of' the full averaging of the second­

order quadrupola.r broadening. Even sites with very large CQ values are excited and 

observed. However. it is clear that. observed intensities are systematically reduced 

with increasing CQ, sttggesting t:hat caution is required in materials where ranges of 

CQ are large or are unknown. 

4.3.3 Crystalline Anorthite 

Anorthite is an excellent. test for 27 :\1 spectral resolutiotl: it has eight crystal­

logra.phica.lly distinct tetraiJCdrcd :\1 sites. and is fully ordered (natural samples) or 

nea.rly so (synthetic s<llllples). Cq and IJQ values for all sites have been reported 

from single cryst.al data. h11t isotropic clt<·rnicc-11 shifts are not known because 27 AI 

MAS spectra. are cotnpl<'t.C'Iy umcsolved. :~Q~d :\S data at I] .7 T for more ordered 

crystalline anortltit.e are sltm\'11 i11 F'ig11rc .!_:). The spectrum is complex, but contains 

a number of' significant. resokable f'c'c-1:turcs. 'T'he 9 .. rr spectn1m is essentially the 

same in overall appearance \\'it.h slight. sl1ift.s. 11esults for the somewhat less ordered 

crystals are very similar. if p('rl1aps slightly less well-resolved, and have not been 
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Figure 4.4: (above) 27 AI tv1AS spectrum for kya.nite; (below) Isotropic projection of 
3QMAS spectrum. Labels indicate PQ for each site. 
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analyzed in detail. Bot.l1 approaches described at the beginning of this chapter are 

taken to analyze the data. In both, slices through the 2D spectra a.t the positions 

of obvious spectral features were taken (Figure 4.6): ln the first approach, the peak 
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Figure 4.5: Cont.o11r plot of li:\1 :~Q\1:\S Nl\IH spect.rurn for crystal anorthite at 
11.7T. The ntmdH'r poi1Its sho\\' the position of siiigidarities, through which slices 
were taken for sim1dat.ions. 

position in the '-"'I dinwnsioii <1IHI t.lw center of' gravity in t.l1e '""''" (!VIAS) dimension 

were determined, and()·,"'' and JJQ were calculated using Eqn 4.1:~ and 4.14. Results 

for the data at 9.4T and 11.7'f are shown in Tables 4.2 and 4.:3, and are consistent 

with each other within est. i 111 at eel 1111 ccrt.;1 in t.ics. 



Peak c5,\/ AS'( ]!pill) (5;\QA/ AS( ppm) cl;, 0 (ppm) PQ(MHz) 
1 48.0±:3.0 -:35A±0.2 58.4±1.1 .5.·4:3±0.50 
2 61.0± 1.0 -:36.0±0.2 6:3.9±0.4 2.88±0.33 
:3 58.0±:3.0 -:37.4±0.2 64.4±1.1 4.26±0.63 
4 55.0±:3.0 -:39.1 ±0.2 65.2±1.1 .5.38±0.50 
,5 47.0±:3.0 -42 .. 5±0.2 66.2±1.1 7.:37±0.37 
6 40.0±5.0 -44.4±0.2 65.8±1.9 8.54±0.52 

Table 4.2: Isotropic shif't.s and quaclrupolar coupling parameters for crystalline 
anorthite from 11.7'1' :3QtvL\S experiments, derived from :3QM.AS and MAS peak 
positions. 

Peak /)MAS( pprn) c5:1q:\/.-ls( pprn) eli so (ppm) Pq(MHz) 
40.8±2.0 -T/.1 ±0.:3 .')7.7±0.8 .5.5:3±0.21 

2 59.0± 1.0 -:36.2±0.2 6:~.4±0.-1 2.8:3±0.20 
:3 !)().0±2.0 -:37.1 ±0.:3 ():3.~3±0.8 :3.64±0.:32 
4 :)1.1 ±:3.0 -:1<J. I ±0.:3 (H.S± 1.1 4.80±0.:36 
.) :H).(i±-1.0 -'1~!.6±0.::3 ():).9± 1.:) 7.28±0.32 
6 2:).0±!).0 -4~).0±0.:3 65.5±1.9 8.56±0.:33 

Table 4.3: Isotropic shifts and qu<ldl'llpola.r coupling parameters for crystalline 
anorthite from 9.4'1' :3Q1111!:\S expcrinwnts. derived frorn :3Q1\1AS and l\1AS peak po­
sitions. 

MAS peak shapes in slices of' the 2D spectra were also sirnulated as described in 

the experimental sectio11. For exan1plc. the slice projected f'rom -:34.5 to -36.5 ppm 

in the w 1 dimensio11 (\\'!Jic!J coJJtaiJJS 1.\\'o distinct. sites) is sho\\'n in Figure 4.6. The 

simulated spectrum <~grC'<'S \\'ell. \\'it.IJ <1.11 singuL·t.rit.ics appearing in the w2 dimension 

of the experirncnt.al dat<t <ts <'XIwct<-d. 0JJC possible lirnit.atioJJ of' this approach is 

distortion of the u..•2 dimc'llsioJJ (\'1:\S) p<'ak shape dtJe t.o noJJ-llllif'ornl excitation of 

nuclei in crystallites \\'it!J dir!'c·rcnt orie11t <il io11. but. 11·c do 110t expect. this problem to 

be severe in t.l1is case. i{<'sult.s of' sin11ilat.ioJJs are s!JOIVJJ in Table 4.4. The fit allows 

assignment of at least. five f'('<ll.tJJ'('S in the spectra to particular crystallographic sites, 

based on published single cryst.al dat.;-1 (Table 4.4). 
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Figure 4.6: l\1 AS Projection frorn -:3-1.5 to -:36.5 ppm in the isotropic dimension of 
the 11.7 T :3QMAS spectrum of anorthite. The simulation of this slice was fit and 
the parameters are those for peaks 1 and 2 as shown in Table 4.4. 

A sixth feature, at. the low frequency side in "'--' 1 • can be simulated with paramet-

ers that are closest to those expected for the OziO sit.e, but could probably also be 

attributed to OzOO (Cq= 1.4 J\lllz) or to mOOO (C'q= 6.:3 Mllz). In fact, the whole 

tail of the spectntm in t.his regio11 cotdd well he comprised of poorly resolved signal 

from the three peaks \\'ith largest Cq. :\s noted above for kyanite, peaks for sites 

with reJat.ive]y large (.'Q <Ire expected to have rcdtiCCd intensities a.s weJJ as greater 

width in the (. ... ·2 dinwnsio11. a11cl t l1t1S <He expected t.o he relatively difficult to observe 

with :3QMAS. 'J'I1r' broad f'eatt1re 011 tl1c higl1 freqtiellcy ("'--• 1 ) side of the tallest peak 

is also likely to be du<' to an Llllresolvcd pc;-d..:, again possibly one of the unassigned 

peaks with large c:q. In general. the agr<'CilJellt lwt.\\'ecn the results for 6i8o and PQ 

of the two approaches to a.ssigni11g spcct.ral f'eat:ures is excellent. 

The estimated isotropic cll('mica.l shif't.s f'or the five relatively well-constrained 

sites are plotted in Fi~urc 4.'1 as a fu1tction of' the mean intcrtetrahedral (Si-0-
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Powder Results 

Peak Jobs ( r>pr·ed ( ) 3QMA8 ppm 3Qi\fAS ppm Jiso (ppm) CQ(MHz) 1]q PQ(MHz) 
1 -35.3 -37.2 60.6 .s. 76 0.4.5 5.95 
2 -35.9 -:35.8 6~3. () 2.66 0 .. 53 2.78 
3 -:37.3 -:37.9 61.7 4.:39 0.51 4.58 
4 -:39.1 -:39.0 ().5.6 4.87 0.62 5.17 
5 -42.2 -·10.:3 66.:3 6.58 0.70 7.10 
6 -44.0 -45.0 66.2 8.19 0.6.5 8.75 

Single Crystal Resu Its and Assignments 
Single Crystal 

Peak CQ (!VI Hz) II. Pq (i\'lllz) site mean angle 
1 .5.5 0.42 .).7 rnOiO 14.5.4° 
2 2.6 0.6() 2.~ m:::iO 1:37.9° 
:3 4.-'1 O.:'H :1. () 0000 1 ~~s.oo 
4 4.9 0./.:'j !) . :3 m.::OO l :3:3.5° 
.5 6.8 ().(j.:'j 7.:1 OOiO 1 ~31.1 ° 
6 8.5 O.(i(i ~J. I O.:iO I:n.oo 

Table 4.4: Results from fit.ti11g t.l1c I\1:\S projections (slices) out of the 3QMAS 
NMR spectrum a.t 11.7T f"or cryst.alline anort.liit.c. compared with previous results 
from single crystal Nl\111 [122] a11d \\'it.li rnea.n Si-0-AI bond angles from the x-ray 
diffraction structure. Uncert.ailil.ics in fitted CQ values are about 0.51\1Hz; in 17

9 
about 

0.2, and in /iiso about 1 to 2 ppm. 

Al) angle. As expected from previous l\1 AS Nl\'lll studies of both 20Si and 27 Al in 

framework aluminosilicat.<:'S. (\i"'' de(Tf';\ses syst.enH1t.ically with increasing mean angle. 

The :3Qi\'lAS data fall clos(' t.o a line· prC'vio11sly fit.t<:·d to data from ordered phases, 

confirming the accuracy of tlw new dc-11.<\ and of tl1c' site assiglllllcnts. An earlier fit 

that included data f'or disorder<~d mitwrc-Jis as well <1grc•es ev<~JI rnore closely vvith the 

anorthite data.. Tl1is <lgn·<'JI\<'111 111<1,\' lw f'ort 11itotJs. i11 that bond angle calculations 

for disordered crystals <l.r<· h<ls<'d 011 CI\'<'I'Cii2;<' long r;;nge struct.11rc. a.nd thus may be 

distorted by the lack of data on t.r1w local hondi11g geometry. 
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Figure 4.7: Isotropic chernical shifts f'or anorthite, derived from :3QMAS data, plot­
ted against the mean Si-0-AI angle (0) at each site. Only six sites are plotted, as 
data. for remaining two arc not well constrained by t.he spectra .. Solid circles: results 
from simulations of slices in II. 7 T' sp<.'ct.rum; solid triangles: results from 2D peak 
positions a.t 11.7 T; solid squares: results from 2D peak positions at 9.4 T. Solid line 
is a. fit to data for a variety of alurninosilicat.es (both ordered and disordered) with 
8 = -0.500 + 1:32: dashed line is a fit. to data for ordered structures only, with 8 = 
-0.770 + 167.9 0 

4.3.4 Anorthite (CaAbSi208) Glass 

The :3Qf\'IAS spcctrttlll for the glass of anort:ltite compositiott is shown in Fig-

ure 4.8. As expect.ed front t.hc \lAS spectrum. it: is broad and unresolved. The peak 

maximum and t.he ccnt.<'r or mass arc shilled by roughly 5 pprn frorn those of the 

crystal in both dimensions. suggesting a decrease in t.he mean dwmical shift a.nd/or 

an increase in the mean c·Q· The tnttch greater overall width is not surprising in light 

of the disorder in the glass. 

In MAS spectra or glasses 111 wit iclt :\I is expected to be four-coordinated by 

oxygen (as in this composition). there is of"t<>n significant. spectral intensity in the 
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region of isotropic chernical shifts for five- and six-coordinated AI. ln the absence of 

clear, discrete peaks in such spectra, it. is generally assumed that such low-frequency 

tails are the result of second-order quadrupolar broadening. (This is supported by 

the narrowness of satellite transition sidebands in MAS spectra .. ) The 2D 3QMAS 

spectrum confirms this conclusion strongly: in comparison with clearly separated 

features for Al0 5 and A I On gro11ps as seen in t.l1e glass described next (Figure 4.9), 

there is no detect.ahle intensity at. these positions in the CaAI 2Si 20 8 glass. On the 

other hand, the 2D shapes of tlw !\1(}1 peaks in both glasses are surprisingly similar, 

perhaps suggesting similar ra11ges of" S;", ami Cq. 

4.3.5 Magnesituu Ahuninoborate Glass 

This material was chos<'ll lwc<utsc it. cont<~ins sub-equal concentrations of four, 

five-, and six-coordinat.cd AI, which are clearly seen as pa.rt.ia.lly resolved peaks in 

27 AI lVIAS NIVfR spectra. Tllf' :~Ql\1AS spectrum is shown in Figure 4.9, and has 

three well-separated peaks t.hat. can hC' assigned t.o the three coordinations. The lack 

of significant overlap of the 2D pC'aks indicates that t~his approach may be very useful 

for detecting (or exclt!ding) the presence of relatively srnall concentrations of the 

higher coordination sLttes, \\'hosC' prcsc·nce is likely to be ambiguous in l'v1AS spectra. 

Estimates of isot:ropic clwmical sl1ifts <tnd qt1adrupola.r prodtiCt.s Pq for these peaks 

can be made by nwasttring tit<' posit io11s oft lw IH'<Lk 111axirna in both dimensions as 

above. For the :\lOG. :\!Oc,. <111<1 .\10 1 p<'<1ks r<"spcctively. \\·eobtain '1. :31, and 6:3 ppm 

I 

for Oiso and 2. :3, <tncl .1 \I liz f"or Cq. Thc·sc result.s are complicat.ed by the likelihood 

of overlap of sig11al from site's \\'it h varyi11g parameters \\'it.hin ca.ch major peak, and 

uncertainties are at least :2 ppm <tlld 0 .. ) to l.O ~.:I liz. 'fhe relative population of the 

above three environmcnt.s obt.ain('d from the tot.al projection or the 20 spectrum is 

about 1: 2: 6. As sho\\'11 IH'forc for tl1c kyanitc-· sarnple. however, the triple quantum 
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excitation efficiency fot AI sites sysL<"rnatically decreases with increasing PQ. Thus, 

the intensity observed for the AI0,1 peak is likely to be underestimated relative to 

the others. 

The 2D spectrum is consistent with ranges of chemical shifts and coupling con­

stants known from crystalline materials. Al06 sites generally have diso between 1 and 

15 ppm and CQ betvveen 1 and 10 l\11-lz. This would result in 3QMAS peak positions 

of -1 to -30 ppm in the isotropic dinwnsiott and -SO to 12 ppm in tlte MAS dimension. 

Values of diso for Al05 sit:es typically fall between :30 and 40 pprn, with CQ between 

3 and 10 MHz, giving :3Q~1AS pC'ak positions ranging from -18 to -40 ppm in the 

isotropic dimension and -:30 to :30 ppm in t.he MAS dimension. Finally, Al04 sites 

typically have 6; . ..., between !)!) and 88 pptn and CQ between 1 and 10 MHz, resulting 

in 3QMAS peak positions from -:30 t.o -GO pprn in the isotropic dimension and 0 to 

SO ppm in the 1\LI\S dimension. Note that. in Figure -1.9, each of the labeled peaks 

falls neatly in the center of the corrf>sponding regions. For the AI04 peak we also 

fitted slices along the u..•2 dimension, as was clone for the crystalline phases. Again, 

for a clisorclerecl rnaterial result.s from this procedttre a.re non-unique because each 

slice contains unresolved i 1 il<'tl si t_v front sites wit It r<utges in rhem ic.al shift and CQ. 

However, this approach docs givf' sottlc estitmlt.c of the range of parameters present, 

about 62 to 75 pp111 f'or /iiso <lwl 'i to (i .. ') \I liz for Cq. 

4.3.6 Goosecreekite 

Goosecreekit,(:' is a tt<d.ttral zcolit.c \\'ltose structure is still sornewhat controversial. 

Earlier studies showed Clt<t1 t.ltcre is nttly one t.ct rahcclral aluminutn site in this zeolite. 

A recent refinement. of the stntct.ttre, howC'ver, sltowcd that two slightly different 

aluminum sites exist .. 'T'Iw l\t!\S spect.run1 of this sample shows however, only one 

peak. In this respect., 1\IQ!\L\S wottld be <Ul ide<ll t(:•chnique to resolve this structural 
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problem. 

Figure 4.10a. shows the 11AI :3QJ\'lAS spectrurn of goosecreekite taken at 11.7T. 

The lD 3QMAS spectrum ha.s only one Gaussian peak (lppm, FWHM), which is 

narrower than the MAS spectrum (5ppm, F\VH1'v1). The two-dimensional spectrum 

has already resolved some structures. As one can see, the low frequency side of the 

isotropic dimension corresponds to a larger quadrupola.r coupling constant, and thus 

a. broader MAS dimension. Even though the spectrum can be interpreted as two 

overlapping pea.ks with slightly different chemical shifts and quaclrupola.r coupling 

constants, the a.ssignrnent. is not unH!liC. 

The 5Ql\1 AS spectrum in Figlll'<' 1.1 Oh. IJowcver. l:->hows clearly that there are two 

distinct a.luminulll siiC's in this zeolite. Tl1e ohscrvc~d frequency in MAS and -5QMAS 

can be described by 

s·~ '·' s ( 4.17) 

(4.18) 

Using the shifts in t.he single-quantun1 aiicl multiple-quantum dimensions, isotropic 

shifts and quadrupolar coupling constants f'or both sites can be extracted, using the 

strateg.)' developed <d. tlw IH'ginJJi11g of' I his chapter. The results are listed in Table 4.5. 

site c);\) i\S ( pplll) s:\Qi\1.\.-,(,>I>lll) s~·o·' 1 .\.':>·(ppm l 6';,,,( pprn) PQ(MHz) 

1 ;);),!) -:H.S 1 :r1 .. 'i 58.4 ·) ..., -·' 
2 !).5:2 -:U.K ].11. 7 .)9.:~ :3.4 

Table 4.5: Isotropic cllcJnical sl1if'ts a.ncl quaclrupolar coupling products for 
goosecreek i te. 

The use of q 11 i nt up le-q 11a n t.IJlll colwreJJce (o enhance the resolution of 27 AI spec-

tra was well-studiCC?d hv :\niOIJI'<'IIX in a series of aluminurn-phospha.te zeolites [79]. 
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However, in all of the snmples he studied and 011r goosecreekite sample, the quad­

rupolar coupling constants are relatively small. The question of excitation for large 

coupling constants is a future problem in the utilization of this higher-order multiple­

quantum coherence. 

4.4 170 3QMAS 

Before concluding this cl1apter. I will i11cludc some initial results on the application 

of 3Ql\1AS to· the study of' o:-.;ygen sites in silicate crystals. Oxygen is the most 

important element i11 VariOIIS t.yp('S of' lllclferials Clllcl has been extensively studied by 

MAS and by DAS [·fl. 81. (F>. I!J, %. ()/. 100. 101. 12:~, 124, 125]. Because of its low 

resonance frequency and low naJ11ral abundance>, isotopic enrichment is often needed 

in most of the studies. 

Oxygen sites in silic;-ttc and <lhJnlinosilicate materials are roughly classified into 

two types: the bridgi11g ;-wd tlw non-hridgi11g oxygens. The bridging oxygen con­

nects two frarnework atoms (silicon or <tluminurn), whereas the non-bridging oxygen 

has charge cornpensat.ing cations (often <llkaline or alkaline earth cations) as nearest 

neighbors. The cpiadnipol<~r ccmpling const<~nt.s for the bridging oxygens range from 

4-7l\1Hz, which are larger t.han those for the 110n-hridging oxygens (:2.5-:~ . .SMI-Iz). This 

large differenu· i11 (jii<Hir11pol<n co1tpling C011st.ants ilicllwcs diffc•ret1t quadrupola.r shifts 

that the bridging <ttlrl llut1-hridgi11g o:-.;ygr'tls Ctr<' at. le<tsL partially separated in a DAS 

or l'v1QMAS spcct rulll. 

Figure 4.11 shows tl1<' :lQ:\1:\S SJWCt ra of' 11\'0 minerals la.rnit.e (Ca2 Si04 ) and 

forsterite(l\tlg2 Si0J). Corresponding DAS spcct ra revealed 4 peaks for larnite, and 

3 sites for forsterite [Ti]. Tl1c :~Cp,l:\S specLnt of' la.rnite gives only two resolved 

peaks. The three forst.erite peaks are however, all resolved. ln both samples, only 

non-bridging oxygens c·xist so all of' t.ll(' sites are e:-.;pect.ed to be excited. For another 
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sample enstatite, where bridging oxygen sites also exist, we were not able to excite 

the bridging oxygens using a relatively low power (:30-!fOkHz). However, 3QMAS 

experin1ents on bridging oxygcns have been performed in many groups, and their 

results suggest that such experiments are feasible when the enrichment level is high 

(20-40%) and when the spin-lattice relaxation time is short (less than 1 second) 

[56, 116, 126, 127]. More importantly, oxygen sites in Si-0-Si and Si-0-Al linkages 

are often well-separated. It is also interesting that when T1 is short, :3QMAS actually 

gives better S/N than DAS. Ba.sed on these prclirninary works, it is quite promising to 

use 3QMAS for the st.11dy of a snies of' tC'chnologically important nmt.eria.ls, including 

multi-component oxides, zcolitC's <Hid s11pport.cd oxide catalysts. 

4.5 Conclusions 

Multiple-quantum rnagic-<lllgle spinni11g (r--'IQJVIAS) spectra can provide enhanced 

resolution for 27 !\1 in aluminosilicatc~ and aluminate materials, both crystalline and 

amorphous, although resol11tion in the isotropic dimension may still be limited by dis­

order and other less well understood 111echanisms oLresidual broadening. Additional 

information on N!VfR parameters may be obt.ai11ahlc because the two dimensional 

spectra. provide son1e separat.ion of' clw1nical shif't. and quadrupolar eff'ects, both from 

simple peak posit. ion dat <I a11d f'ro111 fitti11g of !\1:\S pc<1k sl1apcs in slices of the spectra. 

MQMAS signal C<lll he ohtaiiJed <'\'<'II f'ro111 sites \\'it l1 qli<Jclrllpola.r coupling constants 

a.s large as 91\·lllz. h11t illkJJsit.y is svst<'llla.tically r<'d11ccd \\'ith increasing CQ. 'vVe 

have derived new drd:a f'or isotropic ('h<'lllical sl1if'ts ['or five or six of the eight sites 

in crystalline anorthit.c. \\'l1ich agre<' reasonably well \\'it.h previous correlation with 

structure. In glasses, the sc~para.tion beL\\'een peaks for AI in diiTercnt coordination 

states is excellent.. and provides a 1ww <tnd sc~nsitivc t.est for the presence of Al0 5 

a.nd Al06 sites in glasses dorninaJcd hv :\10 1. alth()llgh absolute quantification may 



remain difficult. 
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Chapter 5 

Correlation Spectroscopy with MQMAS 

Up to now, we ha.vc only considered the Nl\'1 R spectra. under single-spin interac­

tions (chemi.ca.l shift and/or quaclrupolar interactions). To interpret NMR spectra of 

networks of spins, connectivity an1ong di[fcrent. spins is to be established. Heteronuc­

lea.r correlation (HETCOH) as <1 1neans of mapping out. the spin topology, is proved 

powerful to correlat.c t.he ch<~lllical sl1ifts of directly cotipled spins and elucidate the 

structure of het.crontJck<tr cotlpling net\\'orks [:)]. 1-lETCOR in the solid-state has 

been limited to pairs of spin-} nuclei in the past, due to the lack of high-resolution 

for qua.drupola.r nuclei. Wit.], the development. of DAS and lVIQlVIAS, we demonstrate 

in this chapter that. tnw high-resol11t.ion III~TCOR spectra are equally obtainable for 

qua.clrupola.r nuclei. 

5.1 Heteronuclear Correlation (HETCOR) 

Heteronuclear correlat.ion spectroscopy is <I routine metl1od in liquid-state NMR 

a.nd represents only a speci<d C'\JWritJwnt <lllJong a s<'ries of two-dimensional COJTel­

a.tion methods [!). B]. Th, k<'y of t.l}(' e:-;pnillH'nt is c<Jiwrellcc t.rallsfer between two 

types of coupled II<'Inospins. !11 1\'<'akly cottpk'd systc'lllS. cohcrenc.<:' transfer between 

two spins occurs only if tlwre is <t IlOJJ-\'dl'llishing dipolar- or .!-coupling between the 

spin pair. Since the Ill<1p;Itilttde of dipolar and .]-couplings is inversely proportional 

to the third pmver of t.lt<' disl<-lllC<' hct.\\'CC'i'l t.he l.\\'0 spitiS, only t.hose spins that a.re 

in spatial proximity sltO\\' significaJtt. cottplings <-Liicl induce colwrence transfer. As 

a result, the appearance of cross-peaks in 2D H r:"fC:Oil spectra. serves a.s a. proof 

of spatial proximit.y between tlt<' cottpliitg pa.rtrt<:rs. The spectrurn is thus a. visu-

I :HJ 



a.liza.tion of the topology of' the spin system in a direct and informative way. This 

detailed information a.bout the spin system is ort.en essential for the determination of 

the structure of' large molecules [1 28] and complicated materials [129]. 

It is worth describing cross-polarization (CP) [1:3, 1:30] here before we go into 

any details about HETCOR. Cross-polnrization is the most widely used technique in 

the solid-state to nchieve hetc'ronuclea.r coherence transfer and signal enhancement. 

Dipolar coupling. whose magnit11de often exceeds that of' the .J-coupling by an order of 

magnitude, is the basis of' t l1c coherence transfer process. The ·simplest CP scheme, 

as shown in Figure !).I. starts by applying a % pulse along the rotating frame y-

I 

<P3 

s ACQ<PR 

1 

I 0 
-1 

1 
s 0 

-1 

Figut·e 5.1: Cros.s-J>olarizat ion het.\\'een two spins I and S. 

axis on one type of the spi11s (llSU<tlly tl1c' Jl!Ore ahlJJJd<tnt sp1n type that serves as 

magnetization source and is tcJTll<'d <IS !-spin). Tl1is p1ilse generaLes single-quantum 

coherence on the 1-spins, \\'hich is subseq1Jently locked along the rotating frame x­

a.xis by applying a long plilse along the ./'-axis. n a. long pulse is also applied to the 

S-spins (the less ahu1Hiant. spi11 t.yp<' t.l1at borrows magnetization from I-spins), and 



the magnitude of' t.he HF field f'ulrills t.IJ<' l!ariJllann-Hahn condition 

(5.1) 

the precession frequencies of' the t.wo types of' spins are equal and the flip-flop terms 

in the dipolar Hamilt.onian are now zero-energy process. This greatly enhances the 

energy transfer process between t.wo types of' spins and the net result is often that 

the rare spin (S-spin) magnetization is arnplificd significantly. For instance, When 

cross-polarization (CP) is applied to a I !!-t:3C systcrn, a gain or a factor of 3-4 in 

13 C polarization can be achieved. The signal t.o noise (S/N) ratio is often boosted 

by more than an order of' magnitude, . .:;inc<" 111 has shorter 'T1 than 13C that fast 

repetition can he IIS<'d with CJ>. Ctii'I'<-'IIt ly. cross-polarizatio11 rnagic-angle spinning 

(CPMAS), which cornhi1ws cross-polariz;-ll ion with magic-angle spinning, is the single 

most routine experiin<'IJt p<'rf'ol'lned i11 Jllost solid-st.atc NMH laboratories. 

Cross-polari?.at.ioJt h<'l\\'('<'n t\l'o qtJ('tdrJlpobtr JJtJclci or a spin-:! and a quadrupolar 

nuclei sufl'ers a. nurnlwr of' diffindties. First, tlw rotating frame Hamiltonian is dom­

inated by the large first-order qtJadriJpolar interaction, which is highly anisotropic 

that the quaclrupolar cotipling constant. depends on the crystalline orientations. 

(.5.2) 

Here, c'd1 is the eJI'<"ctivc qtJ<Hirtlpolar COtipling constant and (r/t,f3G,;Q) are the 

Euler angles bet.\\'<:'Cil t.lte qtiadrllpoLn priJJcip<il axis f'rarne (PAS) and the lab frame. 

The differences in t.lJ<' <itJ<tdJ·tJpol;-tr cotJ!lliJJg const<lnts con1plicate the Hartma.nn­

I-lahn matching COJlcliti(JJJ for cross-polctriZ<lticJJI [(i<J. 10]. F'or iJtsta.ncc, when cQJJ << 

w1 , the HartmaJlli-1-IaltJJ conditioJJ is tlw setilH' as t.IJ<tt of a. spin-~ pa1r. 

(.5.3) 

However, when C~/ 1 >> u..' 1, 1 he llart.Jn<lJJII-1 lahn condition n<~eds to be modified to 

include a constant factor dcpeJJd('llt on tiJ<' spin qtiantum number of' the quadrupolar 



nucleus. 

(5.4) 

In a. powder sample, it is often the case that neither of the above two conditions are 

fulfilled and the efl'ective quadrupolar coupling constant C'Q11 is cornpara.ble to the 

RF strength (w1 ). T'hc spi11 dynamics is far more complicated (see the discussions 

in chapter :3 on spin locking) that no single intuitive formulus exists for the whole 

sample. 

The matching condition Ill a rotating sample is further complicated by two facts. 

First, the dipolar interact.ions t.hat mediate the CP transfer are averaged to zero over 

a. rotor period (the instantaneous dipolar coupling, instead, still exists and induces 

coherence transfer), reducing t.lte cfricicll<'y of cross-polarization (CP). Second, the 

effective coupling constant for a quadrtlpolar spi11 is no longer constant and fluctuates 

periodically. i\s a restdt:, there c:-.:ist.s no 11nique matching condition that all of the 

spins with dilf"crent. crvst.c-dli11<·' orientations ftilfill. 'T'his suggest.s tha.t CP spectra 

involving quadrupolar IIIICI<'i are ort.c·n not qua.ntit.at.ive. Nevert-heless, the fact that 

only spin pairs wit It notl-V<Hnislting dipolar couplings give rise t:o coherence transfer 

and therefore cross-p<·c-1ks in 2D II I::TCOI{ spect.ra is st.ill valid. This means that 

I-IETCOR cxperilllcnt. lwt\\'C'<'n qn<tdrllpolc-H and spin-~ nuclei would in principle, 

provides similar infornl<il.iott on t lw spin cottpling network cornpa.red t.o the correlation 

for spin-~ pairs. 

A simple HCTC:OI{ scqttc•ncc 1s cottstrllct.ed by incorporating the CP sequence 

with a simple OIIC p11ls<' c•xpcritlWilt. Oil S-spins. :\s shown in F'igme fi.2, a %. pulse 

applied to the ]-spins brings tlw !-spin lll<lgllctization int.o the :r-y plane of the labor-

a.tory frame. Th<-' lll<tgrwti/.<ltiott <·volvcs lltHicr t.lte !-spin Hamilt.onian for a variable 

time t 1 , during wlticlt tIt<' [-spill rcsoti<IIH"<' fr<'qttcnci<·s arc encoded into the result-

ant rnagnet.izat.ion. Tltrottglt <'t·oss-polari7.aJioll. tltis magnet.izat.ion on the I-spin is 

1:n 
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Figure 5.2: Pulse seqttcncc and coltc•n•ttcc patlt\\'ay f'or a tradit.iona.l HETCOR ex­
periment. Notice that. only the colwrl'ncc patll\nty on I spin is shown. 

transferred into S-spin rnagneti:;,ation. ,,-ltich contittttes to evolve under the S-spin 

Hamiltonian and is n·corded II' it It quadr<tt tm· dl'kct iott. 'f'lw two frequency domains 

after t'>vo-dimensional Fottric·r t ntttsf'cmtt<tt iott a.r'e the 1- and S-spin chemical shifts, 

with cross-peaks appe<t.rittg lwtll'<'<'lt tlw rcsona11ccs of dipolar coupled heteronuc-

lear spins. l\1agic-angk spitttting is ttstt<tlly apr,lied d11ring the whole experiment to 

enhance the spectral resolttlion in both dimensions. 

5.2 HETCOR with Quadrupoles 

Figure .5.:3 is an ex<Hll pie of' rcgttl<tr t 1\'o-dittl<'llsiottal 1-1 E'fCOH spectrum between 

a spin-~ and a qu<tdrttpolar llll('ll'tts. Til(' 21 Naj1 1 P H ETCO!l spectrum is taken on 

.550° for :3 hottrs attd sloll'ly <'iJolittg I It<' s<ttttple dcmtl t.o room lc~tnpcrat.ure [4:3]. X-ray 

diffraction (X n D) sltO\\'S that tIll' Sill II piC' is 1\'ell-cryst.alli:;,cd <l.ltd or the correct phase. 

l'v1AS NMR spectra on 2
:
1 \a <tml :11 1> cotdi rttl Lite' cottclllsion that there <He two distinct 

types of 2:jl\a and :~tp sitf's itt tltis cotttpottttd. The t.wo phosphorus peaks, -18.7 and 
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Figure 5.3: A conventional 1\1·o-di mensional 23 N a--:31 P H ETCOH.. spectrum of 
Na.3 P 3 0 9 collected a.t 11./T. The sample is spinning at 5kHz and the contact time is 
5msec. 

-15 .. 5 ppm away from a 8!">';{; lhP01 standard (O.Oppm), are the general and m1tTor 

sites respectively. The nNa spccLnttll. broadened to about ·1kHz by second-order 

qua.drupolar int.cractiott. nw lw d<·conl·oltttcd itt1.o t\\'o quadrupolar powder patterns, 

with isotropic cltenlical sltif'ts at -Ci.'2 and -:U.I pprn 11·ith respect to solid Na.Cl at 0.0 

ppm. 

The existence of' f'om cross-peaks hf'tl\'1'<'11 tlw t\\'o :lip and 2:
1\ia resonances sug-

gests that each :31 P site is near to hoth nl\a sites. Sirnila.rly, each 21 Na site is also 

near to both :31 P sit-es. 'T'his qttalitaJively agrees to the crystal structure of Na.3 P 3 0g 

that all of the sodium and phospltortts positions are interconnected (through oxygen 

atoms). 
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Notice that the HETCOH experiment. is pcrf'orrnecl by transferring coherence from 

the lower gyroma.gnetic ratio quadrupolar llllcleus (nNa) to the higher gyromagnetic 

ratio spin-~ nucleus e' P). This is the reversed case of most CP experiments. For 

cross-polarization between spin-} and quadrupolar nuclei, unless 11-l or 19F is involved 

or the qua.clrupola.r nucleus is of very low ah1Jnda.nce, CP from spin-~ nucleus to 

qua.clrupola.r nucleus does not enhance the signal to noise ratio [42, 70, 131, 132]. 

Two reasons account for t.his anomaly: (1 ), CP between qua.drupola.r and spin-~ 

nuclei is often inefficient; (2), spin-} nuclei often have long spin-lattice relaxation 

times (TI) which preclude rapid signal averaging. Therefore CP is better used as a 

spectral editing method, rat.l1er than a signal-enhancing technique. On the contrary, 

like in the current. case, CP from <jlia.drupol;~r spins enhances sensitivity of the spin-~ 

nucleus. 

Due to the complex sp1n dynamics d11ring cross-polarization. it IS not easy to 

retrieve exact distance inforJn<ltion f'ro111 t.lw III~TC:On experiment .. Also, the res­

olution in the qtJadrupolar dilll<-'nsion is low. 'l'lw resolution problern is less severe 

for Na3 P 3 0 0 , where t.lw t 11·o sodi11111 sites are separated by t.hcir chernical shifts. For 

more interesting materials wit.h con1plex structures and overlapping resonances, it·is 

important to have liquid-lik<· rcsollltioll in tl1e <placlrl!polar dimension. As shown in 

the next section. high-resol11t io11 is achievable f'or qm1drupoles in both dimensions of 

a HETCOR spectrurn. wl1cn D:\S or l\!Q\L\S is applied t.o tl1e regular HETCOR 

experiment. 

5.3 High-Resolution HETCOR 

True high-resollltio11 COIT<'i<tl ion lwtll'<-'<'ll <p1adrupolar a.nd spin-} nuclei can be 

achieved by corrclati ng t.he dv llcllll ic-a11gl<· spinning ( D AS) or 111 u I ti ple-qu;-wt.um magic­

angle spinning (1\,lQP.L\S) ~i><'<'lrlllll ol' <I qll<Hirupol<tr nucleus ll'ith the magic-angle 

·--



spmnmg (MAS) spectrum of Llw nearby spin-& nncleus. Like DAS and MQMAS, 

both approaches reconstruct. the isotropic quaclrupolar dimension by breaking up the 

t 1 evolution time into two parts. The anisotropic resonance frequency of each spin is 

rendered to have opposite signs during the two separated i 1 time periods of the evol­

ution. \h,Then the ratio between the two times are well-selected, anisotropies arising 

from CSA and the~ second-orck·r quadrupola.r interaction are removed and an echo is 

formed at the end oft 1 evolt1i.ion. 

In Figure .5.4, we compare 1 he experimental schernes and coherence pathways of 

DAS/HETCOR and l'vJQ~l:\SjiiETCOJL For DAS/IIETCOR, a DAS experiment is 

performed first on 2
:
3Na. before 1.l1e sodium magnetization is transferred to 31 P through 

cross-polarization. The cxperirn<:nt proposed by .Jarvi et al. chose the (79.19°,;37.38°) 

angle pair with /.: = I. Tlw sam pie stays at 79.19° and :37.:38° for an equal amount of 

time(!:[), which creat.es a DAS echo at. t.l1e e11d of the 11 period due to the refocusing 

of the second-order quadrupol;n inter<lction. Cross-polarization is then performed at 

0° to maximize the CP efficiency. This restilt.s in a second rotor axis reorientation 

that brings the spinner axis to the dirC'dion of t.he sta.t.ic fi(-~1c1. After CP, another 

reorientation of the rotor axis is ll<'<'d<·d to allo\\' data acquisit.ion at the rnagic-a.ngle. 

Including the final l1op d111'i11g re<"yclc dC'Iay tkd brings t.ll<' spinner axis back to 

79.19°, a. total of -1 l1ops ,.,,:<. r<'CJIIir<'d for cacl1 single scan t.hat takes about 120-

150msec. Representative spectn1111 of D:\Sjiii~TCO!l can be found in the paper by 

.Jarvie and Mueller['!:~]. \otice tl1at <t st.at.ic-coil hopping probe is a priori for this 

type of experiment, since ptilsing <II 00 is IH'eded. 

The nundwr or hops in D:\SjiiF:TC'On Gill he decreased to :3 by choosing the 

k = .5 DAS angle p<1ir. 'l'liis 11mvcvcr, still requires a hopping DAS probe. The 

MQMAS/HI~'T'COn expcrinwnt, wl1ich does not. involve reorientation of spinner axis, 

relieves the requircmc•iil of a st.at.ic-coil hopping DAS probe. It starts by excit-
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mg the triple-quantum coltcrcJJce 011 :nNa. As described in earlier chapters, the 

excitation is most efficic~ntly pc~rforrned by applying a single strong RF pulse near 

to the sodium resonance frequency. The triple~quantum coherence is then allowed 

to evolve for I~k a.nd then another strong pulse (reconversion pulse) transfers the 

triple-quantum coherence to single-qua.ntmn coherence, which evolves for 1k~1k before 

cross-polarization is clone at t.he rnagic-angle. The subsequent detection period is the 

same as in DAS/HE'l'COH. 

The gG-step phas<! cycle for .\·IQJ\1:\SjllFTCOit is g1ven 1n 'fable 5.1. Mirror 

image coherence Ln1nsfcr p<llilii'<I._\'S ar<' rdaiJI('d duri11g the two separated t1 period, 

leading to two-dimeJJsional JHlrc-ahsorplion lineshapes. The phase cycle has incor-

poratecl CYCLOPS aJld spi11-t.cmpcratun· alt.ernatio11 to rcrnove possible artifacts 

due to imperfections or hardware set t.ing. :\ separate dataset that. shifts the phase of 

c/J3 by goo is needed t.o c-JIJm,· for Jlllrc-<tbsorpt·.ion spcct.ra. 

\I QM AS/H ETCOI< COSIIIC 

cPI oo G0° 120° 180° 2-'10° :woo 

cP2 oo oo 00 oo oo oo ~)()0 ~)()0 90° 90° 90° goo 

180° 180° 1800 180° 180° 180° 2700 270° 2700 270° 270° 270° 

cP3 oo 

cP4 oo oo no 00 oo oo oo oo oo oo oo oo 

oo oo 00 00 00 no no ()0 00 oo oo oo 

goo ~)()0 900 qoo q()O q()o (j()O 1)()0 90° ~)()0 90° goo 

goo 900 ~ )()0 <JOO ~)()0 ()00 ~)00 ()00 ~)()0 ~)()0 90° goo 

180° 180° 180° 180° !SOC' ISCt 180° 180° 180° 180° 180° 180° 

180° 1800 180° 1800 1800 18ft 180° 1800 1800 180° 180° 180° 

270° 2/0° 1/0° :!/00 :!IOC' :2100 :!/00 :!/0° :210° :2/0° 2700 270° 

270° 2/0° 170° 2/0° 2100 :2100 :2/00 2/0° 2/0° 270° 270° 270° 
cp,. oo J8no no 1~0° no I ~no ~~()0 ()0 1800 00 180° oo 

90° 2/0° 900 1/0° <)()0 :2100 2100 <JOO 270° ~JOO 270° goo 

180° oo 180° 00 1800 00 00 180° oo 180° oo 180° 

270° goo :2/0° ~JOO 1/0° qoo 90° :2700 90° 2700 goo 270° 

Table 5.1: J>li<ts<' cycles f"ol' \fQ!\'1!\SjHETCOR 



The utility ol' tlw i\Jq:-.1:\Sjiii::I'COI~ ('.\lwrirltent rs well-dcrnonst.rated in Fig­

ure 5 .. 5 on Na.:3P 3 0 0 . Exp!"rinwntal corrclit.iorrs <He chosen to closely mimick the reg­

ular HETCOR experiment (Figure .5.:3). For example, the sample is spun a.t 5kHz in 

both cases, a.nd the contact time is set to 5msec in both experiments. As expected, 

the 23Na. dimension contains two isotropic peaks (:1ppm, F\VHJVI) at -5.0 and -24 ppm. 

These numbers a.re cliff'c~rerrt frorn those observed in DAS/HETCOH. due to the differ­

ent field strengths all(] scaling factors. Again. !'our distinct cross-peaks are observed, 

confirming the conclusion of Cl l'ully coupled :nNa/31 P spin network. Analogous to 

the fact that DAS/III·:·rcon lras rnarry ;,dvantages over DAS. MQl\1/\SjHETCOR 

has similar advant.ag<'s over DAS/HETC'OH. For exarnple, the-' rnost. important one 

is that technically. !\IQ\IAS/11 [T( '()]{is rnuch si111pler hecartse dy1rarnic-a.ngle spin­

ning probe is rrot. <1 pr('n·quisik. To perforrn C'P <tt. 0°. a stat.ic-coil DAS probe 

is required, wlticlr 1s not <wailahl<' currerrtly f'rorn rnost. NMH probe venders. As a. 

comparison, our !\IQl\L\S/11 ETCO!t <'XpcrirnellL was cl<?ne on a. doubly-tuned MAS 

probe, which is available ill most. moderrr solid-stat.e Nl\'IH labs. 

The technical simpliricat.ion of' l\'IQl\L\S also giv<"s anot:lwr advantage that makes 

MQM ASjl-lETCOH a prderr<'d t!'cillliqll<' to st 11dy <1 wider range of 7-eolit ic and glassy 

materials that. co11 Lain "" c lc i wit l1 s lrort s pi 11-l <tt t icc rei ax at ion t:i mcs (for instance, 

27 Al and 11 13). :\s a11 CX<IIlipl('. C'lrllwll.;;,('t al. slrowC'd tlrat. regular 1IT/ 27 AI HETCOR. 

experiment is ahl<' to disni11rimil<' ;,cidic sites i11 Z<'olite cat.al.vst.s. Incorporating 

MQi\1AS to this exp<'rillrcllt is 11atm;,] dlld worrld crrlrance t.lrc 27 :\1 dirnension res­

olution by an order ol' rmlgllitJrd<'. :\11otlr<'r CXdllrpl<· slrow11 hy :\rnoureux recently 

clemonstrat.cs tlr;d \!Q\1 :\S <"<Ill I)(' nJriJIJirwd \\·it lr ( ']> f'or s1wct.r<ll cdit.i11g [1:3]. In 

his study, tire corrw·ct i,·ity <llllollg t II<' difl"n!'lll '~T a11d 27 :\1 sit.es arc studied in alu­

minum phosphat.<· ;~,colites. \IQ.\1:\Sj!ll:~·rcon in this case may lead to a. direct 

mapping of' the COIJII('Ctivit.y tupol<>gy. \lor!' illl!lOrLIIrt.ly, \IQ\1:\Sj!!ETCOR. with 

I 'I() 



2~a 

-12.5-

-.::t -15 0 -
0... 

~ M 
::t 
~ -17.5-
lr) 

<®)· 00 

@ E 
0 
~ -20 -
E 
0.. 
0.. 31p 

-22.5-

I I I 

0 - l 0 -20 

ppm from NaCJ 

Figure 5.5: Two-dinwnsional :nNa.--:31 P lVIQJVfAS/HETCOR spectrum of Na3 P3 0 9 

collected at ll.?T. The sc1mpk is spinninp; at r,Jdl;~, and the contact time is .5mscc. 

I 'II 

.. 

~ 



27 Al/29Si spm pa1r can pot.cntiall.Y he used to study a whole spectrum of minerals 

and zeolites. In all of these n1.ses. DAS/III~TCOR wo1dd fail due to short T1 for 27 AI. 

Another potential advantage of r-.1Qr..fAS/HETCOR experiment for spin-~ is that 

the resolution in the <ji!Ctclrupolcu cli1ltcnsion Jttay be better th<ul that observed in 

the DAS/HETCOR experiment !"or two reasons: ( 1 ), the DAS linewidth for 23 Na 

is determined by hontonuclear dipolar interaction, which is not averaged out effi­

ciently in DAS and ofl:c'll gives larger linewidth tha.n MQMAS. For example, the 

23 Na linewidth in DAS/HE'T'COR is about. 800Hz (FWIIl\1), whereas that in the 

MQMAS/HETCOH. spect:ntrn is only 100Hz. (2). the scaling factors of the chemical 

and quaclrupolar shifts in l\IQl\1:\S is larger t.han I (or smaller than -1 ). This better 

resolution is cruciaL !"or example. in difl"crcntiating sodium sits in sodium phosphate 

and silicate glasses [1:3:!]. 

The disadvantage of" \1Qi\I:\S/IIETC'OI1 is again associated with the inefficiency 

of excitation and reconvcrsio11 pulses. Corllp<trcd wit.l1 the D:\S/HETCOR spectrum 

(which is not quantitati\'(:' citlwr). the intensity of" the low f"req1rcncv 23 Na. site is much 

lower than the site populat.iOII ('XIWCicd front .\ nn. Even though sirnulations show 

that low frequency sit.e with larger qll<tdrupola.r coupling constant has one-quarter 

of intensity of the other site d1re t.o clirf'erc·rrt, excitation and reconversion efficiencies, 

it is not clear how nlllclr of" tire discreparJcy can he attributed to this efkct. Cross­

polarization. as clisCJtssed earlier. infrodtrn·s extra problems that are hn.rcl t.o quantify. 

Because of" this, !\IQ~L\S/111-:TC'OI{ a11d D:\SjiWTC'OI{. c-~xperirncnts should both 

be considered as qJtalil<ltiv('. nllll<'l' tllclll <jlJClltfiL-llive. 

It is \·Vort.h noting tiJ<lf difk•rent. llllrlt.iple-cpranltrm excitation and reconverston 

schemes can be combined \\'ith III·~T(:()I{ to lwt.t.cr quantify the JVIQMAS/HETCOR 

spectra. vVhile t.his part.i<tlly solves the cprant.irication problem, it is very likely that 

the problem will st.ill exist. Ev(•n tho1rp;h there is a scherne that cla.ims quantitat-
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1ve MQf\1AS excitation and reconverston [Ci:3]. the validity of it is still limited to 

high excitation power and small \'ariat.ions in tl1e quadrupolar coupling constants for 

different sites. 

5.4 Conclusion 

In summary, high-resolution HETCOll spectra. involving qua.clrupolar nuclei can 

be obtained by correlating D:\ S or l'\'1 Q ~1'1 AS spectrum of the quad ru polar nucleus with 

the MAS spectrum of" t-lw spin-1. The two res11lta.nt t:echniques are complementary 

to each other that provide qttalitat:ive charact.erization of the spin coupling networks. 

These techniques would ltave direct: application to sodium phosphate glasses, where 

the characterization of" sit.e distribution and connectivity network is essential to the 

understanding of local <mlcrittg in <IIIIOI'pltous tnat.eria.ls. vVith the new resolution 

and spectral editing capal>iliti<·s. detailed inspccLiott of localtnicrostructure in various 

classes of technologically itnport·a.nt. tnaterials is possible. 
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Chapter 6 

Switching-Angle Spinning of Qt1adrt1poles 

One of the major goals in the other chapters of this thesis is to determine the 

isotropic chemical shift ( <5i.~,,) and the qua.drupolar coupling parameters ( CQ and 'r/q)· 

The anisotropic chemical sltif"t interaction that. a cptaclrupola.r nucleus also experiences 

is only brief-ly discussed. 'T'IIC chemical shift anisot.ropy, however, like the quaclrupolar 

interaction, contains valtt<1hlc inforrnation about. the local geometry around the nuc­

leus and is the major st:rttctmal probe for spin-t nuclei. This chapter is concerned 

primarily with the extraction of" t.lte rull chernical shift parameters and the relative 

orientation between Lhe CS:\ t.<-~nsor <llld the qll<lclntpole t.ensor. 

6.1 Overview 

Study of coexistent int.naction Lf'tJsors hy Nl\fll can be dated back to the early 

sixties [1:34, 1:3:)]. 'fl1er<· <treat. least. t.\\·o tnajor reaso11s that such a. study is crucial. 

First, the NMH spect.ra can not. be wcll-unclC'rst.ood or reproduced by theoretical 

calculations if only orw or tl1<· ilil<-'ractiotts is assnnwcl to be dornina.ting; second, in 

the case of coexist.ing dipolar and chemical shirt. t.cnsors, the dipolar tensor is often 

coaxial with the interlltolccular vec:t.or. 1\nowing the r<>lative orientation between the 

chemical shift a.nd t.he dipol<tr t.<'nsors allows <1 direct. rnapping of the chemical shift 

tensor to the lllokcnl<tr l'rdlll<' [I:W]. In tl1e c<tsc of' coexisting chemical shift and 

quadrupolar tensors, 111apping the qll<-tdrllpolar t.cttsor franw onto t.he chemica.! shift 

tensor frame may lea.d to a. lwt:tcr pict.urc or Lite rcl<ltionship between the quadrupolar 

interaction and t.he tnoi('Ctl l<t.r stnwttll'<'. 

The most accmat<- tltd!tocl !'or t lw st 11(1\' of coexisting chemical shift a.ncl quad-
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rupolar tensors is the si11gle-crystal nlctl1od [l:n]. By carefully reorienting the single 

crystal sample in the static magnetic field, the change of the N~v1R peaks is recorded 

and analyzed. Good agreement between experimental data a.nd fittings can often be 

achieved. The method, wl1ik being accurate, is tedious and sometimes impossible 

since the growth of the single-crystal may be nontrivial. 

Simulating the static Nl\11l spcct.ra is another·approach that was used by Bray 

et a.!. in 1969 [l:J.1] and by Cheng ct al. in 1990 [85] for the study of 51 V and 

87 Rb, respectively. The simulation involves at least 8 parameters, and multiple-field 

or multiple-nuclear cxpcrirnent.s arc often required; t.hus, the technique is not very 

powerful, especially in casc·s \\'here mult.iple sites exist in the sample. For example, 

the result obtained by Cheng ct al. on 11bCI0.1 (one llb site) is consistent with the 

DAS and MQMAS resldt.s; l1owevcr. their n·sldts on llb2S0,1 and llh2Cr0,1 (multiple 

sites) are much less accmatc· <111d are ine<lllsistent with the data frorn high-resolution 

techniques [24]. 

Simulating the I\1AS spectra [1:18, J:VJ] has the similar problem as simulating the 

static spectra. The a.dva11tagc is, however, that. SOI11(' small interactions (for instance, 

dipolar coupling) lll<i,V be <IVC'ragcd o1!1l)y \lAS and do not. afrcct. the NMR lineshape. 

This may be a clisadva!ltagc· as welL since chc~nical shift interaction is also averaged 

and its effect. 011 the sp<'ct r<l is o1ily reflected hy tlw sideband intensity. 

The above L\\'o techniqu<'s, while being IC'ss acctlra\.f•, a.rc quite sirnple and straight­

forward. Another int.(•resti11g appro<1ch is to sin1tilat.e t.he whole ~IAS spectra, includ­

ing the satellite transit io11s [I '10. I ·11 ]. This tvp<' of' spectra of'tcn has enough in­

forrnation to constrain Lil<' s.illllil<ll io11. a11d dC'l<'rlltirmtioll of vcr.v s111all chemical shift 

anisotropies has hcen r<'port.c·d. Tlw expC'riment: may, however, be difficult and re­

quires well-calibrated hard\\'c-trc·. Since the spectra may cover up to a lMI-lz frequency 

range, a single cxperinw11L doc-•s not stdflcc t.o excite the whole spectral range. In this 
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case, multiple spectra are recorded witl1 diH'ere11t. C<li'I'ICr frequencies. T'he resultant 

spectra. have to be scalf'd and combined carefully to give the final spectrum. 

The major prohl(~rn with the previous simulation method is that the spectra. are 

not sensitive enough to small or int.crnwdia.t.e chemical shif't interaction. A natural 

extension is then to exploit. a se:'cond dimension. This idea has been applied to the 

coexisting dipolar and chernical shirt. tensors, where a separated local fleld(SLF) NMR 

technique maps out both i1il.eractions and t.heir relative orientation to each other in 

twosepa.ra.te f'requency dornains [8]. I \\'Ould like to demonstrate in this chapter that 

it is equally possihlc t.o extract quadn1pol<1r <'1nd chemical shif't. tensor orientation 

through a. two-clirncnsiomd switcllillg-<lllgle spi1111ing (S:\S) experiment. 

6.2 Theory 

6.2.1 Coexisting Tensors 

In this section, only t.ll<' uwxist.cncc of' cl1cmical shif't. and quadrupolar tensors is 

considered, even t.II011gl1 t.l1c hc1sic tlwory is applicable to other coexisting tensors. 

As discussed in cl1apt.er t.wo, t l1<' q11<1dr11polar and chcrnical shif't. interactions a.re 

characterized by two <llld t.hrec par<trnct<·rs respectively. These parameters are CQ 

and 17q for quadrupolar i1ilcr<1!'tion ;wd S1, 0 • hcs and 'lc:.s· for CSA. These pa.ra.meters 

a.re defined in Lite principal <Lxis f'r<tlll<' ( ]>_.\S) of' ('<lcli itll.c·r<lct.ioll <llid t.lie two f'ra.mes 

are related t.o C<Lclt ot ll<'r t lii'OII,l!;ll <1 g<'ll<'l·al t'<Jt <II i(ill ( F'iglll'e Ci.l ). \.\'e \\'ill assume 

that the three r::uk~r <111gl<·s IJ('t 11'<'<'11 t II(' t 11·o f'r<~lll<'s <II'<' o, \ and U'. 

Calculating t.l1c po\\'d<"r \~II{ srwctr;, 1111der spinning condition involves an en­

semble average ovn <ill tlw cryst<dlit.(·s. \\'(' cc1n SIH'cif:v (jacl1 crystc1llite by giving the 

three Enler angles (r/2.f2.;Q) hC'tW<'r'll tlte (jli<'ldnqlOiar PAS and the rotor f'ra.me; 

The frequency shirt. f'or this nyst.allitc has cont rih11tions f'rom the chemical shift in-
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zcsA 

Figure 6.1: A schellla.t.ic representalion of' the quadrupolar and chemical shift prin­
ciple axis systems (PAS) with a relativcorienl.ation cilara.cterizecl by the Euler angles 
</J,x and 'lj.J. 

teraction and the quadrttpolar int(·ractiott. 

( 6.1) 

Eqn 2.60 and Eqn 2.6G can IH' IISCd to calclllaLc tlte relevant terms in the above 

equation. For the qll<t,lrttpol<tr sltift. the qt~adr11pol;-n tensor is first transformed into 

the rotor franH~. <111d llw11 to t.lw laboratory fratJtc. This is exactly the same as what 

we did in chaptN 1 atHI t ltc final rcs11lt is l·:qn 2.77. For the cltf'llliccll shift interaction, 

however, a.tl extra rot.atio11 frorn its J>:\S tot l1c qt~adrttpolar PAS is needed. 

C.,.,'\ jJ \ ., <:•.\·"' .)/ j'l .\ ., ,,I..!,.;C!_-.c! j'> /., ..v,-1..0.0 / / /., .,')/- ·.-.":>---+( _,.., ---+ tolo1· ·rontc.---+ .JtJ ·ramc ( 6.2) 

Eqn 2.68 needs t.o be tnodificd t.o ittclllfk t.his rotc-d.ion. 

2 2 2 

A cs· _ """ (2) """ """ (2) - (2) q . Q . Q cs 
20 - L D1,.0 (;.,_·,.!.0.0) L L U,1 (n.ci.;)IJ11, (rL> .\ ,1/' )p2n. (6.3) 

/,:=-2 1=-'1 /1=-'1. 
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Exact expansion of' this equation is t.eclioiJS and cornplicated, but the final chemical 

shift would have the following format .. 

,cs _. ,. Acs( . (3 ,Q .Q)P ( ·0) u.: - ..... ,", + 2 o , . , ; , cp , .\ 2 cos (6.4) 

6.2.2 Switching-Angle Spinning 

The experimental schen1e of switching-angle spinning (SAS) [142, 14:3] is shown 

in Figure 6.2, together \\'it:l1 the pulses a.pplic-~d. The experiment is in fact, similar to 

a DAS experiment. !'or qua.drilpolcs (Figure :3.7). The difference is, hm-vever, that the 

two angles (0 1,02 ) are not. one of' t.ll<' IL\S angle pairs. Most often, the experiment 

is used to corrclat:c t.hC' isot.ropic and anisotropic chemical shift spectra. of a. spin-t 

nucleus. For this reason. one· of' the spinning angles is chosen t.o be the magic-angle 

to give high-resol11ti(m in on(~ dirnension. In 011r experiment, vve also keep the magic-

angle as one of the angles. since [VIAS naiTO\\'S the quadrupolar linesha.pe by a.norder 

of magnitude. Diff'erent: !'rom thC' spin-half case, both dimensions of an SAS spectrum 

of a. quadrupolar nuclc:'IIS do not. ha\'C_' l1igh-resol11f.ion. 

This two-dimension<i.l SAS exjx·rinwnt can hC' viewed as rnapping the resonance 

frequencies of a powder sample 011to a. t.\\'o-dimcnsional frequency plane, whereas a lD 

experiment maps t.hosc frequencies onto c-1 Oile-clinwnsional axis. Since the sample is 

spinning at two clifl'crenL c-tr1glcs dt1rir1g the .t.wo t imc periods, the resonance frequencies 

in the two dirnensions for <I singl<' nyslc-JIIite <II'(' diff'crcnt.. The t.wo-clinrensiona.l map 

then reflect.s the correlat io11 hct \\'<'<'II t IIC's(' l'rcqJJeiiCies. i\lore specifica.lly, the intensity 

of the resulting S :\ S s p< •ct ru1n is p roport ion <11 to l.l1c prohc-i.bi I it y t. hat a. n uclea.r spin 

For a powder sa.n1ple. t.lw N \In f'reqt1cncy as a function of' orient a.tion is not single 

valued. Hence, for orw-di111cnsional spectra there is overlap of signals corresponding 

to crystallit-c-?s wit-h different ori<·rrtctl ior1s. \VIwn tl1c NP.IH frequencies a.re sampled 
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Figure 6.2: A schematic representation of the switching-angle spinning (SAS) ex­
periment. As the sample is spinning about 01 relative to the magnetic field, a 90° 
RF-pulse is applied. The magnetization evolves in the plane transverse to the mag­
netic field for a time 1. 1 11ntil another llF-pulse stores the magnetization along the 
field axis. The spinning axis is then changed to 02 . A final RF-pulse places the 
magnetization back into the transvers<' plane where it is detected. The experiment 
is repeated with t 1 incrcnH·nted by a dwell t.ime. 

for two times in an S:\S cxpcrimeilt.. U11dcr diff'erent. spinning conditions, the relative 

contributions of chemical shift and qii<tdrupolar interaction are different for the two 

dimensions. The resulti11g SJH•ctra tl1us have less ovcrlappi11g aucl better reflect the 

relative orientation between the two tensot:s. 

The t\\'o-dinH'tlsioii<tl S:\S sp<·ct r<~ C<lll I)(' silttlli<d<·d by calcul<lling t.he following 

integration over all cryst ;til it cs. 

Here, nl and 0.2 are the r<.'SOII<-111("(' frcqii<'IICies ill [fpl G. I' and Dirac S-function is used. 

To see !tow the S:\S sp<'ctra dept'IId on tlw quaclrtij>Olar pmalltct.ers, Figure 6.:3 shows 

the calculatecl spectra 1\'itlt di[f'erent spinning angles and quadrupolar asymmetric 

parameters (17Q). For t.he sirrlltlatioll. 02 has lwen set to the magic-angle, and only 

01 is varied. The Sj><'<"t nt s11gg<·st t II<il S:\S L<-clnii<JII<' is very se1tsit.ive to 17Q and 
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produces well-defined t.\\·o-dirnensional lineshapcs. 

6.3 Experhnent 

All samples used in the experiment were obtained from comrnercia.l sources, typ­

ically with a stated purity of 99.8%. The 2
:
1Na. and 87 H.b NMR spectra were acquired 

at 4.2T (23 Na, 49.1 1\lfl-Iz; 87 Rb 60.8 .iVIllz), 9.4T e3 Na, 105.9 1\Hiz; 87 Rb 130.9 MHz) 

or 11.7T (2:3Na, 1:32.:3 \lllz: 87 11h Hd.G \1Hz), with a Nalorac Quest, Bruker AM-400 

or a Chem<lgnetics Cl'd\-500 spcctrollwl.er, respectively. A home-built NMR probe 

based on the design of' L;:ast.rna11 et al. [12], capable of fast reorientation of the spin­

ning axis, and ernploying a Dot.y Scif'nt.ific (Columbia, SC) rs rnrn fast MAS stator 

was used [7:3]; except for tlw nNa N f-.11{ spectra acquired at 4.2T, using a. static-coil 

DAS probe based on t.li(' clcsip;11 of ~diiC·IIer et al. [2:3]. A Whedco (Ann Arbor, MI) 

high torque stepping mot.or awl mot.or cont:roller were used to reorient the rotor axis 

in typically 40ms. 'T'he spinning axis \\'as initially set to 54./ll 0 using the 81 Br NMR 

signal of I~Br. 'T'Iw pulse sequc11Ce we used are similar to the DAS sequence and same 

phase cycle was used. 'l'o ensure selective (-•xcit.ation of the centraL transition, 90° RF 

pulses were typically l(mgcr than lOtts . .C:crwrally, 128 and 512 points were acquired 

in t 1 and l 2 , respectively. \\'itl1 :~:2 sca11s per / 1 vai11C. However, the experimental 

parameters dPpetHk~d grc<-illy 011 s<IIIIJ>I<· Mid fi('ld strength. Duri11g p1·ocessing, the 

t 1 dimension was zero rillccl to 1:)() poitils and I OOIL:.; Caussi<-111 line-broadening was 

applied in botl1 cl i tll<'IISiolts. I) i I u 1 (' <-Hjii<'OIJS sol11 t ions of Rb N0:1 and N aCI were used 

as external stand<lrds. l'tdikc 1):\S or \IQ\1:\S. no shear transf"orrnation is needed 

in this case. The silllldat.iotts \\'<~rC' pcrf"omwd on a Silicon Craphics (J'I'!ountain View, 

CA) R4000 workstation ttsing a. progra111 \\'ritten in FOHTllAN. A two-dimensional 

spectrum with 128 points in both dinw11sions L<-1kes a.pproxima.Lely three seconds to 

calculate. 
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6.4 Results 

As a. test of the technique and the simulation program, a. sample was chosen that 

had been studied previously and contains one crystallogra.phically distinct sodium site 

that has negligible chemical shift anisotropy [41]. In Figure 6.4, the experimental and 

simulated 23 Na. SAS Nl\1 R spectra of Na.2S0,1 acquired with 01 and 02 equal to sao and 

54.74°, respectively, are shown. The magic-angle \·vas chosen to minimize the CSA 

g" 0 
"-" -u ro z s -100 
0 

c.!= 

-200 

0 -50 -100 -150 0 -50 -100 -150 -200 

Frequency (ppm from NaCI (aq.)) 

Figure 6.4: (A) Experirncnt.a.l and (13) simulated two-dimensional 2
'
3 Na. SAS NMR 

spectra of Na2S0 1 acquired at -1.2T with 01 = 80°,02 = 54.74°. The simulated 
spectrum corresponds to Cq = 2.61\Hlt: .. 17Q = 0.6, and 0;_, 0 = 4ppm. No chemical 
shift anisotropy W<-JS incllidcd inthesim1dc-1tion. Tlw horizontal dimension is the MAS 
dimension. 

effect in this dinlCIIsicm: the ot.hcr angle w;1s chosen t.o he I lear to ~J0° to minimize 

the sideband intensity. The sin11dated spect.rlllll yields Cq = 2.61\IJI-Iz, 17Q = 0.6, 

and 0;50 = ·1ppm. consist.cnt. with pr<'vioiJsly reported values. Tlw projection of 

the w2 dimension corresponds to a11 iV!:\S spectrum and is consistent with an MAS 

spectrum acquired sepc-lrc-l.tcdy. c-1s well as with a sirnulation of the one-dimensional 
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spectrum calculated ustng the same paramet.ers as above. For simple systems, the 

qua.drupola.r parameters are obtainable using the SAS technique, with an accuracy 

equal to or greater than that obtained from one-dimensional magic-angle spinning 

spectra .. 

Many two-dimensional spect.ra were ca.lculated to determine the effects of a small 

anisotropic chemical shift. (Scs) on SAS spectra. For l=~ and a moderate CQ (3MHz) 

at a resonance frequency of 100 l'vlHz, a clcs of less than lOppm is difficult to detect. 

However, a Jcs of 15ppm can cause discernible changes in the spectral features. The 

effect of the chemical shift anisot.ropy on the two-dimensional lineshape depends on 

the relative orientation of' the t.wo principle axis systems a.tid is rnore significant when 

the two principle axis systems are not coincident, especially when \lzz and Jzz are 

not parallel. 

Shown in Figure 6.0 is a 87 11 I> S!\S N f\1 R spect.rum of Hb2S0,1 acquired at 9.4T; 

also shown separat.ely are t.l1e spect.ra of the individ11al sites and the corresponding 

simulations. Rb2S0,1 has two ruhicliitm sit.es t.hat are resolved with 01 equal to 90°. 

The spectrum is however. not resolved at the magic-angle. Thus the correlation 

of spectra. at two angles by SAS could lee-HI to the deterrnination of qua.drupolar 

parameters for bot.h sites. 

In a. separated MAS spcclrttlll acquired wit.h the sample spinning at 10kHz, spin­

ning sidebands an-.' still apparent dtw to t.lie large quaclrupolar interactions and result 

in the intensity of the two sites overlapping in the one-dimensional MAS spectrum 

(not shown here). In the SAS spectrum the signal is spread into a two-dimensional 

frequency plane yielding greater r<'.solttt:ion a.nd nearly complete sepa.ration of the 

two sites. The simulations of' the SAS spec:tnllll yield Cq =·1.:3 and 2.6MI-Iz, 17Q= 0.1 

a.nd 1.0, 6;, 0 = l6 and .·JOpptll f'or t.lw t \\'0 sites. respectively. These results a.re con­

sistent with those obtained by 13alt.islwrg<'l' from field-dependent DAS measurements 
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Figure 6.5: Cxperirnental and si1nulatcd two-dirnensional 87 Rb SAS NlVIR. spectra 
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respectively. The hori;;,ontal dimension is the l\IAS dimension. (A). SAS spectrum 
with 2-sites (Contour levels: 1 <Jr~-20%. !Vr, increments). (B) and (D): Experimental 
a.nd simulated spectra for sit.c I with CQ = :2.6P.II-lz (Cont.our level: .5%-100%, .5% in­
crements). (C) and (E): Experimental (Contour levels: 0.5c7c~-lO%, 0.5% increments) 
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CQ = .5.3l\1Hz. 



[24], by Fernandez from simulating MAS spectra [1:19], and for the CQ = 2.6 MHz 

site by Cheng et al. [85] fi·om measurements of static powder samples. Although, 

Cheng et a.!. [S.5] reported much different values for the CQ= 5.3 MHz site. Overlap 

between the two sites in the one-clim<'~nsional MAS spectrum complicates the accurate 

determination of these parameters using one-dimensional techniques. 

The discrepancy between the sirnulatecl and experimental spectra shown in Fig­

ure 6.5 may be clue to the anisotropic chemical shifts of both sites. The anisotropic 

chemical shifts have been reported by Fernandez et a.!. [139] from simulations of 

one-dimensional I\1AS spectra to be 12 and :{.5ppm for the CQ=2.6 and .5.3MHz 

sites, respectively. The relative orientation of the principle axis systems was also 

reported, though with large uncertainties. \Vhile in some cases a. better agreement 

between the experimental and sirrllllated SAS spect.ra is obtained by including an­

isotropic chemical shifts. sim1dations incorporating their results do not match the 

experimental spectrum lwt.ter tha11 simulations 11eglecting t.he anisotropic chemical 

shift. This opens the qu<'stion of' how accurate t.he chemica.! shift parameters can be 

determined by one-dinwnsional NI\1H whe11 the chemical shift anisotropy is relatively 

small. Further refinements of the two-dirne11sional SAS spectra are needed to accur­

ately determine the small anisotropic chemical shifts and the relative orientation of 

the principle axis systems. 

In Figure 6.6, the 87 H.b SAS Nl\111. spectrurn and projections of H.b2Cr04 ac­

quired at 1 l.7T wil.h 01 <Lnd 01 <·q11al t.o 70.1:2° and !).1.74°. respectively, are shown. 

One-dirnensionali\I:\S sp<·ctrlllll of' tIt is s;unplc was shown in chapt.cr :3 a.nd the mag­

nitude of CSA was estirnatccllltcr<' to lw ar<mnd 110ppm (<'ics = -llOppm). The 

two-dimensional SAS lineshape l'<'s1dt.s from t.lw cornbina.tion of qua.drupola.r and 

chemical shift interactions. The proj<·ction above· the contour plot is indistinguish­

able from a I\1AS spectr11n1 of l.lw central-transition measured independently. Both 
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one-dimensional project.ions have structure: however the two-dimensional lineshape 

contains more detail. While llb2 Cr0,1 has two rubidium sites, the site with the smal-

ler quadrupola.r interaction is selectively observed. The MAS spectrum of Rb2 Cr04 

at 11.7 T has more structure than if only the quadrupolar interaction was present. 

Both the centerbancl and spinning sidebands are afi'ected, since the spinning speed 

is not fast enough to completely average the anisotropic chemical shift. The MAS 

spectra of Rb2 Cr0,1 at various fields were sinndateclusing the pa.rameters determined 

from the SAS experiments, and reproduce most of the features in the centerband and 

sidebands of the experimental spectra. 

In Figure6.7, the 81 llb SAS Nl'dH experinwntal and simulatc·d spectraofRb2 Cr04 , 

obtained with 01 = 70.12° and fh = 54./4° acquired at 4.2, 9.4 and 11.7T are shown. 

The differences among t.hc l.hree rneasurcd spectra reHcct the dependence of the chem-

ica.l shift and quadrupolar interactions on magnetic field strength. The smaller the 

magnetic field, tl1e smaller the chemical shif"t interaction is relative to the quadrupolar 

interaction. Note that the s1wctrum acquired at the lowest field, 4.2T, appears similar 

to spectra in Figure 6.:~ calculated consid(·'ring only the quadrupolar interaction. All 

the simulated spectra in Figure 6.7 were calculated using the following parameters, 

CQ = 3.5MHz, 17Q = 0.:3, <5/s., = -7ppm, <5cs = -llOppm, 17c 8 = 0, x = 70°, 1/J = 0°. 

¢is undefined because. i11 this case the chc·rnical shif'L interaction is axially symmetric 

(17c 8 = 0). The fact that t.hc same parameters rit: the spectra acquired at three field 

strengths rigonmsly cklllOilSt ratc·s t:lw pr('cisio11 of' t.he technique. 'fhc quadrupolar 

coupling constant, quadrupola.r asy1n111CLry p<ll"<llncter and isot.ropic chemical shift are 

all consistent wit.h the values determined using f-ield-dependent DAS measurements 

by Baltisbergcr ct c-1.l. [2•1]. 

To determine the sensit.ivity of the spectra to the chemical sliift. parameters, spec-

tra. were calculated \vit.l1 hc·s· and 'Jc.,, varied separately by ±15 ppm and from 0 to 

1!)7 



Experimental Simulated 
N 
0 

0 

I 

N 
0 

I 

~ 
0 

'T:1 
(ti 

..0 
c: 
~ 
::l 
n 
'< 
C/) 0 
::::r 
~ 

,-.._ I 
"0 N 
"0 0 
3 
=t' 
0 I 

3 ~ 
0 

:::0 
0"' z I 

0 0\ 
VJ 0 

9.4T 
,-.._ 
s:.: -50 

..0 
0 0 
'-' 

I 
VI 
0 

I -0 
0 

I -VI 
0 

4.2T 

0 -50 - I 00 -150 -200 0 -50 -100 -150 -200 
Frequency Shirt (ppm from RhN03 (aq.)) 
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0.15, respectively, with all the remaining parameters identical to those used for the 

simulations shown in Figure 6.7. Fnm1 simulated spectra such a.s those presented in 

Figure 6.8, the uncertainty in hcs and 1lcs is determined to be ±l.Sppm and less than 

0.15, respectively. To determine the sensitivity of the simulated spectra on x, 1/J and 

17Q the spectra presented in Figure 6.9 were calculated with parameters identical to 

those in Figure 6.7 except that y, 7/1 and 17Q were varied separately by ±5°, from 0 to 

15°, and ±0.1 respectively. The simulated spectra calculated with ·1/J equal to+ 15° or 

-15° are equivalent. From simulations such as those shown in Figure 6.9, conservative 

error estimates for y, ·lj• and 'lq are ±.)0
• ± 15°, and ±0.1, respectively. Considering 

the greater accuracy in determining f) cornp<t.red to'), and similar results reported 

by Fernandez et a.l. [l:~~J]. one rnigltt suspect that. this is a genera.! trend. Further 

experiments on other syst.erns can he performed to clarify this point. 

Thus, the chemical shi['t. and qttadrupolar interact.ion parameters and the relative 

orientation between the principle axis syst.en1s are determined with the following 

accuracy: CQ = :3.5 ± 0.2M I I%, 'lq = [).~3 ± 0.1, (li.w = -7 ppm, hc:s = -110 ± L5 ppm, 

1Jcs = 0 ± 0.15, X= 700 ±5°, tf' = 0° ± 15°. with qJ undefined. These results differ 

significantly from those detenn i nf'd front one-eli JIJ(·'tts ion a! N 1\111. spectra of powder 

samples reported by Cheng et al. [85]. 

6.5 Conclusion 

N1,1R has the pot.ent.ial to clii1ntctcri/.e the local at.ornic environrnent in materials 

and can be used to d(~termitw st:r11ctmc prop(·'rt.y relationships, location and distri­

bution of substitution species. and motion and dirfusion of atoms, as \veil as other 

technologically important properties itt inorganic solids. \.Vith NMil, an experiment­

alist ha.s the unpreccdent.ed advantage of being able to manipulate the Hamiltonian 

of the systern under st.11dy 11sing radio frequency pulses and sample spinning, among 
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other techniques. The combination of these methods with multi-dimensional NMR 

techniques enables the direct correlation and/or deconvolution of multiple interac­

tions. These ideas have been used in this chapter to correlate the quadrupolar and 

chemical shift interactions and to determine the qua.drupola.r and chemical shift tensor 

elements, as well as the relative orientation between the two principal axis systems 

for a rubidium site in R2Cr0,1• Extension of these methods to a. three-dimensional 

experiment by incorporating a purely isotropic dimension will be applicable to sys­

tems with multiple atomic sites and those with a distribution of isotropic shifts such 

as glasses. In this case, variable-angle correlation spectroscopy can be incorporated 

with SAS to simplify the technical requirement of the experiment [86, 144]. 
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Appendix A 

A Short Review on MQMAS 

This appendix gives a review on MQI\1AS, which after being proposed by Frydman 

[3], received considerable <l.nd extensive attention in the past years. Our contribution 

at Berkeley, as described in the preceding chapters, represents a very small fraction 

of the problems and applications come vvith this technique. While much of the work 

from other groups has been mentioned before, a review here makes this thesis a more 

complete reference. 

A.l History 

Multiple-quantum N!1d n on half-integer quadrupoles has been studied for more 

than two decades. Most, expcrirnent:s were performed on single-crystals and the res­

ults served as a nice demonsiration of creation and detection of multiple-quantum 

coherences in the solid-state [64, 65. 145, 146, 147]. The difficulties that hinder the 

application to powder sarnples is a gerter<d belief that the excitation and reconversion 

of the multiple-quanlulll coherenccs are inefFicient for powder samples. 

Amoureux was probably tl1e first. to explicitly derive the second-order quadrupola.r 

Hamiltonian a.ssociat.ed to sy1nnwtric rllldtiplc-quantum transitions (m H -m) for 

powder samples under spinning condition [20]. T'he results showed tha.t the depend­

ence of this I-Iarniltonian 011 the spinner axis is dirferent to that of the central trans­

ition only by some constant factors. 'T'Iw nmgnified chemical shift differences were 

the primary driving force of his study. The possibility of using multiple-quantum co­

herences to enha11CC~ t:l1c' rcsolttLion of <1 quadrupolarNl'viH spectrum was not realized 

until Frydman [:1] propos<'d t.lrC' \IQ~I:\S expc·rinH:'IIL t\·VO years later. 



Research interests on l\1QMAS then fall into two groups, <ummg at technique 

development and application respectively. The questions that the first group of people 

are interested in include the efficient acquisition of MQMAS spectra. a.nd extending 

MQMAS to include other features for better spectral interpretation; the latter group 

concerns more about systematic studies of interesting materials in the solid-state. 

A.2 Technique Development 

Three types of questions are among the pnmary goals of the first group. The 

first one involves data acquisition, processing and spectral interpretation. Due to 

the similarities between DAS and l\1 Ql\1 AS, much of the DAS variations were dir­

ectly applied to MQMAS, 1na.king this discipline somewhat mature now. The second 

problem is about the excitation of multiple-quantum coherence and its reconversion 

to observable single-quantum coherence. T'his turns out as a difficult problem that 

remains unsolved. The t.hird direction is toward the utilization of MQMAS principles 

to other experiments for spcct.ral editing and characterization. 

A.2.1 Data Acquisition 

The first MQMAS spectrum prcsent('d by frydma.n [:1] is a lD spectrum. Ac­

quisition of pure-absorption phase t:wo-dirnensiona.l 1\lQl\,tAS spectra was the topic 

of a. subsequent paper [-11] <1 nd also the topic of many other pu blica.tions [48, 49]. In 

principle, this problem is t II<-· s<-llll<' <-ts til<' acquisitioJI problem with DAS and all of 

the DAS solutions [46. !}0] arc· <-'qllally applic<-thiC! l1ere. For example, the z-filter tech­

nique used by 1\-'luellcr [-1G] t.o give pure-absorption phase DAS spectra w-a.s used by 

Amoureux [48] and Vv'impcris [-19] t.o acquire pme-absorption MQMAS spectra.. It is 

worth noting that this solut.ion, which was shown not optimal for the DAS case [50], 

is not optima.! for MQl\1 AS either. A si111plc redefinition of the isotropic dimension 
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with possible use of whole-echo acquisition for DAS is superior to the .z-filter method. 

Even though it was claimed that, .:--filter gives slightly less spectral distortion, the 2-4 

fold sacrifice in sensitivity may act a.s the killing factor for an MQMAS experiment. 

The whole-echo method, which gives better sensitivity and has been primarily 

applied in DAS for 2:3Na, 81 llb and liQ, may not be a good· choice for nuclei such 

as 27 AI, 11 B even though they sornetimes show long spin-spin relaxation times. The 

possible problem with this improvement is that the spin-spin relaxation time for 

different sites might be different and whole-echo acquisition makes the spectra less 

quantitative. The decision on whether or not this modification should be used must 

be left to the experimenter. 

Mossiot pointed out that data acquisition with rotor synchronization yields spec-. 

tra without sidebands and gives bet.ter MAS dinwnsion lineshapes [148]. The ac-. 

quisition method is also rnore scnsit ive, due to the smaller spectral width one needs 

to cover in the high-resolution dimension. His result shows that when the spectra 

have a lot of sidebands, unsynchronized acquisition rnay give centerband pattern 

quite different f'rorn perfect. <pl<tdrupolar lineshape and lead to errors in estimating 

the quadrupolar parameters. The downside of the experiment is that fast spinning 

(> 10kHz) is a priori since the spect.ral width is now coupled with the spinning speed 

and a. slow spinning speed me<1ns a small spectral window thaJ rna.y not cover all the 

different sites. 

Recently there have been rnany p<lJWrs about the avoidance of shearing trans-

formation [49, 55]. These papers do not rn;1ke significant irnprovement on the old 

acquisition scheme. Tlw mocliried experinwnt still requires intensive manipulation of 

the time-domain dc-1ta. t ll('tt lllOst !\ J\) !1 softwares do not provide directly. 
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A.2.2 Spectral Interpretation 

Without high-resolution techniques such as DAS, DOR and MQMAS, Siso, Cq 

and TlQ are determined primarily by simulating the quadrupola.r lineshape. With 

DAS and DOR, lineshape simulation is a.voidahle if experiments are performed at 

more than one field strcngt hs. Si nee CQ and 17Q are often coupled together, only the 

quadrupolar product PQ can be derived and two experiments with different fields 

suffice to the determination of PQ and <5tso· Even though, lineshape simulation is still 

preferred since it gives bett.er quantification, and it derives CQ and 17Q separately. 

Interpretation of l\:1Ql\1AS spectra requires a bit more efrort since the chemical 

and second-order qua.drupolar shifts <Ire scaled difrerently other tha.n DAS and DOR. 

Multiple-field experinl<-nt.s arc not ll<'C<'ssary but. preferred. Different spectral in­

terpretation methods have been sho\\'n in Chapter 4. For rnore complicated cases 

that the observed DAS shirt is IJOt available, multiple-field experiment or spectral 

simulation is still the right. choin:'s. 

As described in det.ail in chapter ~3, MQJVIAS usually gives narrower lines than 

DAS clue to the rc1nova.l of hornonuclc-'ar dipolar couplings. The broadening clue to 

heteronuclear dipolar coupling ca11 however be overcome by decoupling. The scaling 

of the observed frequency in l\1Ql\IAS spectra gives MQJ\,1AS better or worse resolu­

tion (compared to DAS). dcpendi11g on the spi11 quantum numbers and lbe transitions 

observed. 

MQMAS and DAS sid<'band patterns arc very similar [45, tn]. The sidebands are 

not integer n111lt.iplcs oft l1<' spill11i11g rat(' a\\'<IY frorn i.he ('(~nt.erbancl. This is due to 

the scaling factors itltrodtt<·ed i11 t.lw slw<tring procedure. 
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A.2.3 Excitation and Reconversion Pulses 

The conventional way of' exciting triple-quantum coherence is to use a pair of 90° 

pulses, separated by a. short period of time inversely proportional to the magnitude 

of the qua.clrupolar interaction. The conversion from the triple-quantum coherence 

back to single-quanturn coherence is achieved by a. single 90° pulse. This scheme was 

not efficient to excite sites experiencing large quaclrupola.r interactions [3]. Most of 

the MQMAS applications use other excitation methods. 

Using single long pulse for excitation of triple-quantum coherence can be elated 

back to late seventies [60, 146]. Arnoureux first showed that a. simple single strong 

pulse is equally effective for t.lw creation of triple-qua.ntum coherence and reconversion 

of this coherence to single-qua.nt.tllll coherence in a spinning sa.rnple [149]. The method 

was separately worked out by Griffin et al. later [68]. Except for the spin-locking: 

method proposed hy Griffin [G:1] !'or spirr-~ Jlllclei. this sirnple excitation scheme seems 

to be the most dficient. one. ar1d is used widely now. How to -choose the lengths of 

the pulses to achieve best. dficicr1cy was the topic of many subsequent publications 

[58, 67]. 

There seem to be sonw inconsist.erJcics in .lit.era.t.urc on how to choose the excit-

ation and reconversion p1dse dlll'at.ions. For example, Amoureux [67] suggests that 

excitation pulses of 2100, 1800, 1:20° <LJHI ~)Qo should he used for 1=:3/2, 5/2, 7/2 and 

9/2 nuclei, respectively; Criffin e1 al. [(i8] sllO\\'('d, however, that a 540° pulse is effi-

cient for 1=:3/2 nuclei: our cxperilllen1s also suggests tl1at .)40° pulse is efficient. The 

discrepancy corn('S mairdy f'ro1n t.he difl'('J'<'Jlt expcrin1ent.al conditions a.nd conventions 

that dirferent. research groups used. ln tlw sim1dat.ions performed by Amoureux, re-

lativel_y high f{.F power is CISSllllll'd (JQ()-:2()Qk]-l;i,), whereas most of Olll' experiments 

were performed wit.h a milch low<·r pown level (:30-60kHz). When the power level 

1s low, longer pulse is needed to gain better excit.ation erTiciency (See Figure 3.14 
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to 3.16). In addition, some factors (field strength, frequency offset, second-order 

qua.drupola.r interaction and the spinning speed) that affect the excitation efficiency 

are not well-studied. \Vhile each of these factors rna.y not greatly change the result, 

their combined effect may be significant and needs further study. Another factor that 

contributes to the seemingly controversial results is the different conventions used by 

different groups. Notice that the pulse lengths reported by Amoureux are liquid-state 

pulse lengths, which are dirf'erent from solid-state pulse lengths by a constant factor 

dependent on the spin quant.11rn n11mber. If converted into solid-state pulse lengths, 

the numbers they reported should read as :1800 for 1=:3/2, .540° for 1=.5/2, 480° for 

1=7 /2 and 450° for 1=9/2. Tlws<~ res11lts are not very different from the solid-state 

pulse lengths reported hy us all< I G ri ffi n. 

The conversion of the triplc-qtl<'l.ll1tll11 coherence back to single-quantum coherence 

is less effective than the excitation process [58, 67]. A single solid-state 180° pulse is 

often the most appropriate pulse lengt.h. 

An interesting qttcstion \\'ith l\1QfV1:\S 1s that even though the excitation and 

reconversion are not. very efficient. the l\1 Q-filtered MAS dimension still resembles the 

qua.drupolar linesha.pe tiiHI<'r \lAS. This surprising result was explained by Frydman 

[58] using a. very sirnple model. 'T'he effect is aLtribut.ed to sample spinning, which 

renders the excitation llltlch less orientation-dependent. A more rigorous treatment 

through simulation is st.ill 1101. available. Sttclt a treatment is important to the full 

understanding of 1 h(' ('xcit ;11 iott process. Cttrrf'nt.ly, most sirnulations t.reat the spin 

ensemble as a \\'hole <111d rC'port <llll_v til<' <'ttsetnhlc a.veraged results. The results, 

while applicable in reality, hKk pltysical illttlitiOII. It. rnay be insightful to classify 

spins with different ori('tltat.ions int.o lll<IIIY grottps and see !tow each group of spins 

are affected by difl'erent cxcitat.ion sche1nes. The res11lts may be more intuitive and 

may lead to bett,cr excit.at.ion methods. 



An alternative excit.at.io11 scllelne that utilizes spin-locking pulses was proposed 

by Griffin et al. [6:3]. According to their reports, the excitation method gives better 

quantification than the single-pulse method. The tenet of the method is that even 

for crystallites with large quadrupolar coupling constants, under MAS and spin­

locking condition, the dfect;ive quadrupolar coupling constants go through 2 or 4 

zero-crossings [69, 70]. Tlw single-quantum coherence is transferred into multiple­

quantum coherence during spin-locking period. \Nhilc the results shown in the paper 

are promising, it is not clear why a better quantification is necessarily achievable, 

since the spin-locking driciency for half-integer nuclei is orientation-dependent and 

inefficient too. Answer to this questio11 also reqt1ires a careful look at the response of 

each spin to RF pulses. 

There are at. least. t.wo ot:her gr01q>s that \\'ork on t.he application of shaped pulses 

for excitation. However. their rf•stdts arc not. positive corn pared to the simple single 

pulse excitation and reconversion IIH'chanis1ns. It is also worth noting that when the 

excitation field strengt.h <·xcc·cxls so1rw limiL further increase in /3 1 does not necessarily 

lead to improved excitation cfficicllC.V. This conclusion !s not well tested, since in most 

NMR laboratories, very l1igl1 HF power (>200kHz) is still not available. 

A.2.4 Extensions 

Examples of ut.iliz:ing qtlint.uple-qu;-tnt.ulll coherence t.o enha.nce spectral resolution 

for spin-~ nuclei was first den lOlls! r<llcd by :\ rnourcux [79]. 5Q1\1 AS gives better 

resolution than :~Q ~!.:\ S. hut has p ri rna ri ly hc<'n ap pi ied to n A I in zeolites with 

small quadrupolar coupli11g COilst<tnls [F). 7~), I .SO]. 1-:xcit.a.ticm of quintuple-quantum 

coherence is often diffict!lt., thus tl1is spectral cnll<IIIC<'IllcnL nwthod is only applicable 

to sites with very sm<tll quadrtll>olar co11pling consta11ts (2-:3!\'ll-17-). 

An interesting ext<'11sio11 of \IQ~L\S is to use it f"or the measurement. of chemical 
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shift anisotropy (C.SA) [·1;)]. For spin-i nt1clci. chemical shift effect is magnified 

by a factor of greater than 2 in the multiple-quantum isotropic dimension, and the 

second-order qua.drupolar interactio1i is scaled clown. CSA dominates the isotropic 

dimension sideband pat.t.ern when it is rclati vely large. Simulation of the isotropic 

dimension gives CSA pararnel.ers, even though the method does not provide detailed 

information about the rclat ive orientation hf:'tween the CSA and QI tensors. Another 

method that perforrns rnnltiple-qua11t.urn experiment at ;30 . .16° or 70.12° removes 

second-order quad ru polar in tcraction totall.y, and allows the eli rect determination 

of CSA parameters [4;)]. 'The rnet.hod however is limited to samples with moderate 

CSA of many kilohertz. 

Combining .1\'iCtl\'1/\S wii:h Cross-polarization (CP) was recently presented by 

Amoureux ct. al. [15]. Cl) 1\'<ts perfonned on 18 F'j27 Al pair and the resultant spectra 

suggested that Ouorinc is connected to only one type of the aluminum sites. The 

result is promising for spcct.ral f:'diting. bttt special care must be taken to interpret 

the CP /MQM AS spect.ra. 

In the above CP <'XI><'rinwnt .. 19 F single-qmt.nt.um coherence was first transferred 

to 27 AI single-quantum coh<"rcncc. wllicl1 \\'as t:!Jcn stored as z-ntagnetization. Triple­

quantum excitation \\'as p<'rf'ortrwd 011 t l1is rnagnct.ization. 'T'he coherence transfer 

is somewhat inefficient siw<' a .::-filter is llscd. It: is not. clear if it is experimentally 

feasible to transfer til<' I~JF sillgi<'-qti<tnl.nrn colwretH'C directly to 27 AI triple-quantum 

coherence. Early cxperillwtrts o11 
2 11 gi,·<' positive sig11s even th011gh 2 H usually has 

smaller quadrupolar co11plitrg collst.<tlll. [Ill]. 

In Chapter 5, we sholl'('d a11ot her CJ> !Ja~wcl experimenL-·-l'vlQMAS/HETCOR 

[151). The experinwnt. allows the registry of' high-resolution HETCO!l spectra for 

quadrupoles and maps o11t til<' spin IICI:\\'ork directly. The experiment was demon­

strated on 23Na(l 1 P pairs. b11t. hy 110 rnea11s sho11ld be limited to those systems. 
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A.3 Application 

A.3.1 27 AI 

About half of the !\1Ql'v1AS applications by now involves aluminum [60, 61, 79, 

150, 152, 1.53]. The high abundance and high resonance frequency makes it very 

suitable for MQMAS studies. Also, aluminum is one of the most important nuc­

lide in zeolites, minerals, glas:-::es and other interesting materials. In zeolites, it was 

demonstrated that MQ!\IAS is able to differentiate aluminum sites with slightly dif­

ferent environments. The resolution is usually good enough compared to DOR, and 

could be further improved by exciting the quintuple-quantum coherences. In most 

of the zeolitic materials studied so far, the quadrupolar coupling constants are small 

(2-5MHz). l\1Q!\1AS was also applied to the study of alumina catalysts. Once again, 

the quadrupolar coupling constants are not too large. A systematic study of alu­

minum in a.luminosilica.te <111d a.llllllina.te minerals has been presented in detail in 

chapter 4. The re:-::ult. then· suggest. t!Jal. when Cq is la.rge, the spectra are no longer 

quantitative. Two diff"en'JJt. nwt.lwds of retrieving quaclrupola.r parameters were also 

discussed there. It was s!Jo\\"n that. MQ!v1AS is often able to differentiate aluminum 

sites with different. coordi11ation numbers, which is important in understanding the 

microstructure of glassy JJial.crials. 

Most of the nl'L1 \\'ork \\'<'r<' pcrforllled on ltiodcl compounds to demonstrate the 

efficiency of difrcrctJt, expc·t·inwttLtl schemes. It \\'<IS found that I\1Ql\'L\S is often effi­

cient for 2:3Na as most. sitc·s lt<wc• srnall quadrupola.r coupling constants [58]. Sodium 

sites with srnall difkrenccs in chernical shirts and/or quadrupolar coupling constants 

are differentiable fro111 c·;tclt ot.ll<'r with \'IQ!\1:\S. 'l'lw technique has been utilized 
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to separate two strongly overlapping resonances f"ron1 distinct sites in glasses and to 

detect impurities in Na 2 1H0:3 [.17]. 

A.3.3 11 B 

Even though 11 B sites usually have small Cq values, published MQMAS results 

on this nuclide is surprisingly rare. ln pri nci pie, 11 13 spectra are easy to obtain. As 

a very positive example, Hwang et al. presented a. series of 11 13 spectra. of 132 0 3 and 

B 2 S3 glasses that up t.o S boron peaks were identified in a single spectrum [62]. The 

superior resolution offered by J\1Ql\'IAS would greatly contribute to the understanding 

of borate or borosilicate glasses. 

A.3.4 17 0 

Compared to the wide <tpplication of" D:'\S to 170, MQJ\1AS of 170 is somewhat 

limited. According to our ca.lculat.ion, :3QJ\1AS and 0QJ'v1AS are both not adequate 

to resolve multiple-sites wit.h V<Hying Si-0-Si bond angles. The conclusion seems to 

find more support in the past year [127]. Our experirnent on zeolite Y yielded at the 

most two peaks whereas DAS giv<"s :~ well-resolved peaks. Por non-bridging oxygen, 

however, MQl\'1:\S is as pmvc·rf"ul as DAS in resolving overlapping peaks. 

It is clear that non-bridging <tlld bridging oxygen sites usually gives different peaks 

m the isotropic dimcitsioii [ll(i. 1:2Ci. 1:2/]. Sarne conclusion is also true for oxygen 

Ill Si-0-Si and Si-0-:\1 r·r<tgtlll'llls [:i6]. l~asC'd on the high-resolution available from 

MQl\1AS, kinetics of" 17 0 labeling [116] ltas been studied to shmv that Si-0-Si and 

Si-0-AI have difkrC'nt. reactivity. StJciJ <-til efk·ct was first observed in ZSM-5 zeolite 

through 180 labeling [1!11]. r111d recently n~ccivcclmorc inten~sts in other areas. 

1-·) ,_ 



A.3.5 Less Conunon Quadrupolar Nuclides 

MQMAS on 87 llb [4:), :)J], 15 Sc [45], ~"1\·1 n [:3] were also performed. The results 

serves as demonstration of' the potential applicability of MQMAS to a. series of other 

nuclei. My experience with nuclides such as 65 Ga. and 9:3Nb is however, negative. The 

large qua.drupolar coupling constants are the major problem with the experiment, 

even though hornonnlcear dipolar coupling may introduce extra complications. 
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