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ABSTRACT OF THE DISSERTATION

Structure and Electronic Property Relationships in Chemically Doped Semiconducting Polymers

and Polymer Photovoltaics

by

Taylor Aubry-Komin

Doctor of Philosophy in Chemistry

University of California, Los Angeles, 2019

Professor Benjamin Joel Schwartz, Chair

This work is focused on understanding how molecular-level structural control can improve

charge carrier properties in π-conjugated polymers. Conjugated polymers are characterized by

extended conjugation along their backbone, making them intrinsically semiconducting materials

that are of interest for a wide variety of flexible, thin-film electronic applications. Polymeric

semiconductors possess advantages over inorganic materials such as being lightweight, low-cost

and solution processable. However, due the disordered nature of conjugated polymers and their

anisotropic transport, charge carrier dynamics can be highly sensitive to structural effects. The

first chapter of this dissertation gives an introduction to conjugated polymers and their relevant

applications as well as how tuning morphology and doping level can influence their charge carrier

properties. The second introduces a technique, known as sequential processing (SqP), that affords

control over polymer domain orientation when preparing polymer films as the active layer in

optoelectronic devices. We show that conventional processing methods lead to disordered, isotropic

polymer networks. By contrast, SqP can be used to preserve the preferred face-on chain orientation

seen with some polymer materials, yielding advantages for photovoltaics and other devices via

increased vertical hole mobility. Chapter 3 turns to molecular doping of conjugated polymers and

studies the effects of a bulky boron cluster dopant used to modify the charge transport properties

of conjugated polymers. The design of the dopant is such that it sterically protects core-localized

electron density, resulting in shielding of the electron from holes produced on the polymer. This

allows the charge carriers to be highly delocalized, as confirmed both spectroscopically and by
ii



AC-Hall effect measurements. The dopants allow for high carrier mobilities to be achieved even

for non-crystalline polymers. The implication is that the counterion distance is the most important

factor needed to produce high carrier mobility in conjugated polymers. In the last chapter, we study

a series of boron cluster dopants in which the redox potential is tuned over a large range but the

anion distance is fixed. In the last chapter, we study a series of boron cluster dopants in which

the redox potential is tuned over a large range but the anion distance is fixed. This allows us to

disentangle the effects of energetic offset in doping on the production of free carriers. We find that

the redox potential not only affects the generation of free carriers, but also the infiltration of dopants

into the polymer films.
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3.1 (a) Chemical structures and schematic energy diagram of P3HT, F4TCNQ, and

DDB-F72 showing ∼0.5 V greater offset for DDB-F72 than F4TCNQ. (b) (top)

X-ray crystal structure of DDB-F72; (bottom) DDB-F72 anion SOMO calculated by

TD-DFT showing the electron localized on the DDB core. (c) Conductivities (solid

symbols, calculated using the measured thickness) and idealized conductivities

(open symbols, calculated using the 120-nm original thickness) of P3HT films

doped with F4TCNQ (red symbols) and DDB-F72 (blue symbols) via solution

sequential doping. The error bars are the standard deviation calculated from at least

three samples. At the same dopant concentration DDB-F72 produces conductivities

that are an order of magnitude higher than those produced by F4TCNQ. . . . . . . 35

3.2 Structural characterization of DDB-cluster-doped films. (a) B 1s XPS spectra of the

top surface of pure DDB-F72 films in the neutral [0, black curve] and anionic [−1,

red curve] states, overlaid with that of a DDB-F72-doped P3HT film (blue curve).

The overlap of the doped film and anion spectra indicates that the clusters at the

top surface of the film are all reduced. (inset) XPS-determined B:S and F:S ratios

measured at the top and bottom of DDB-F72-doped P3HT films indicating clusters

penetrate the film. (b) Out-of plane (top) and in-plane (bottom) 2D-GIWAXS spectra

for films of pure P3HT (green curves) and DDB-F72-doped P3HT (blue curves).

(inset) Zoomed in view of the (100) peak. Dopant-induced peaks are denoted by

asterisks (*). These data indicate DDB-F72 does not enter the crystallites given its

large size and at high dopant concentration (dark blue dash-dotted curves), there is

significant loss of overall crystallinity. . . . . . . . . . . . . . . . . . . . . . . . . 40
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3.3 Delocalized polaron IR-spectrum. (a) Experimental IR absorption spectrum of

the polaron in a 1 mM DDB-F72-doped P3HT film. (b) Simulated P3HT polaron

absorption spectrum for different anion-polaron distances. The measured spectrum

is in excellent agreement with the theoretical spectrum for an anion at infinite

distance, indicating that the polarons in the chemically-doped DDB-F72 sample are

as delocalized as possible. Note: A distance-dependent permittivity for the pure

polymer was used for the calculation. Although the use of a different permittivity

would change the shape of the spectrum of the more Coulomb-localized polarons,

the spectrum calculated for infinite anion distance is invariant with respect to the

choice of permittivity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1 a) Chemical structures of P3HT polymer and DDB dopants, which have an icosahe-

dral B12 core and each vertex is functionalized with R-groups shown in (c). The

energy diagram depicts relative offsets between P3HT HOMO and dopant LUMOs

based on CV measurements of all dopants (including F4TCNQ) and scaled to re-

ported P3HT-F4TCNQ energy offset. b) Measured E1/2 for DDB dopants plotted

against their Hammett constant showing tunability of dopant redox potential based

on substituent electron donating/withdrawing ability. c) UV-VIS-IR spectra of

120-nm thick film of P3HT doped with 1 mM DDB via SqP with an increase in

signature polaron peak intensities (P1, P2 and P3) and a bleach of the bandgap

transition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
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4.2 a) Raw neutron reflectivity data for pure and DDB-doped P3HT (symbols) and fits

of the model to the data (darkened lines). b) SLD depth profiles obtained from fitting

the data in (a) showing substrate SiOx layer followed by the active layer before

reaching the air interface. Profiles show sample SLD and thickness increase with

dopant redox potential and confirm nearly uniform dopant infiltration throughout

the film. c) XPS-determined sulfur to fluorine (*or bromine) ratios at the top and

bottom surfaces of DDB-doped P3HT films supporting that clusters penetrate the

film, sample fits shown in (d) & (e). d) F 1s fit (yellow) and e) S 2p fit (green-neutral

S, blue-oxidized S, and pink-full S fit) for the top surface of a DDB-F36 doped

P3HT film (black). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3 a)Full integration and out-of-plane (inset) integration of P3HT doped with DDB-F36

demonstrating phase change from undoped (h00) pahse to expanded (h00)’ lamellar

strucutre b) Full integration and out-of-plane (inset) of P3HT doped with various

DDB dopants at 1 mM concentration showing relationship of redox potential on

extent of phase transition to (h00)’ structure c) GIWAXS In-plane integration of

P3HT doped with 1 mM DDB dopants showing increase in disordered π-stacking

region and shift of (010) peak to higher q. d) To-scale Representation of proposed

(h00)’ lamellar structure in which DDB dopant has intercalated into the lamellar

regions of the P3HT crystal structure. . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4 a) Normalized FTIR of DDB-F72 doped P3HT showing concentration dependence

of P1 peak location. At higher concentrations, we see a blue shift of the P1 peak

for films doped with all DDB clusters (see SI Figure C9a-c) indicating closer
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CHAPTER 1

Introduction

Functional materials continue to influence emerging technologies and impact our lives. In the late

1970s, it was found that some polymer (plastic) materials displayed the electrical properties of

semiconductors. Since then, the Nobel Prize in Chemistry in the year 2000 was awarded for the dis-

covery1 and semiconducting polymers have been widely studied for a variety of device applications

such as solar cells,2 light-emitting diodes,3 field-effect transistors,4 thermoelectrics,5 sensors,6 and

more. Conjugated polymers’ unique electronic properties originate from their conjugated backbone,

which consists of repeating alternated double- and single-bonds that create overlapping p-orbitals

and thus a system of delocalized π-electrons. Conjugated polymers possess several advantages

over more traditional inorganic semiconductors, such as being flexible, light-weight, and low-cost.

The latter is due to their ease of synthesis and processing, as well as their composition containing

only earth-abundant elements. Most conjugated polymers are soluble in common organic solvents,

enabling the use of industrial solution processing methods such as spin-coating, ink-jet printing and

roll-to-roll processing, which is essential for the realization of large-scale manufacture of devices

from these materials.7

Despite the numerous promising benefits, implementation of semiconducting polymer materials

in practical technologies has lagged mainly because their intrinsic electrical properties are inferior

to their inorganic counterparts. The key reason for sustained interest in conjugated polymers lies in

their potential for extreme tunability – both synthetically and structurally. This work is focused on

understanding and controlling properties on the molecular level to improve charge carrier properties

in π-conjugated polymers. This chapter will introduce how charge carrier properties can affect

device performance in two categories of polymer devices, photovoltaics and thermoelectrics. This

is followed by a discussion of two methods to tune the electrical properties of semiconducting
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polymers: intrinsically by modification of the polymer structure and via generation of charge carriers

with chemical doping.

1.1 Charge carrier dynamics in optoelectronic polymer devices

1.1.1 Polymer photovoltaics

Figure 1.1: Cartoon of current generation in a polymer solar cell (left) and corresponding simplified
energy diagram (right). (i) Light absorption and exciton creation (ii) Exciton diffusion to donor/ac-
ceptor heterojunction interface. (iii) Exciton dissociation via electron transfer to the acceptor. (iv)
Charge separation into free carries. (v) The charge carriers transported to respective electrodes. (vi)
Charge extraction.

Polymer solar cells are a type of organic photovoltaic (OPV) that utilize semiconducting

polymers as the main light absorber. Upon the absorption of a photon, an electron is excited

to the polymer’s lowest unoccupied molecular orbital (LUMO), leaving a positive hole in its

highest occupied molecular orbital (HOMO); together the electron and hole constitute an exciton

(Coulombically bound electron-hole pair). Fundamental to the working principle of a solar cell,

these photogenerated charges can be exploited as usable current to generate electricity, however,

excitons can only diffuse on the order of 10 nm before recombining, a considerably smaller distance

than the∼100 nm-thick active layer in a thin-film device.8 It is not surprising then that original OPV

designs, which relied on a single layer of semiconducting polymer, produced sub 1% efficiencies.9

Today, the leading device architecture is known as a bulk heterojunction, shown in Figure 1.1,8 in

which the conjugated polymer donor is paired with an electron acceptor, such as fullerene (C60)

derivatives or other small molecules, in order to split the excitons into free carriers. The carriers
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must then diffuse through contiguous pathways of their respective donor and acceptor material to

reach the appropriate electrode in order be collected as photocurrent. The ideal BHJ should have

donor and acceptor regions that are well-mixed so that a heterojunction interface is reachable within

the diffusion length of generated excitons, but a BHJ also needs to have separate domains that

maintain excellent charge-transport so that carriers can reach the electrodes. And both of these

requirements must be met for active layers thick enough to adequately harvest incident light. As

a result, the efficiency of polymer-based PVs is highly sensitive to the underlying morphology.

This leads to one of the primary challenges in this field, as the structural properties of conjugated

polymers are nontrivial. The properties of conjugated polymers and their bulk heterojunctions at the

molecular scale, mesoscale, and device scale are all fundamentally entangled, and understanding

these correlations is crucial for developing high-performance polymer-based electronics.

1.1.2 Thermoelectrics

Another application in which conjugated polymers have recently seen a resurgence in the literature is

in the field of thermoelectric devices. Thermoelectric materials enable conversion between thermal

and electrical energy via carrier movement in response to energetic gradients and can be used for

power generation as well as for heating or cooling. More specifically, in thermoelectric materials,

the creation of a voltage from a temperature difference is known as the Seebeck effect, while the

reverse process of driving heat flow with an electric current is known as the Peltier effect. The key

to creating a thermoelectric module is the pairing of n-type (electron rich) and a p-type (electron

deficient) semiconductors, which have opposite majority carriers, to create carrier flow in the same

direction and thus allow current to flow in a circuit as shown in Figure 1.2.10

The performance of a thermoelectric materials is benchmarked using the thermoelectric figure

of merit, ZT:

ZT =
S2σ

κ
T where S =−∆V

∆T
(1.1)

where σ is the electrical conductivity, S is the Seebeck coefficient or thermopower, κ is the thermal

conductivity and T is the temperature. Therefore, a high electrical conductivity, paired with a low

thermal conductivity and an ability to generate a large voltage over a temperature gradient, are
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Figure 1.2: Schematics of thermoelectric effects. (Left) Seebeck effect where an applied temperature
difference causes charge carriers to diffuse from the hot side to the cold side, resulting in a current.
(Right) Peltier effect in which heat is absorbed at the upper junction and released at the lower junction
when a current is applied to the circuit.

what is desired from a thermoelectric material. Since polymer materials are expected to have a

low thermal conductivity, often only the power factor (PF = σS2) is reported.10 Semiconducting

polymers have recently demonstrated potential as alternative thermoelectric materials with power

factors approaching those of inorganic materials, however, all the thermoelectric parameters are

strongly correlated, which leads to difficulty in optimizing and improving the figure of merit. The

Seebeck coefficient is the average entropy transported per charge carrier and thus decreases with

increasing carrier concentration, which boosts conductivity. The thermal conductivity also increases

with carrier concentration, as charge carriers can also transport heat. Thus, optimizing doped

conjugated polymers for use in thermoelectrics is not a trivial task.

1.2 Structural Effects on Charge Transport in Conjugated Polymers

The electronic properties of conjugated polymers are heavily linked to their underlying structure

due to anisotropic charge transport. In semiconducting polymers, charges must not only move along

single polymer chains but also between chains in a process known as "hopping" for long-range

transport. The highest mobility for charge carriers is along the polymer chain, followed by through

the π-stacking direction, and lastly in the alkyl-stacking direction (schematic structure shown in
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Figure 1.3a).11 Device performance can thus be impacted by the local polymer chain orientation,

shown in Figure 1.3b,12 depending on the desired direction of transport. For example, if in-plane

charge transport is needed, as in a field effect transistor, then an edge-on domain orientation is

preferred so that the higher-mobility pathways (along the chain and through the π-stacks) are

in-plane. Polymers most commonly adopt either an edge-on or face-on orientation, as end-on

orientation is always energetically unfavorable.12

Figure 1.3: Ordered polymer structure. (a) Charge conduction pathways with along the chain axis
having the highest mobility followed by through the π stacking direction and hopping between chains
in the alkyl direction being the lowest. (b) Polymer chain orientations, with edge-on and face-on being
far more prevalent than end-on.

Because of the highly entropic nature of long polymer chains having many possible conforma-

tions, ordered regions, as shown in Figure 1.3, only occur in nanometer-scale aggregates embedded

in a matrix of largely disordered material. Thus, conjugated polymer films are actually semicrys-

talline materials with crystallites typically only contributing to a fraction of the bulk volume.13

Structural disorder in the amorphous region breaks conjugation and leads to energetic traps, thereby

limiting charge transport. Therefore, the overall crystallinity of the material is also an important

factor for charge transport properties. Although crystalline regions exhibit coherence, long-range

order between crystallites is typically not achieved. However, single polymer chains, known as

‘tie-chains’, can bridge between crystalline regions and allow charge carriers to move from aggre-

gate to aggregate.13, 14 The higher the molecular weight of the polymer, the more inter-crystallite

connections are made. Thus, electronic properties of conjugated polymers are highly sensitive to

the polymer orientation, molecular weight, crystallinity and overall microstructure. Many factors

can affect the resulting microstructure of a conjugated polymer film including: substrate effects,
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solvent choice, processing conditions and drying kinetics, etc. It is by studying this relationship

between structure and electronic properties that our understanding of these effects can be expanded

and guidelines for the design and processing of new materials can be developed.

1.3 Molecular Doping of Semiconducting Polymers

Figure 1.4: Schematic energy diagram of p-doping process with integer charge transfer. A dopant
acceptor with a LUMO that lies below the polymer HOMO can remove an electron from the polymer
backbone and produce a positive charge carrier known as a hole and also a polaron. Although not
every dopant will necessarily undergo charge transfer with the polymer, each CT event should result
in a charge carrier, albeit with varying degrees of localization.

The introduction of charge carriers via doping can tune the conductivity of conjugated polymers

over many orders of magnitude. Low levels of doping can improve the performance of organic

photovoltaics by filling trap states and improving charge transport, while more extensive doping

can be useful in field-effect transistor or thermoelectric devices. Although doping can be achieved

electrochemically or via charge injection, both of these methods require the continuous application

of a potential to maintain the doped state. Ground-state charge carriers can be produced by molecular

doping, which involves the introduction of a strong electron acceptor (oxidizing agent) or donor

(reducing agent) for p- or n-type doping, respectively. Conjugated polymers are typically most

stable as p-type materials, and the energy level diagram for this doping process is shown in Figure

1.4: for p-type doping, the dopant has a LUMO that lies below the polymer HOMO and thus can

undergo ground-state charge transfer (CT) leaving behind a positive charge carrier, known as a

polaron, on the polymer backbone.
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Although doping of organic semiconducting materials is similar in principle to doping of their

inorganic counterparts in that doping increases carrier concentration, there are some significant

differences. In inorganic semiconductors, every substitutional impurity creates a free carrier,

however, not every dopant molecule creates a free carrier on the polymer backbone due to Coulomb-

binding effects and the low permittivity of organic materials. Molecular doping of conjugated

polymers is a complex process that also can affect the material’s microstructure. This work attempts

to disentangle some of the structural effects of the dopant on charge carrier properties and elucidate

the mechanisms that govern the doping process in conjugated polymers.

1.4 Overview of Thesis

This thesis contains 4 chapters focused on understanding and controlling structure on the molecular

level to improve charge carrier properties in π-conjugated polymers. The following is a brief

summary of the subsequent chapters, along with a description highlighting the original results that

have contributed to the field.

1.4.1 Chapter 2: Processing Methods for Obtaining a Face-On Crystalline Domain Orien-

tation in Conjugated Polymer-Based Photovoltaics.

The polymer chain orientation and degree of crystallinity within a polymer:fullerene bulk hetero-

junction (BHJ) photovoltaic can greatly impact device performance. In general, a face-on chain

orientation is preferred for charge conduction through sandwich-structure photovoltaic devices,

but for many conjugated polymers, an edge-on conformation is energetically favored. In this

chapter, we examine the effects of different processing techniques on photovoltaics based on the

poly[4,8-bis(2- ethylhexyloxy)-benzol[1,2-b:4,5-b’]dithiophene-2,6-diyl-alt-4-(2-ethylhexyloxy-

1-one)thieno [3,4-b]thiophene-2,6-diyl] (PBDTTT-C):[6,6]-phenyl-C71-butyric-acid-methylester

(PC71BM) materials combination. We examine the extent of polymer crystallinity and crystalline

domain orientation using both traditional blend-casting (BC), where the polymer and fullerene are

cast from a single, codissolved solution, as well as sequential processing (SqP), where the polymer

film is deposited first, and then the fullerene is infiltrated into the polymer film in a second solution
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processing step. We show using two-dimensional grazing-incidence wide-angle X-ray scattering

(GIWAXS) that BC leads to a disordered, isotropic polymer network in the resulting BHJ film with

a correspondingly poor device efficiency. By contrast, SqP preserves the preferred face-on chain

orientation seen in pure polymer films, yielding higher short-circuit currents that are consistent

with the increased hole mobility of face-on oriented polymer chains. We also study the effects

of the widely used processing additive 1,8-diiodooctane (DIO) on polymer chain orientation and

crystallinity in photovoltaic devices made by both processing techniques. We show that DIO results

in increased polymer crystallinity, and in devices made by BC, DIO also causes a partial recovery

of the face-on PBDTTT-C domain orientation, improving device performance. The face-on chain

orientation in SqP devices produces efficiencies similar to those of optimized BC devices made

with DIO but without the need for solvent additives or other postprocessing steps.

1.4.2 Chapter 3: Dodecaborane-Based Dopants Designed to Shield Anion Electrostatics

Lead to Increased Carrier Mobility in a Doped Conjugated Polymer

One of the most effective ways to tune the electronic properties of conjugated polymers is to

dope them with small-molecule oxidizing agents, creating holes on the polymer and molecular

anions. Undesirably, strong electrostatic attraction from the anions of most dopants localize the

holes created on the polymer, reducing their mobility. In this chapter, we employ a new strategy

utilizing a substituted boron cluster as a molecular dopant for conjugated polymers. By designing

the cluster to have a high redox potential and steric protection of the core-localized electron density,

we obtain highly delocalized polarons with mobilities equivalent to films doped with no anions

present. AC Hall effect measurements show that P3HT films doped with our boron clusters have

conductivities and polaron mobilities roughly an order of magnitude higher than films doped with

F4TCNQ, even though the boron-cluster-doped films have poor crystallinity. Moreover, the number

of free carriers approximately matches the number of boron clusters, yielding a doping efficiency of

∼100%. These results suggest that shielding the polaron from the anion is a critically important

aspect for producing high carrier mobility, and that the high polymer crystallinity required with

dopants such as F4TCNQ is primarily to keep the counterions far from the polymer backbone.
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1.4.3 Chapter 4: The effects of dopant electron affinity at fixed counterion distance on the

production of free carriers in conjugated polymers.

Molecular doping of conjugated polymers produces carriers via charge-transfer between the polymer

and dopant. The dopant counterions exhibit distance-dependent Coulomb interactions that limit

carrier mobility. Consequently, the effects of energetic offset between polymer and dopant have

been difficult to isolate because changing the dopant’s redox potential has required changing the

entire molecule, which alters where the dopant resides in the polymer crystal structure. Here, we

employ dodecaborane (DDB) dopants that intrinsically shield counterion electrostatics via their

core-localized electron density and whose redox potential can be varied over nearly 1 V without

affecting the dopant size or shape. The doping level increases with redox potential, characterized

by higher conductivities and spectroscopic polaron peaks. Using neutron reflectometry to probe

vertical dopant distribution, we find that redox potential is a driving force for infiltration. These

results are supported by X-ray characterizations, which show a DDB-intercalated phase in the

lamellar region that is strongly redox-dependent. This suggest that dopant counterions of any shape

and size tend to reside in the lamellar regions as such, polymer crystallinity plays an important

role keeping counterions spatially separated from polarons. We find that energetic offset is critical

to the production of free carriers as the higher redox potential DDBs result in increased doping

efficiencies up to ∼100%, while the typical F4TCNQ dopant traps 95% of carriers.

9



CHAPTER 2

Processing Methods for Obtaining a Face-On Crystalline

Domain Orientation in Conjugated Polymer-Based

Photovoltaics

Organic photovoltaics (OPVs) are of interest due to their potentially low cost, ease of processing,

and composition containing only earth-abundant elements. These devices typically consist of a

semiconducting polymer as the primary photoabsorber and electron donor, paired with a fullerene

derivative as the electron acceptor. Although reasonably high power conversion efficiencies (PCEs)

can be obtained,15–17 the overall device performance is highly sensitive to the morphology of the

blended system.18 To obtain optimal performance, the polymer and fullerene must have separated

domains to enable efficient charge collection,19, 20 but also must be mixed on length scales of less

than ∼20 nm to prevent exciton recombination prior to charge separation.21 The primary way this

morphology is achieved is through blend-casting (BC), in which the polymer and fullerene are

co-dissolved in solution and spun onto a conductive substrate.9 In BC, the polymer and fullerene

must partially de-mix during film formation to form a bicontinuous interpenetrating network,

a process that is often assisted by the use of solvent additives22–25 or via post-treatment steps

involving solvent26, 27 or thermal annealing.28–30 A more recently introduced method for forming

polymer:fullerene BHJs is sequential processing (SqP).31–39 In SqP, the polymer film is cast first and

then the fullerene is infiltrated into the polymer in a second casting step using a quasi-orthogonal

solvent or co-solvent blend chosen to swell but not dissolve the polymer underlayer, allowing mass

action to drive fullerenes into the amorphous regions of the swollen polymer film.35, 40–45 The

fullerene-casting solvent can be rationally selected on the basis of its Flory-Huggins χ parameter,

which can be determined via a few simple ellipsometry measurements on solvent-swollen films,
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thereby avoiding the need for significant trial-and-error.44 If necessary, fullerene intercalation in

SqP also can be facilitated with a thermal annealing step.9, 42, 46–48

It is well established that the polymer crystallinity in the active layers of BHJ photovoltaics

is one of the key factors in determining carrier mobility and carrier extraction in polymer solar

cells.38, 39 In addition to the total polymer crystallinity, however, the polymer domain orientation

(i.e., ‘texture’) also plays a major role in hole extraction from the device, which in turn influences

both the short-circuit current and fill factor.49, 50 Due to surface energetics, most semiconducting

polymers prefer to lie with their side-chains perpendicular to the surface (edge-on orientation of

the backbone), requiring holes to hop between polymer chains to be extracted from the top and

bottom contact electrodes in a sandwich structure devices.51–53 Higher mobilities are found for

carrier motion either along the polymer backbone or through a π-stacked network of polymer chains.

Although it would be ideal to exploit the largest possible hole mobility, which is along the length

of a semiconducting polymer chain, this would require a remarkably uncommon end-on polymer

chain conformation in an OPV device.11, 12, 54–57 Therefore, the best readily-achievable mobility

has the holes traveling through a stacked π-conjugation network, which is achieved for OPVs when

all of the polymer chains orient face-on with respect to the substrate.58

For this reason, there has been much recent interest in determining whether the conjugated

polymers used in OPV devices lie either face-on or edge-on with respect to the substrate. Indeed,

when conjugated polymers have a face-on orientation in working devices, both hole mobility and

extraction are improved.49, 50, 59–64 One semiconducting polymer that is known to lie face-on when

cast into pure films is poly[4,8-bis-(2-ethylhexyloxy)-benzol[1,2-b:4,5-b’]dithiophene-2,6-diyl-

alt-4-(2-ethylhexyloxy-1-one)thieno[3,4-b]thiophene-2,6-diyl] (PBDTTT-C), which has been used

extensively with blend-cast processing to make reasonably high-performing OPV devices.65–72

Although the performance of blend-cast PBDTTT-C devices has been well optimized,65–72 the

polymer crystallinity and domain orientation in its BHJ devices has not been studied in depth.

In this paper, we present a detailed study of the crystallinity and orientation of PBDTTT-C

polymer chains in both pure films and in BHJs produced by BC and SqP where the polymer is

combined with [6,6]-phenyl-C71-butyric-acid-methylester (PC71BM). We also examine the effects

of the widely used processing additive 1,8-diiodooctane24, 25, 68–82 (DIO) in pure and BHJ films, as
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optimal blend-cast BHJs fabricated with PBDTTT-C require DIO.68–72 We employ two-dimensional

grazing-incidence wide-angle X-ray scattering (GIWAXS) to understand the extent to which the

polymer maintains its face-on orientation in BHJ devices created using these different processing

methods. We find that blend-casting leads to a more isotropic orientation of the PBDTTT-C

crystalline domains in BHJ active layers but that the use of DIO improves device performance by

both partially recovering the naturally preferred face-on orientation and improving overall polymer

crystallinity. With SqP, we find that we are better able to preserve PBDTTT-C’s intrinsic face-on

orientation in BHJ active layers. This is because SqP works by swelling the amorphous regions of a

polymer film with the fullerene-casting solvent, leaving the polymer crystalline domains relatively

intact.36, 42 With the more favorable face-on orientation of PBDTTT-C in devices fabricated via

SqP, we are able to match the device efficiencies of optimized blend-cast devices without the

need for solvent additives such as DIO. The increased orientation control achieved with SqP and

described in this work provides a further tool for researchers aiming to control multiple aspects of

semiconducting polymer structure and domain orientation within functioning devices.

2.1 Experimental Section

2.1.1 Film Fabrication

For GIWAXS and device studies, commercially available PBDTTT-C either was used as received or

was combined with commercially purchased PC71BM via blend-casting or sequential processing.

All PBDTTT-C solutions (pure and blended) were made at a polymer concentration of 10 mg/mL in

o-dichlorobenzene, and all films were deposited by spin-coating. For blend-cast BHJ active layers,

the solutions were made with a 1:1.5 wt/wt PBDTTT-C:PC71BM ratio, which when deposited

yielded an active layer thickness of∼90 nm. Sequentially processed active layers were fabricated by

first spin-coating pure PBDTTT-C and then subsequently depositing the fullerene from a 10 mg/mL

solution of PC71BM in a 1:1 v/v blend of 2-chlorophenol:dichloromethane (2CP:DCM) (chosen

for optimal swelling of the polymer underlayer44), such that the final active layer thickness was

also ∼90 nm. Some BHJs made by SqP used a 5 mg/mL PC71BM concentration in order to more

clearly see the texture of the polymer diffraction peaks in GIWAXS experiments. Where noted,
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3% v/v 1,8-diiodooctane (DIO) additive was added to either the blend-cast solution or the pure

polymer solution samples. Also where noted, a methanol wash was performed to remove DIO from

the films.78–82 Films made for GIWAXS studies were cast onto silicon substrates (with a 1.8 nm

SiO2 native oxide layer) that were coated with a poly(ethylenedioxythiophene):poly(styrenesulfonic

acid) (PEDOT:PSS) layer to replicate the bottom device interface; Si was chosen to minimize

substrate diffraction. Active layer films for devices were fabricated from the same solutions as

for the GIWAXS studies, and electrodes were evaporated to produce the final device structure:

ITO/PEDOT:PSS/PBDTTT-C:PC71BM/Ca/Al. Diodes for space-charge-limited current (SCLC)

measurements were fabricated in the same way as the BHJ devices but using an architecture

of ITO/PEDOT:PSS/active layer/Au to ensure majority hole carriers. All film thicknesses were

measured using a Dektak 150 stylus profilometer. Further fabrication details can be found in the

Supporting Information (Appendix A).

2.1.2 GIWAXS Measurements

The two-dimensional GIWAXS measurements were performed at the Stanford Synchrotron Radia-

tion Lightsource (SSRL) on beamline 11-3 using a wavelength of 0.9742 Å. Diffraction patterns

were collected on a two-dimensional image plate with a sample to detector distance of 400 mm

and a spot size of roughly 150 µm. A helium chamber was utilized to increase the signal-to-noise

ratio. For the analysis of the GIWAXS data, the two-dimensional diffraction for each sample was

integrated using WxDiff. The limits of the integration were changed on the basis of the orientation

information desired. To obtain a full integration of a diffractogram, the integration limits were

from 0 to 180◦. For in-plane, out-of-plane, and 45◦ integrations, the limits were 0-10◦, 80-90◦,

and 40-50◦, respectively. The intensities on the opposite sides of the diffractogram (90-180◦) were

also checked to ensure they were the same as the chosen limits. Each integration was background

corrected for the substrate scattering. The subtractions were performed on the raw scattering data

to ensure that no errors occurred due to background subtraction. To ensure reproducibility in

diffraction intensity and shape, all samples were made and measured in triplicate, and if all three

samples did not agree, samples were refabricated and rerun.
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2.1.3 Device Measurements

Photoluminescence spectra were collected on a Spex Fluorolog 3 spectrofluorometer using a 630

nm excitation wavelength, 5 s integration time, and 5 nm excitation and emission slit widths for

all samples. Photovoltaic performance was measured in an argon atmosphere using a Keithley

2400 sourcemeter and AM-1.5 filtered light from a xenon arc lamp source equipped with a liquid

light guide (Oriel). The incident light intensity on tested samples was adjusted to be 100 mW/cm2

using a calibrated Si diode. SCLC measurements were taken on the same setup but without the

light source. The dark J–V curves were corrected for series resistance and fit to the Murgatroyd

equation83–85 to extract the steady-state mobilities (details of the fits can be found in Appendix

A). EQE measurements were collected using a chopped (23 Hz) monochromatic beam (Newport

TLS-300X) measured across a 50 Ω resistor using a SR830 lock-in amplifier. Because the currents

are low, the voltage across the resistor and therefore the device is also low, which means that

short-circuit conditions are well-maintained at all times. Multiple long-wave-pass filters (90%

transmission cut-on at 345, 605, 850, 1030, and 1550 nm) were used during the measurement to

remove high-energy light transmitted through the monochromator due to lower-order reflections.

Each data point was taken from the amplitude readout of the lock-in and averaged for ∼5 time

constants.

2.2 Results and Discussion

2.2.1 Orientation of PBDTTT-C Crystallites Measured by 2-D GIWAXS

Two-dimensional GIWAXS is a powerful tool that allows us to determine both the relative polymer

crystallinity and the orientation of the crystalline domains. From the two-dimensional scattering

patterns, the extent of polymer orientation can be determined by comparing the intensities of the

(100) lamellar-stacking and (010) π-π-stacking peaks in both the conventional out-of-plane and

in-plane scattering directions. The out-of-plane scattering reports only on those diffraction planes

oriented parallel to the plane of the substrate, while in-plane scattering focuses on diffraction planes

oriented perpendicular to the plane of the substrate. To study how the polymer structure changes
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with different processing conditions, we measured the two-dimensional X-ray scattering from both

blend-cast and sequentially processed PBDTTT-C:PC71BM BHJ active layers in addition to pure

PBDTTT-C films with and without DIO, as shown in Figure2.1a–f.

Figure 2.1: Raw GIWAXS diffractograms for pure polymer (a) and pure polymer with DIO (b) show-
ing a face-on polymer orientation. Diffractograms for blend-cast (c,d) and sequentially processed (e,f)
BHJs, both with (d,f) and without DIO (c,e) exhibit isotropic fullerene diffraction, but very different
polymer chain orientations. Face-on polymer orientation is clearly seen in SqP films, while blend-
cast films show more isotropic diffraction. A cartoon of face-on oriented polymer chains as well as
cartoons depicting the (100)- and (010)-stacking directions are shown in (g).

2.2.1.1 Face-On Structure of Pure PBDTTT-C Films

From the raw diffractogram of the pure polymer (Figure 2.1a), the preference for face-on orientation

of the polymer domains can clearly be seen: the (100) lamellar peak is located primarily in-plane,
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and the (010) π-π-stacking peak is seen primarily in the out-of-plane direction, in agreement with

the literature.70 A cartoon depicting this face-on orientation of the PBDTTT-C polymer chains in

the pure polymer film is shown in Figure 2.1g.

The addition of the solvent additive DIO to blend-cast solutions of polymers and fullerenes

has been shown to improve the power conversion efficiency in a variety of systems78–82 and in

particular has been effective for improving devices made with PBDTTT-C.68–72 Thus, we also

looked at the effects of DIO on the structure of pure PBDTTT-C and sequentially processed BHJ

films in addition to the well-studied blend-cast system with PC71BM.65–72 We find that adding

DIO to solutions when casting pure polymer films does not change the polymer domain orientation

(Figure 2.1b). For blend-cast and sequentially processed BHJ films, however, isotropic scattering

from the fullerene is observed near the polymer (010) peak, making it difficult to see the polymer

(010) diffraction peak in some cases. Even though the raw data cannot be used to determine polymer

chain orientation in all cases, clear (010) scattering can still be seen in the out-of-plane direction for

the sequentially processed films, suggesting that this method preserves the face-on orientation of

the pure polymer. For a more detailed analysis of the chain orientation across processing conditions,

selective integrations of the data are needed, as presented below.

For pure PBDTTT-C films, we radially integrated the two-dimensional diffractograms shown

in Figure 2.1 to obtain information on the crystallinity and crystallite size, as depicted in Figure

2.2a. The fitted peak areas and coherence lengths, which give quantitative information about the

overall crystallinity and crystallite size, are given in Table A.1 of Appendix A. The pure polymer

exhibits characteristic (100) and (010) scattering peaks at 0.33 and 1.57 Å−1 respectively. Upon the

addition of DIO, a marked increase of over 50% in the overall crystallinity of the pure polymer is

observed. It is well-established that, due to its low volatility, DIO tends to remain in polymer films,

where it can be detrimental to device performance if it is not properly removed.80–82 Furthermore,

it has been shown that the addition of DIO increases time for crystallite formation in BHJs.86 Thus,

the low volatility of DIO compared to the polymer-casting solvent gives the polymer more time to

crystallize and thus increases overall crystallinity.

We further quantified the crystalline domain sizes using the full width at half-maximum (fwhm)

of the (100) peaks via the Scherrer equation (details in Appendix A). We note that in conjugated
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Figure 2.2: (a) Full integration of GIWAXS diffractograms for pure polymer films showing the in-
crease in crystallinity with the addition of DIO, where the black curves are pure polymer, red curves
are polymer with 3% DIO, and blue curves are obtained after washing the DIO away with methanol.
The face-on orientation shown by the strong (010) diffraction in the out-of-plane direction (b), with
much less intensity in-plane direction (c).

polymer systems like those studied here, the broadening of X-ray scattering peaks results from a

combination of finite size effects, as seen in traditional crystalline materials, as well as disordered-

induced broadening. As a result, domain sizes derived from the fwhm of diffraction peaks using

the Scherrer equation correspond to what we call the crystalline coherence length, which is always

smaller than or equal to the actual crystallite size because of the effects of chain packing disorder.

Although there is an increase in overall crystallinity of the pure polymer upon the addition of DIO,

the coherence length is unchanged within the error, going from 4.1 nm for the pure polymer to 3.7

nm with DIO (Table A.1 of Appendix A).
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We next examined the results of removing the DIO additive from the pure polymer films.

Because it is detrimental to device performance, several groups have investigated removing DIO

from BHJ active layers using techniques such as the application of high vacuum81, 82 or methanol

washing.78–82 In particular, Ye and co-workers showed that by monitoring the C–I stretch vibrations

from DIO, both techniques can remove DIO from PBDTTT-C:PCBM BHJs with similar efficacy.81

Here, we remove the DIO from our films via methanol washing, as this provides consistency

between our GIWAXS and device active layer samples. For the pure polymer films, we found

that methanol washing produced very little change in the structure of films cast with DIO as a

solvent additive. The calculated Scherrer length of 3.8 nm is very close to that of the polymer

film with DIO and still within the error of the pure polymer. Indeed, neither methanol nor the

2CP:DCM solvent blend that we used for casting the fullerene during SqP significantly changed

overall the polymer crystallinity or chain orientation (see Figure A.1 of Appendix A). We next

determined the extent of the polymer chain orientation in the pure polymer films by directionally

integrating the diffractograms. To look at the orientation, we took 10◦ integration slices in the

out-of-plane (Figure 2.2b) and in-plane (Figure 2.2c) directions. By comparing the out-of-plane

and in-plane peaks, it is apparent that the PBDTTT-C chains in pure films lie mostly face-on. The

face-on orientation can be determined from the (010) π-π-stacking peak, which appears at 1.57 Å−1

in the out-of-plane patterns. The high out-of-plane intensity relative to the in-plane intensity is

indicative of a face-on chain orientation. We note that the relative (010) peak intensity is a better

measure of chain orientation than the relative (100) peak intensity because of interference from the

specular reflection in the (100) peaks. Although we always subtract the specular reflection away

before integration, its intensity varies with surface roughness, so perfect background subtractions

are not always possible. We note that for all samples, the in-plane (010) peak is much broader

than the out-of-plane peak and is dominated by a shoulder shifted to lower q (centered at about

1.3 Å−1). The shoulder indicates the presence of some disordered, edge-on polymer chains that

have a significantly larger π-π-stacking distance. Thus, although the chains in the pure film are

not perfectly face-on oriented, the data show that PBDTTT-C films do have an excess of face-on

domains and that those face-on domains appear to be more ordered.

The orientation of the pure polymer chains is mostly maintained upon addition of DIO, whose
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dominant effect is to produce an increase in overall crystallinity, as observed in Figure 2.2b. This

increase in crystallinity is likely due to the slower drying kinetics with DIO, since its low vapor

pressure causes it to remain in the film.86 Some decrease in face-on orientation is also observed

with DIO addition as indicated by the relative increase in the in-plane (010) scattering intensity. No

significant additional changes are observed upon removing the DIO with methanol. Overall, these

data suggest that pure PBDTTT-C, without additives, is the most promising candidate for devices

that require a face-on polymer orientation but that DIO-containing films still show a significant

fraction of face-on polymer chains for such applications.

2.2.1.2 Polymer Orientation in Blend-Cast PBDTTT-C BHJs with PCBM

Now that we have an understanding of the chain conformation in pure PBDTTT-C films, we turn to

assessing whether or not this orientation is maintained during blend-casting with PCBM. The fully

integrated diffractograms for blend-cast BHJs are shown in Figure 2.3a, which can be compared to

the pure polymer patterns in Figure 2.2a. The data show both the (100) lamellar polymer diffraction

at 0.36 Å−1 and several PC71BM scattering peaks located at 0.66, 1.34, and 1.89 Å−1. In addition

to increasing the polymer crystallinity, the use of DIO as a solvent additive in BC devices also

decreases the lamellar (100) polymer peak width, indicating the formation of larger crystalline

PBDTTT-C domains.(49,62) Indeed, the calculated coherence length increases from 2.4 to 3.9

nm upon the addition of DIO to the BC film without a significant change in overall crystallinity.

Increased domain size, up to a certain extent, can enable better hole conductivity through the

polymer network and is likely partially responsible for the increase in current observed for the

DIO-treated blend-cast BHJ devices, whose properties are discussed below.

Unlike the case for the pure polymer films, we do see significant changes in the scattering from

DIO-containing blend-cast BHJ films upon washing with methanol. After methanol washing, we are

left with higher overall crystallinity and similar Scherrer domain sizes of 3.1 nm. Further, methanol

washing causes a significant increase in the fullerene crystallinity as seen by the increase in the

intensity of the peak centered at about 1.3 Å−1 in Figure 2.3a. The removal of DIO with methanol

washing clearly enables the polymer:fullerene system to pack better and form more crystalline
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domains, creating a better overall bicontinuous BHJ network. We note that in addition to removing

the DIO, the methanol wash likely also removes any residual blend-casting solvent. This conclusion

is based on the fact that methanol washing a blend-cast film without any DIO additive (shown

in Figure A.2, Appendix A) also produces a slight increase in fullerene crystallinity, though this

increase is to a much smaller extent than in BHJ films prepared with DIO.

We also compared the in-plane and out-of-plane diffraction of our blend-cast BHJs to determine

the average polymer domain orientation, as plotted in Figure 2.3b,c. In these panels, we see a large

out-of-plane (100) lamellar-stacking peak with a correspondingly much smaller in-plane lamellar

diffraction. This suggest that the PBDTTT-C polymer in blend-cast BHJs has an orientation that is

more edge-on or isotropic, rather than mostly face-on, as observed for the pure polymer. Because of

potential interference form the specular reflection, however, it would make sense to confirm this

conclusion using the (010) diffraction peak. Unfortunately, the (010) π-π-stacking peak in these

BHJs is largely obscured by the presence of the strong, isotropic fullerene scattering centered at

1.34 Å−1. For the sample with DIO, the (010) peak is observed as a small shoulder, but the intensity

in both samples is too small for quantitative analysis. To extract the (010) π-π-stacking peak from

the fullerene peak, we took a 10◦ radial segment from the diffractogram centered at 45◦, which

contains scattering from any peaks with an isotropic orientation. Since the fullerene diffraction is

isotropic, we subtracted the 45◦ segment from both the out-of-plane and in-plane data in Figure

2.3b,c, respectively. This procedure should leave only the nonisotropic polymer diffraction. The

results of this subtraction procedure are shown in Figure 2.3d, where we see that the (100) lamellar

peak for the blend-cast film now lies entirely out-of-plane. This indicates that no polymer domains

show a preference for face-on orientation and that indeed most of the blend-cast sample is isotropic.

We next focus on the (010) π-π-scattering region; here, the subtracted data are quite complex.

In the in-plane direction, little nonisotropic scattering is observed. In the out-of-plane direction, by

contrast, we see a derivative-shaped peak. The negative intensity of this peak indicates a lack of

face-on oriented polymer chains relative to the isotropic scattering, and the overall derivative shape

indicates that those chains that do orient face-on have a slightly different lattice spacing than the

isotropic chains. As discussed above, we frequently observe this trend with a smaller π-stacking

distance in face-on chains that are flattened by interaction with the substrate. The combination of
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increased out-of-plane lamellar diffraction and decreased out-of-plane π-stacking intensity thus

indicates that for blend-cast films without DIO, the polymer no longer has a net face-on orientation.

Finally, we can compare the blend-cast BHJ films with and without the DIO additive. When

DIO is used in the casting solution, the (100) lamellar peak intensity increases in both the in-plane

and out-of-plane directions, indicating greater overall crystallinity, as discussed above. A small

out-of-plane (010) peak can also be seen between the two fullerene diffraction peaks at ∼1.6 Å−1,

which was not visible in the blend-cast sample without DIO. The existence of this out-of-plane

(face-on) (010) peak is confirmed in the 45◦-subtracted curve, which again shows no signal in the

in-plane direction, but now shows some positive intensity in the out-of-plane direction (Figure 2.3c).

This indicates a slightly larger population of a face-on oriented polymer chains for the films cast

with DIO. A loss of out-of-plane isotropic (010) scattering and an increase in face-on out-of-plane

(010) scattering are also observed for methanol-washed samples, this time accompanied by a relative

increase in the in-plane (100) scattering, indicating even further recovery of the face-on orientation

in the methanol washed samples and the highest overall crystallinity out of all our conditions. The

recovery of face-on orientation and increased coherence length, in combination with the increased

overall crystallinity, explains the higher current and increased overall performance observed in

blend-cast devices made with DIO (removed by methanol washing) as discussed in more detail

below.

2.2.1.3 Polymer Orientation in Sequentially Processed PBDTTT-C BHJs with PCBM

One goal in using naturally face-on oriented polymers is to be able to preserve the favorable polymer

orientation in BHJ devices blended with fullerene. We have shown above, however, that the face-on

morphology is not always well-preserved by blend-casting; the presence of fullerene during film

formation can kinetically frustrate crystallization, leading to isotropic polymer orientation. The use

of low-vapor-pressure solvents like DIO leaves the film wet with solvent for an extended period of

time, partly alleviating the frustration. But an alternative to preserving face-on polymer domain

orientation in BHJs is to use sequential processing, where a pure polymer layer is deposited first

with a face-on orientation, and then, the fullerene is infiltrated in a second step using a solvent that
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swells but does not dissolve the underlying polymer film. We have argued in previous work that SqP

preserves much of the morphology of the original polymer film,37, 38, 44, 87, 88 so it is entirely possible

that the method could better preserve the native polymer orientation producing real differences in

the net orientation of blend-cast and sequentially processed BHJs of the same materials.

Figure 2.4a shows radially integrated two-dimensional GIWAXS diffractograms for sequentially

processed films with and without DIO additive in the polymer-casting solution. It should be noted

that the PCBM concentration used for these films was 5 mg/mL, whereas the optimal PCBM

concentration for sequentially processed photovoltaic devices is 10 mg/mL. The GIWAXS data

for films made with 10 mg/mL PCBM are shown in Figure A.3 (Appendix A), where the large

fullerene peaks with the high fullerene concentration make the analysis of these patterns difficult.

The increased fullerene peak intensity is consistent with the fact that the optimized SqP device has

a PBDTTT-C:PC71BM weight ratio of 1:3.5 (see Appendix A, Figure A.4), much higher than the

BC ratio of 1:1.5. Therefore, we choose to analyze the GIWAXS data for the 5 mg/mL PCBM

sequentially processed samples where the trends in the various peaks are easier to extract.
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Figure 2.4: Figure 2.4. (a) Full integration of GIWAXS diffractograms for sequentially processed
PBDTTT-C:PCBM films, where the orange curves have no additive, and the purple curves have 3%
DIO in the polymer-casting solution. Despite the fullerene scattering, strong (010) diffraction can be
seen in the out-of-plane scattering in part (b), but not in the in-plane scattering in part (c). Examina-
tion of the (010) scattering in (d) in both the out-of-plane and in-plane diffractions is again facilitated
by subtraction of all isotropic scattering, which includes the fullerene diffraction. The inset in (d) is a
zoom-in of the (010) polymer region and shows strong positive intensities in the out-of-plane direction,
indicative of a face-on polymer chain alignment.
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We note that in SqP, because the vapor pressure of DIO is low, if DIO is used in the polymer-

casting solution, some of it remains in the film during the fullerene deposition stage. Figure 2.4a

shows that the addition of DIO to the polymer-casting solution does not significantly change the

overall crystallinity; however, it does increase the coherence length from 4.9 to 5.7 nm. Since the

coherence lengths are larger than both the pure polymer films and the blend-cast BHJ films, we

performed photoluminescence (PL) quenching experiments to verify that the sequentially processed

films still were sufficiently mixed to provide good exciton harvesting. Figure 2.5 shows the PL of

PBDTTT-C films fabricated via BC and SqP with and without DIO. The intensity was scaled by

the polymer absorption at the excitation wavelength (see Figure A.5 in Appendix A), and the data

show that in all cases, the BHJ films’ PL is more than 90% quenched compared to pure PBDTTT-C.

The PL data thus confirms that there is adequate polymer:fullerene mixing for BHJ films made via

both processing methods despite the larger domain sizes obtained via SqP. In fact, Figure 2.5 shows

that the blend-cast-with-DIO film has the most residual PL, which makes sense as it has the highest

overall crystallinity (see Table A.1 of Appendix A).

The presence of DIO in the polymer-casting solution also causes an increase in the intensity

of the PC71BM scattering peak centered at 1.34 Å−1 as seen in Figure 2.4. This intensity increase

suggests that DIO enables PC71BM to diffuse more easily into the polymer, which likely occurs

because of the low vapor pressure of DIO,67, 75 resulting in some DIO remaining in the film under

ambient conditions.73 As a result, the film is still partially wet with DIO during the fullerene-casting

step in SqP. Favorable mixing between DIO and the SqP-casting solvent then results in DIO-

induced polymer swelling.80 Increased solvent swelling during SqP either allows more fullerene to

incorporate into the film or allows whatever fullerene that is present in the film to become more

crystalline, both of which result in increased fullerene diffraction and could be beneficial for device

performance.

In contrast to the blend-cast BHJ films, the in- and out-of-plane diffractograms for the sequen-

tially processed BHJ films (Figure 2.4b,c) show more pronounced differences in scattering intensity.

The data clearly show a (010) scattering peak (shoulder) in the out-of-plane direction but not in

the in-plane direction for the sequentially processed films made both with and without DIO. The

presence of this strong out-of-plane π-π peak means that PBDTTT-C in the sequentially processed
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BHJs is far more face-on than in its blend-cast counterparts. There is also somewhat more (100)

lamellar scattering intensity observed in the in-plane direction for the sequentially processed BHJs

than was seen with the blend-cast BHJ films, consistent with a more face-on domain orientation.

Although the (010) polymer diffraction peaks can be seen in the sequentially processed samples,

strong fullerene diffraction again makes quantitative analysis difficult, so as with the analysis above,

Figure 2.4d shows the results of subtracting off the isotropic diffraction measured at 45◦. Unlike the

blend-cast films, where the subtraction led to a derivative shape, the sequentially processed PBDTTT-

C:PC71BM BHJs instead show a distinct peak in the (010) region for out-of-plane scattering (inset

of Figure 2.4d). Moreover, the (100) lamellar scattering in the sequentially processed BHJs shows

more in-plane intensity than in the blend-cast samples, again indicating a more face-on orientation.

Thus, in contrast to blend-cast BHJs, SqP-based devices have stronger face-on polymer orientation

both with and without DIO, similar to pure polymer samples.

2.2.2 Device Performance of Blend-Cast and Sequentially Processed PBDTTT-C:PC71BM

BHJs

To understand how all of the above structural observations affect actual device performance, we

fabricated OPVs with blend-cast and sequentially processed PBDTTT-C:PC71BM active layers,

without DIO, with DIO, and with DIO removed via methanol treatment; the results are summarized

in Figure 2.6 and Table 2.1. To further correlate performance with variations in mobility as a result

of changes in polymer orientation and degree of crystallinity, we fabricated hole-only diodes and fit

the corresponding dark J–V curves to the space-charge-limited current (SCLC) model, yielding the

hole mobilities listed in Table 2.2. Details of the fitting procedure and corresponding fits to the data

are shown in Figure A.6 of Appendix A.

As has been observed in previous work,70–72 the addition of DIO during blend-casting is

necessary for optimal device performance. Our blend-cast photovoltaic device data fits with this

expectation, as we observe an increase in overall power conversion efficiency from 4.4 to 5.0%

upon the addition of 3% DIO by volume (Figure 2.6a and Table 2.1). The boost in efficiency arises

from a slight improvement in the fill factor and a large improvement in the short-circuit current,
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Table 2.1: Summary of J–V Characteristicsa for the Devices Shown in Figure 2.6a

Device Voc (V) Jsc (mA/cm2) FF (%) PCE (%)

Blend Cast no DIO 0.775 ± 0.005 -12.7 ± 0.2 45 ± 4 4.4 ± 0.5

with DIO 0.719 ± 0.004 -15.4 ± 0.4 46 ± 3 5.0 ± 0.4

with DIO + MeOH wash 0.733 ± 0.005 -14.0 ± 0.5 61 ± 2 6.3 ± 0.3

Sequentially no DIO 0.701 ± 0.006 -15.1 ± 0.6 59 ± 3 6.3 ± 0.4

Processed with DIO 0.711± 0.003 -16.0 ± 0.8 56 ± 1 6.3 ± 0.2

with DIO + MeOH wash 0.696 ± 0.005 -16.2 ± 0.6 55 ± 2 6.2 ± 0.3
aThe device characteristics were averaged over 3 films (12 devices) and are presented with ± the
standard deviation of each set of conditions.

Table 2.2: SCLC Hole Mobilities (µhole)a,b

Active layer µhole (cm2/Vs)

Pure PBDTTT-C 1.07(6) × 10−3

Optimized SqP 2.9(2) × 10−4

Optimized BC 1.26(8) × 10−4

Blend Cast no DIO 2.8(2) × 10−5

aRepresentative active layers: pure PBDTTT-C, optimized SqP (without DIO), optimized BC (with
DIO and MeOH wash), and BC without DIO.
bThe results for the pure polymer and optimized blend-cast are in agreement with the litera-
ture.67, 72, 89

Jsc, from 12.7 to 15.4 mA/cm2 for devices without and with DIO, respectively. Upon washing the

blend-cast-with-DIO films with methanol, the PCE is further increased to 6.3%. These results fit

well with the observed SCLC hole mobility increase from 2.8 × 10−5 cm2V−1s−1 in the blend-cast

active layer to 1.26 × 10−4 cm2V−1s−1 in the optimized blend-cast films with DIO and subsequent

methanol wash. On the basis of the scattering data in Figures 1 and 3, we associate the improvement

in mobility when DIO is added to a combination of increased polymer face-on orientation and an

increase in domain size. DIO removal further causes an increase in crystallinity and more favorable

rearrangement of the fullerene, as discussed above, and also eliminates any detrimental effects DIO

might have on device performance.80–82
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Although we expected an increase in PCE with the use of DIO for blend-cast systems, sur-

prisingly, we see similarly high PCEs for devices fabricated via SqP, both with and without DIO.

Without the use of any additives, SqP produces a higher Jsc than the optimized blend-cast devices,

which is verified by the external quantum efficiency (EQE) measurements shown in Figure 2.5b;

the EQE curves, when integrated, yield the measured short-circuit currents to within a few percent.

We note that a similar improvement in Jsc with SqP compared to BC has been seen with a related

polymer, PBDTTT-C-T.34 In the case of PBDTTT-C-T, however, the Jsc improvement was attributed

to improved vertical phase separation with SqP rather than to changes in the polymer domain

orientation, as we postulate here. The higher Jsc for SqP devices is consistent with the higher hole

mobility expected through the stacked π-conjugation. Indeed, the SCLC hole mobility for the

optimized SqP active layer (without DIO) is 2.9 × 10−4 cm2V−1s−1, an order of magnitude higher

than that of the blend-cast device without DIO and more than twice that of the optimized blend-cast

device (with DIO and methanol wash). Since the overall crystallinity is lower in the SqP device

compared to the optimized BC, the mobility improvement can be assuredly attributed to polymer

orientation effects.

In contrast to the blend-cast films, neither the addition of DIO to the polymer layer nor subse-

quent methanol washing has a significant effect on the overall performance of sequentially processed

devices. As discussed above, the addition of DIO to the polymer-casting solution for SqP devices

does lead to slightly larger domain sizes, but the Scherrer domain sizes and extent of face-on

orientation remain relatively unchanged, in sharp contrast to the role of DIO in blend-cast devices.

The lack of appreciable change in the PCE indicates that this slight increase in fullerene content

and/or crystallinity with DIO is not important for device performance. Furthermore, methanol

washing is no longer necessary, as it has no significant effect on the device performance, likely

because the solvent blend used in the SqP step already washes any excess DIO out of the active

layer. Thus, sequentially processed devices do not need processing additives (or a subsequent

methanol wash) to match the optimized 6.3% PCE of the blend-cast system, which requires both

DIO and a subsequent washing step. Given that all BHJ morphologies are adequately mixed and

that the overall crystallinity is lower in sequentially processed samples than in blend-cast devices,

the preservation of the face-on orientation of PBDTTT-C in sequentially processed films must be
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the main contributor to performance enhancements.

2.3 Conclusions

In this work, we have shown that the face-on orientation of pure PBDTTT-C films is not preserved

when standard blend-casting techniques for creating polymer:fullerene BHJs are employed. Al-

though PBDTTT-C shows a preferred face-on orientation in pure films, regardless of the presence

of any solvent additive, the interactions of the polymer with PC71BM appear to dominate over

polymer–substrate interactions, leading to a loss of the natural face-on polymer orientation upon

blended film formation. The addition of DIO helps to restore the face-on tendency of the domains

in this material when blend-casting.

By producing BHJ devices from PBDTTT-C using sequential processing, however, the face-on

orientation of the pure polymer film can be preserved even without additives. Sequential processing

thus enables us to translate pure polymer properties into blended BHJ devices. The benefits of

preserving the face-on polymer orientation are seen in improved hole mobility and overall device

performance. Face-on orientation enables more efficient hole conduction through the polymer

π-system, yielding a higher Jsc in OPV devices. Overall, even though the final device performance

for this polymer:fullerene combination is similar for blend-cast and sequentially processed devices,

the structure of the polymer in the two devices is quite different. We note that although the focus of

this work is on the preservation of optimized polymer chain orientations using solvent additives or

SqP, an interesting corollary is the observation of the remarkable flexibility of the BHJ morphology:

we see that there are a wide range of underlying BHJ architectures that can lead to good device

performance, which perhaps explains why the BHJ concept works so well in the first place.37 In the

PBDTTT-C blend-cast system, we see higher overall crystallinity but smaller crystalline domains,

whereas SqP produces BHJs with lower overall crystallinity but domains that are larger and more

face-on oriented. When optimized, both techniques can lead to good device performance.

Overall, our work emphasizes that these two distinct processing methods for creating OPV active

layers can be used to enhance different aspects of polymer structure and nanoscale morphology.

By adding SqP alongside BC with solvent additives to the OPV processing toolbox, researchers

28



now have a larger variety of ways to robustly and reproducibly tune both polymer crystallinity and

domain orientation in semiconducting polymer OPV devices.

2.4 Supporting Information Available

See Appendix A for details of device fabrication including electrode deposition, summary table of

parameters from GIWAXS, 2D GIWAXS diffractograms, BC redissolved film absorbance, all film

absorbance, dark J–V curves with details of SCLC fits for extracting hole mobilities, J–V curves

with DIO in different steps of the SqP process.
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Figure 2.3: (a) Full integrations of GIWAXS diffractograms for 1:1.5 PBDTTT-C:PCBM blend-cast
films without DIO (green), with 3% DIO (blue), and methanol washed (red). The films appear to show
a preference for an edge-on polymer chain orientation, as seen by the strong (100) scattering in the
(b) out-of-plane direction but not in the (c) in-plane direction. Examination of the (010) scattering
in (d) in both the out-of-plane and in-plane diffractions is facilitated by subtraction of all isotropic
scattering, which includes the fullerene diffraction. The inset in (d) is a zoom-in of the (010) polymer
region and shows negative intensities in the out-of-plane direction, which again indicates a lack of
face-on polymer chains.
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Figure 2.5: Photoluminescence of pure PBDTTT-C (red squares) as well as BHJ films made via BC
with DIO (dark blue circles) and without DIO (light blue squares), SqP with DIO (dark green down
triangles) and without DIO (light green up triangles). A methanol wash was performed to remove
the DIO in the BC case, while in SqP, we rely on the SqP solvents to remove the DIO. The PL inten-
sities have been normalized by the polymer optical density at the excitation wavelength (630 nm, see
Appendix A Figure A.5). All of the BHJs are well-quenched, indicating the domains in the films are
well-mixed.
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Figure 2.6: (a) J–V device curves for blend-cast films without additives (light blue squares) and
with 3% v/v DIO (blue diamonds). Additional improvement is seen with methanol washing the
DIO films (dark blue circles). Sequential processing without the use of additives (light green tri-
angles) shows improvement over the blend-cast films, mainly due to Jsc improvement. SqP devices
fabricated with 3% v/v DIO (green down triangles) and, subsequently, MeOH washed (dark green
stars) are similar in performance to SqP devices without additives. All devices have the structure:
ITO/PEDOT:PSS/PBDTTT-C:PC71BM:Ca/Al. (b) External quantum efficiency (EQE) for optimized
blend-cast (w/DIO + MeOH wash) and sequentially processed films (no additional processing), show-
ing higher obtainable current with SqP.
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CHAPTER 3

Dodecaborane-based Dopants Designed to Shield Anion

Electrostatics Lead to Increased Carrier Mobility in a Doped

Conjugated Polymer

3.1 Introduction

Creating electrical carriers by doping in a controlled fashion enables semiconductors to be used

in a wide variety of optoelectronic applications. Indeed, doped conjugated polymers are found in

commercially-available organic light-emitting diode (OLED) displays,90 used to enhance organic

solar cells91 and field-effect transistors,28 and are receiving increased attention for thermoelectric

applications.92–97 Doping of conjugated polymers can be achieved by electrochemical98 or electrical

charge injection99 methods, but chemical doping is the best method to produce stable carriers without

the need for a continuously applied potential. Chemical doping involves the introduction of a strong

electron acceptor (oxidizing agent, for p-type doping) or a strong electron donor (reducing agent,

for n-type doping) that can undergo a charge transfer reaction with the polymer,100 creating charge

carriers on the polymer chain while the dopant molecules remain in the film as counterions. Most

conjugated polymers are p-type semiconductors, with positive carriers (holes, often referred to as

polarons) created by oxidizing dopants.

Some of the earliest molecular dopants for conjugated polymers were halogen vapors,100

but the instability of the doped films produced this way has led to the design of more stable

molecular dopants.101 One of the most popular molecular dopants for conjugated polymers is

2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ);87, 88, 92–97, 102–108 see Fig. 3.1a

(red) for chemical structure. F4TCNQ has a low-lying LUMO, (−5.2 eV vs. vacuum)109 giving it
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the ability to p-dope a wide variety of conjugated polymers, including poly(3-hexylthiophene-2,5-

diyl) (P3HT), whose chemical structure is shown in in Fig. 3.1a (green). Unlike doped inorganic

semiconductors, where the interactions of substitutional impurities with the generated charge

carriers are screened, the majority of the doping-induced carriers in conjugated polymers remain

Coulomb-bound to the dopant counterions due to the low permittivity of organic materials.102–104

For P3HT doped with F4TCNQ, it has been estimated that even though the majority of F4TCNQ

molecules undergo integer charge transfer with P3HT, 95% of the holes that are created remain

bound to their counterions102 and thus do not contribute to electrical conduction. Indeed, strong

electrostatic interactions between polarons and their counterions are known to localize polarons and

reduce their mobilities.87

To overcome this issue of carrier localization, in this work we describe a perfunctionalized

dodecaborane cluster that was designed to spatially separate the anions created when doping

conjugated polymers. Dodecaborane (DDB) clusters are robust and kinetically stable due to their 3-

dimensional aromaticity, which allows for electron delocalization around the boron scaffold.110–114

Certain perfunctionalized clusters of the type B12(OR)12 (R = alkyl, aryl, H) behave as reversible,

redox-active species with multiple accessible oxidation states.113–117 Recent advances have led to

the rational and rapid synthesis of such substituted dodecaboranes with tunable redox potentials.115

We have designed a DDB cluster with a very high ground-state redox potential, which when

combined with the cluster’s intrinsic stabilization of electron density in its well-shielded core, makes

it an outstanding candidate to molecularly dope conjugated polymers.

The conventional processing method to dope polymeric semiconductors, known as blend doping,

involves mixing the polymer and dopant in solution prior to casting the doped polymer onto a

substrate. The solvents for most conjugated polymers, however, are non-polar, such that at high

doping levels the charges produced on the polymer and dopant render them insoluble during solution

processing, yielding very poor doped film quality. This problem has been overcome by sequential

doping,87, 88, 93–97, 105–108, 118, 119 which relies on exposing a pre-cast polymer film to the dopant,

either in the vapor phase93–96, 106, 108, 118, 119 or in solution.88 Solution sequential processing uses a

semi-orthogonal solvent to swell but not dissolve the polymer underlayer, allowing mass action to

drive the dopant into the swollen polymer film.87, 88, 93, 94, 96, 97, 105–107 Doping by solution sequential
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Figure 3.1: (a) Chemical structures and schematic energy diagram of P3HT, F4TCNQ, and DDB-F72
showing ∼0.5 V greater offset for DDB-F72 than F4TCNQ. (b) (top) X-ray crystal structure of DDB-
F72; (bottom) DDB-F72 anion SOMO calculated by TD-DFT showing the electron localized on the
DDB core. (c) Conductivities (solid symbols, calculated using the measured thickness) and idealized
conductivities (open symbols, calculated using the 120-nm original thickness) of P3HT films doped
with F4TCNQ (red symbols) and DDB-F72 (blue symbols) via solution sequential doping. The error
bars are the standard deviation calculated from at least three samples. At the same dopant concentra-
tion DDB-F72 produces conductivities that are an order of magnitude higher than those produced by
F4TCNQ.

processing (SqP) maintains all of the advantages of solution-based processing methods, producing

high-quality films with conductivities that are significantly better than those produced by blend

doping.88, 105 We expect that SqP should be amenable for use with dodecaborane clusters given that

it is routinely used to infiltrate large molecules such as fullerenes and large dopants into films of

conjugated polymers.37, 44, 120–122

Here, we report the use of a newly-synthesized, strongly-oxidizing perfunctionalized DDB

cluster as a dopant for the conjugated polymer P3HT. The chemical structure of our new cluster,
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shown in Fig. 3.1a (blue), depicts the pseudo-icosahedral dodecaborane core with each vertex

functionalized with a 3,5-bis(trifluoromethyl)benzyloxy substituent. We refer to this molecule as

DDB-F72 because of the 72 electron-withdrawing F atoms placed on the periphery of the cluster.

Using SqP to dope identical films of P3HT with both DDB-F72 and F4TCNQ, we find that at

equimolar doping concentrations, DDB-F72 produces doped films with conductivities that are an

order of magnitude higher. We verify using NMR spectroscopy techniques that there is negligible

electron transfer between DDB-F72 clusters, so that the conductivity improvement we see comes

solely from the increased mobility of polarons on the conjugated polymer.

To understand this increased conductivity, we structurally characterize our doped polymer films

by using X-ray Photoelectron Spectroscopy (XPS) and 2-dimensional grazing-incidence wide-angle

X-ray scattering (2D-GIWAXS) to show that DDB-F72-doped P3HT films are remarkably non-

crystalline, likely due to the fact that the DDB cluster cannot intercalate into the crystalline polymer

domains due to its large size. This is in sharp contrast to dopants such as F4TCNQ, which reside

within the polymer crystallites87, 97 in closer proximity to the polarons. In addition to residing

farther from the polymer crystallites, the steric footprint associated with DDB-F72’s peripheral

substitutions, in combination with the delocalization of the unpaired electron within the shielded

boron cluster core, allows for greatly reduced electrostatic interactions between DDB-F72 anions

and the holes on the polymer chains.

With this reduced electrostatic interaction, we show using combination of AC Hall effect and IR

spectroscopy measurements that the polarons on P3HT doped with DDB-F72 have mobilities that

are an order of magnitude higher than those created by doping with F4TCNQ; the carrier mobilities

with DDB-F72 are comparable to those created by charge modulation with no anions present at

all.99 We calculate idealized conductivities in our DDB-F72-doped P3HT films of 32 S/cm, despite

the lack of crystallinity in our doped material. These findings highlight the importance of polaron

delocalization effects and the corresponding need to electrostatically screen the anion from the holes.

Reducing the polaron/counterion Coulomb interaction is clearly important for electrical conduction.

We suspect the reason that high crystallinity is important with dopants such as F4TCNQ is also

to reduce the Coulomb interaction by placing the dopant counterion into a precise location in the

polymer crystallite far from the polymer backbone where the polaron resides. Even though F4TCNQ
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enters the crystallite, it still resides in the lamellar regions a distance away from the backbone. By

contrast our tailored DDB dopants are so large that they can only infiltrate amorphous regions, but

electrostatic shielding is taken care of by the dopant itself so that polymer crystallinity is no longer

required.

3.2 Results & Discussion

We chose P3HT for this study as it is a model conjugated polymer that has become an important

reference material for the study of optoelectronic processes in organic semiconductors. The offset

between the HOMO of the polymer and LUMO of the dopant gives the energetic driving force for

doping via integer charge transfer.102 Figure 3.1a shows these energy levels for P3HT, F4TCNQ,

and DDB-F72 based on cyclic voltammetry (CV) measurements of the dopants (see Figure B.6

of Appendix B) and literature values for P3HT.123 Our CV measurements indicate a 0/1- redox

potential of 0.16 V vs. Fc/F+
c for F4TCNQ, in excellent agreement with literature values.124 The

redox potential of DDB-F72 is 0.67 V vs. Fc/F+
c , thus producing a 0.5 eV greater energetic driving

force for doping compared to F4TCNQ.

The X-ray crystal structure of DDB-F72 is shown in Fig. 3.1b (top) (see the SI online for CIF

file). The diameter of DDB-F72 is approximately 2 nm, nearly twice that of a C60 molecule. The

B12-based core lies deep in the center, surrounded by the corona of twelve bulky substituents, so if

the additional unpaired electron on the reduced cluster is confined to the core as expected,115, 117 we

should be able to achieve increased spatial separation of the electron from the polaron. Indeed, our

TD-DFT calculations reveal that the SOMO of the DDB-F72 anion is delocalized only on the core,

as shown in Fig. 3.1b (bottom).

To dope conjugated polymer films via SqP, we started by spinning 120-nm-thick P3HT films

out of 1,2-dichorobenzene at 1000 rpm for 60 seconds. We then spun the dopant (F4TCNQ or

DDB-F72) out of solutions with different concentrations in dichloromethane (DCM) at 4000 rpm

for 10 seconds on top of the pre-cast polymer film. We measured the electrical conductivity of the

doped films using the Van der Pauw method,125 a type of four-point-probe measurement, with the

electrodes placed at the corners of a 1.5 cm × 1.5 cm square (see Appendix B for details). The
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results are shown in Fig. 3.1c.

The filled points/solid curves in Fig. 3.1c show that for the same molar concentration of dopant,

the conductivities of P3HT films doped with DDB-F72 (blue down-pointing triangles) are about

an order of magnitude higher than the F4TCNQ-doped samples (red squares). For example, at

1 mM dopant concentrations we achieve P3HT conductivities of 12.9 S/cm when doped with

DDB-F72 but only 1.4 S/cm when doped with F4TCNQ. We were unable to explore SqP doping

concentrations higher than a few mM because of the solubility limit of both dopants in DCM. The

drop in conductivity observed for 3-mM DDB-F72 solutions is due to their colloidal nature, which is

above the molecular solubility limit; the colloidal solutions do not effectively deliver dopant in the

P3HT film, as documented in the spectroscopy section of Appendix B. The DDB-F72 doped films

are stable under inert atmosphere for days (see Appendix B), suggesting the films would remain

stable indefinitely if packaged appropriately.

One interesting feature of SqP is that so much of the large DDB-F72 dopant can be intercalated

that the polymer films change thickness after doping.37 Starting with 120-nm-thick pre-cast P3HT

films, we find that doping with a 1-mM solution yields 140-nm-thick films doped with F4TCNQ but

300-nm-thick films doped with DDB-F72. Since SqP relies on swelling of the polymer followed

by infiltration of the dopant into the swollen polymer matrix,44 we worried about whether or not

DDB-F72 was fully penetrating into the P3HT film. Given the large size of the DDB-F72 molecule

and that fact that some large dopants in have shown limited film penetration in previous work,126

it is possible that the large increase in thickness we observe results from an overlayer of excess

DDB-F72 on top of the P3HT film rather than uniform intercalation throughout the film.

To investigate the penetration of the dopant into the film, we used XPS, which has a penetration

depth of only a few nm, to examine the oxidation state of boron near the top surface of the film.

Figure 3.2 shows the B 1s XPS spectra of both the neutral DDB-F72 cluster (black curve) and the

DDB-F72 anion (red curve), along with one of our DDB-F72-doped P3HT films (blue curve). The

data make clear that the boron on the top surface of our films is reduced, suggesting that there is no

excess overlayer of neutral clusters on top of the film, and that the clusters have indeed penetrated

well into the P3HT layer. Further evidence that there is no continuous cluster overlayer is that XPS

is able to pick up considerable signal from the sulfur of P3HT on the top surface of this doped film
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(see Table B.4 in Appendix B). In addition, we imaged the top surface of the films using both optical

and scanning electron microscopies (SEM) (see Figs. B.9 and B.10 of Appendix B). In the optical

images, we see sparse crystallites of DDB-F72 that certainly do not form a contiguous overlayer.

The SEM images reveal a sharp crack pattern, which we attribute as resulting from the expansion

and contraction of the film upon swelling and deswelling during the SqP process.

To further our understanding of the degree of cluster penetration, we also examined the elemental

composition of both the top and bottom surfaces of our DDB-F72-doped P3HT films using XPS; we

accessed the bottom surfaces by floating doped films off the substrate,37 as described in more detail

in Appendix B. Since sulfur is unique to P3HT while boron and fluorine are unique to DDB-F72,

the sulfur 2p:boron 1s and sulfur 2p:fluorine 1s peak-integrated ratios, shown in the inset to Fig. 3.2,

give a good measure of the film composition at each surface. The data make clear that the B:S

and F:S ratios on the top and bottom of the DDB-F72-doped films are similar, suggesting that the

clusters are roughly evenly distributed throughout the film. Indeed, recent work has shown that

other fairly large dopant molecules also are able to penetrate well into pre-cast P3HT films.121

Moreover, the XPS peak position for boron on both the top and bottom film surfaces indicate the

cluster is reduced throughout the film (see Appendix B for detailed XPS peak fit assignments and

additional information).

It is important to note that the calculation of electrical conductivity from the measured sheet

resistivity scales inversely with the thickness of a material. Given the large thickness change of our

DDB-F72-doped films, this makes the conductivities we measure all the more remarkable because

electrical conduction takes place only on the polymer, but polymer comprises only ∼1/3 of the

material in the DDB-F72-doped films. To verify the conduction mechanism, we investigated the

kinetics of electron self-exchange between [DDB-F72]0 and [DDB-F72]−1 by dynamic NMR line

broadening experiments, described in more detail in Appendix B. Using 19F NMR across a range of

40 ◦C, we observed no coalescence of the peaks corresponding to the neutral and anionic forms of

DDB-F72 in solution, indicating an electron self-exchange rate slower than that of the experimental

timescale (kET < 1.2 × 103 s−1 or τET > 0.84 ms), which is orders of magnitude longer than the

typical collision time between clusters. This indicates that there is a high intrinsic barrier to electron

transfer between DDB-F72 clusters, most likely the result of small electronic couplings due to poor
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Figure 3.2: Structural characterization of DDB-cluster-doped films. (a) B 1s XPS spectra of the top
surface of pure DDB-F72 films in the neutral [0, black curve] and anionic [−1, red curve] states, over-
laid with that of a DDB-F72-doped P3HT film (blue curve). The overlap of the doped film and anion
spectra indicates that the clusters at the top surface of the film are all reduced. (inset) XPS-determined
B:S and F:S ratios measured at the top and bottom of DDB-F72-doped P3HT films indicating clusters
penetrate the film. (b) Out-of plane (top) and in-plane (bottom) 2D-GIWAXS spectra for films of
pure P3HT (green curves) and DDB-F72-doped P3HT (blue curves). (inset) Zoomed in view of the
(100) peak. Dopant-induced peaks are denoted by asterisks (*). These data indicate DDB-F72 does
not enter the crystallites given its large size and at high dopant concentration (dark blue dash-dotted
curves), there is significant loss of overall crystallinity.

orbital overlap between self-exchanging pairs.127–129 Indeed, the idea of poor electron transfer

between DDB clusters is in agreement with our DFT calculations in Fig. 3.1b, which show strong

localization of the electron in the cluster interior, likely due to stabilization from the aromaticity of

the B12 cluster. Overall, our NMR measurements strongly imply that electron hopping between
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DDB clusters does not occur on any reasonable timescale, and therefore the electrical conduction of

our doped films takes place only through the polymer network.

Given that the doped films are 300-nm thick but that there is only an initially 120-nm thickness

of polymer material in the doped film to conduct, we calculated “idealized conductivities" based on

the initial polymer thickness of 120 nm rather than using the measured doped film thickness. These

idealized conductivities, which represent the limit of conductivity that could be achieved with the

same carrier mobility if there were no swelling of the film during doping, are shown by the dotted

lines and open symbols in Figure 3.1c. The difference between the idealized conductivity and the

conductivity is larger for the DDB-F72-doped films due to their larger thickness increase. At the

1-mM dopant concentration, we achieve idealized conductivities of ∼32 S/cm for the DDB-F72

doped films, whereas the idealized conductivity of F4TCNQ-doped films reaches only 2.0 S/cm.

To better understand the structure of our DDB-F72-doped films, we used 2-D GIWAXS. Figure

3.2b shows the out-of-plane (top) and in-plane (bottom) scattering patterns of P3HT (green solid

curves) and P3HT doped with DDB-F72 from low-to-high concentration (light-to-dark blue curves).

As expected for pure P3HT, which is well known to have a preferential edge-on orientation,96, 105, 106

we see that the intensity of the π–π stacking (010) peak is largely in-plane, while strong peak intensity

is observed in the out-of-plane direction for the lamellar (h00) peaks, indicating edge-on orientation

with respect to the substrate.

Upon doping with DDB-F72 with low-to-mid concentration solutions (0.05 mM and 0.3 mM),

we see that the edge-on orientation of P3HT’s crystallites is maintained as the (010) peak is still

largely in-plane, consistent with the fact that SqP is known to preserve domain orientation.87, 88, 120

The in-plane data reveals a shift in the (010) peak to higher Q, reminiscent of what has been

previously reported for F4TCNQ,87, 97 but with some significant differences.

In F4TCNQ-doped-P3HT, a much larger shift of the (010) π-stacking peak, out to 1.8 Q, is

observed upon doping compared to what is seen here. Despite the large peak shift, the change in the

π-stacking distance is actually quite small as the structural change is mainly due to reorientation of

the unit cell: F4TCNQ intercalation into the side-chain regions of the P3HT crystallites causes an

adjustment of the chain angle relative to the unit cell axes.97 DDB-F72 only causes a small shift of
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the P3HT (010) peak from 1.66 to 1.68 Q, indicating that this intercalation-induced phase transition

does not take place. Additionally, for our DDB-F72-doped films, we observe a small shift in the

P3HT (100) lamellar peak to higher Q (see inset), which is in the opposite direction of what is

typically seen with F4TCNQ doping.87, 97 This provides a clear indication that, unlike F4TCNQ,

DDB-F72 does not intercalate into the P3HT lamellar regions. The lack of intercalation of large

molecular structures into the polymer crystallites is not surprising as their size does not allow them to

fit between P3HT side chains. Furthermore, previous work has shown that addition of bulky groups

on fullerenes can inhibit their intercalation into the lamellar regions of conjugated polymers,130 and

molecules of DDB-F72 have approximately twice the diameter of a typical fullerene. Overall, the

observed peak shifts suggest that for DDB-F72, the structural changes induced by doping are solely

due to the delocalization of charges within a crystallite,87, 97 likely accompanied by counterions

situated around the edge of each doped crystallite.

At high (1 mM) DDB-F72 dopant solution concentration, we see a significant loss of crystallinity

and a broadening of the P3HT (100) peak rather than a shift. Since GIWAXS only reports on

crystalline regions in the doped films, the broadening we observe suggests that at this high doping

concentration, most of the doped regions have become amorphous and the only remaining P3HT

crystallites seen via GIWAXS are those that remain un-doped. The large increase in disordered

P3HT π-stacking intensity seen between 1.2 and 1.5 Q further supports the idea that these high-

concentration-doped films are much more disordered than those doped using solutions with lower

concentrations of DDB-F72.

Interestingly, we also observe the appearance of new peaks at 0.6 and 1.0 Q (marked by asterisks

in Fig. 3.2b) when P3HT is doped with DDB-F72. These new peaks are broadened to the same

extent and show a very similar texture as the P3HT peaks. The new peaks do not at all resemble

those seen for DDB-F72 crystallites (see ). Therefore, we hypothesize that these new peaks either

result from a new polymorph of P3HT that preferentially forms in the presence of DDB-F72 or a

P3HT polymorph that is stable only at very high doping levels.

To characterize the extent of charge carrier delocalization in DDB-F72-doped films, we turn to

spectroscopic measurements. Spano and co-workers have argued theoretically that the degree of

delocalization of holes on P3HT is directly reflected in the shape and position of the polaron’s IR
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absorption spectrum.87, 107, 131–133 Their predictions for how the spectral shape changes when the

polarons are localized by proximity to an anion, reproduced from Ref. 87, are shown in Fig. 3.3b,

where the blue curve shows the spectrum of a fully delocalized P3HT polaron with no confinement by

an anion. We have shown previously using F4TCNQ-doped P3HT films with different crystallinities

that the spectrum of polarons with different degrees of delocalization matches well with Spano

and co-workers’ theory, and indeed correlates strongly with the experimentally-measured polaron

mobility.87

Figure 3.3: Delocalized polaron IR-spectrum. (a) Experimental IR absorption spectrum of the po-
laron in a 1 mM DDB-F72-doped P3HT film. (b) Simulated P3HT polaron absorption spectrum for
different anion-polaron distances. The measured spectrum is in excellent agreement with the theoret-
ical spectrum for an anion at infinite distance, indicating that the polarons in the chemically-doped
DDB-F72 sample are as delocalized as possible. Note: A distance-dependent permittivity for the pure
polymer was used for the calculation. Although the use of a different permittivity would change the
shape of the spectrum of the more Coulomb-localized polarons, the spectrum calculated for infinite
anion distance is invariant with respect to the choice of permittivity.

Figure 3.3a shows the measured IR spectrum of our DDB-F72-doped P3HT films. The shape and
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position of the spectrum we measure is essentially identical to that predicted for a fully delocalized

polaron that has no Coulombic interaction with an anion. Indeed, similar IR spectra have been

measured in P3HT films doped by charge modulation with no anion present (i.e., doped by the

presence of a large applied voltage).99 A similar polaron spectrum also has been observed in recent

work doping P3HT with large molybdenum dithiolene complexes, although the conductivities were

much lower than we see here, likely due to low carrier densities, and carrier mobilities were not

reported.122 This indicates that the electron on the DDB-F72 anion is sufficiently isolated to have no

effect on the polaron, despite the relatively low dielectric constant of P3HT. This is because the

electron is localized entirely in the cluster interior, which by Gauss’ law means that it effectively

behaves as a point charge at the center of the cluster. The steric bulk associated with the substituted

DDB cluster means that at no point can the polaron-anion distance be less than the radius of the

cluster, which is ∼1 nm. We believe that it is the combination of electron localization to the

dopant interior shielded by the bulky substituents with the fact that the dopants sit outside the P3HT

crystallites that leads to this unusual but highly favorable situation where the polaron is entirely

unaffected by the dopant counterion.

To further characterize the extent of delocalization of the polarons in our DDB-F72-doped

P3HT films, we performed AC Hall effect measurements,134–137 the results of which for identically-

prepared F4TCNQ- and DDB-F72-doped P3HT films88 are summarized in Table 3.1. The concen-

trations chosen for both dopants were their solubility limits in DCM. We note that for low-mobility

materials such as doped conjugated polymers, screening effects can cause Hall effect measurements

to slightly overestimate the mobile carrier concentration and thus slightly underestimate the free

carrier mobility,137 as discussed in more detail in .

∗ 3.6 mM = 1 mg/mL F4TCNQ

In our sample doped with 1-mM DDB-F72, we measure a mobile carrier concentration that

is roughly twice that of the F4TCNQ-doped sample. We believe that this results from a higher

ratio of integer charge transfer due to the greater energetic driving force for doping with DDB-F72,

summarized in Fig. 3.1a, and an increase in free carrier (as opposed to trapped carrier) generation

due to less Coulomb interaction with DDB-F72. In fact, we have estimated the overall concentration

of dopant clusters in the film by directly measuring the change in mass upon doping the films (see
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Table 3.1: Comparison of carrier density (n), mobility (µ) and conductivity (σ) measured by the AC
Hall effect for P3HT films doped with DDB-F72 and F4TCNQ at their respective solubility limits in
DCM. Also shown is the number of dopant molecules in the film estimated via mass mesurements
(Nest), see SI. The F4TCNQ data is taken from Ref. 88. The idealized conductivity was calculated
using the 120-nm pre-cast polymer film thickness instead of the measured doped film thickness; see
text.

Dopant n (1/cm3) µ (cm2/Vs) σ (S/cm) Nest (1/cm3)

1 mM DDB-F72 7.9 × 1020 0.10 12.8 6.9(6)×1020

3.6 mM∗ F4TCNQ88 4.3 × 1020 0.02 1.5 4.8(9)×1021

for details). For F4TCNQ, the dopant density is 4.8(9)×1021 cm−3 yielding a doping efficiency of

∼10% (slightly higher then the reported 5% value determined by Pingel and Neher102, 103 likely due

to the fact that we are in a much higher doping regime and/or to the potential overestimation of the

free carrier concentration via AC Hall measurements137). For DDB-F72, the carrier concentration is

6.9(6)±1.2×1020 cm−3, which agrees within error with the carrier concentration we measure via

the AC Hall effect (which we also expect to be slightly overestimated137). This strongly suggests

that essentially every DDB-F72 dopant molecule gives rise to a free polaron on P3HT, a full order of

magnitude improvement over the ∼5–10% free carrier yield estimated for F4TCNQ.

Perhaps more importantly, the carrier mobility of 0.1 cm2/Vs is five times higher for DDB-F72

than F4TCNQ, a direct reflection of the higher degree of polaron delocalization with DDB-F72.

Moreover, the polaron mobility in the DDB-F72-doped P3HT films is comparable to mobilities

seen only in charge-modulation-doped films with no anions present99 or in highly-crystalline doped

100% regioregular P3HT.87 Finally, the large degree of polaron delocalization is also supported by

the results of temperature-dependent conductivity experiments, which are discussed in .

Overall, we have demonstrated that by using a functionalized dodecaborane dopant, we can

achieve spatial separation of the conjugated polymer polaron and counterion leading to highly delo-

calized and mobile charge carriers even in poorly crystalline polymer material. The dodecaborate

cluster anions cannot infiltrate into P3HT crystallites, resulting in a substantial loss in crystallinity

upon doping. Thus, the counterions reside outside any remaining P3HT crystallites, and the unpaired

electron on the DDB-F72 anion is further separated from the polarons on the polymer by being

confined to the cluster core. The shielding provided by the cluster’s physical and electronic structure
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relaxes the crystallinity constraints typically needed to achieve high conductivities and mobilities in

conjugated polymer materials. Thus, with other dopants such as F4TCNQ, crystallinity is important

both for improving the delocalization of the polarons and for keeping the anion as far from the

polymer backbone as possible. With our dodecaborane cluster dopant, on the other hand, we see

that reducing the polaron localization by the anion is at least as important as delocalization due to

crystallinity in determining polaron mobility and thus overall conductivity. We achieve conductivi-

ties of 12.8 S/cm and mobilities of 0.1 cm2/Vs with our DDB-F72-doped P3HT, values that are an

order of magnitude higher than those obtained with comparable doping by F4TCNQ. Since the

DDB-F72-doped P3HT films significantly increase in thickness upon doping and the DDB clusters

themselves do not conduct, this means that the idealized P3HT hole conductivities reach 32 S/cm.

Thus, by carefully designing new molecular dopants, we can produce stable molecularly-doped

conjugated polymer films with polaron mobilities limited only by intrinsic materials properties,

rather than being limited by electrostatic attraction to the proximal dopant anion.
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CHAPTER 4

The effects of dopant electron affinity at fixed counterion

distance on the production of free carriers in conjugated

polymers

Introduction

Modern electronics rely heavily on semiconductor technology for everything from transistors

and light-emitting diodes (LEDs) to renewable power-generating photovoltaic and thermoelectric

devices.138 One of the key properties of semiconductors is that they can be doped to improve

conductivity or adjust interfacial band alignment via tuning of the Fermi level.139 The expense of

processing precisely-doped inorganic semiconductors has resulted in the emergence of conjugated

polymers as potential alternatives that have the advantages of being low-cost, lightweight, solution

processable, earth-abundant and compatible with flexible substrates.7, 140 Despite these promising

benefits, implementation of semiconducting polymer materials in practical technologies has lagged

mainly because their intrinsic electrical properties are inferior to their inorganic counterparts. Unlike

inorganic semiconductors, where the packing structure is largely unaffected by substitutional or

interstitial dopant atoms, doping of conjugated polymers causes significant disruption to the polymer

morphology. Moreover, the relatively low dielectric constant of conjugated polymers typically

results in strong Coulomb binding of the charge carriers and the counterions that balance the

charge, such that the doped charge carriers have varying degrees of localization depending on the

strength of the Coulomb interaction.87, 107, 133, 141, 142 A further consequence of the localization of

carriers is the need for a high density of dopants in order to increase the conductivity of organic

materials. The very introduction of these dopants into the polymer matrix as well as the electrostatic
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changes they impart leads to the disruption of the polymer’s microstructure. Understanding the

relationship between the chemical nature of the dopant, the way the dopant counterion interacts with

the carrier on the doped polymer backbone, and the polymer morphology is crucial for developing

high-performance polymer-based electronics.

Multiple methods for doping polymer thin-films exist, including electrical gate and electrochem-

ical doping,98, 99, 143 but molecular doping is the only method that produces equilibrium carriers

via a ground state charge transfer process without the application of a potential. Molecular doping

of conjugated polymers involves the addition of an electron donor (reducing agent) or an elec-

tron acceptor (oxidizing agent) for n- or p-type doping, respectively.144 For n-type doping, a

low ionization potential (IP) donor is used to add electrons to the lowest unoccupied molecular

orbital (LUMO) of the polymer whereas for p-type doping a high electron affinity (EA) acceptor

removes electrons from the highest occupied molecular orbital (HOMO), producing conductive

holes. The traditional approach for chemical doping of conjugated polymers is to simply mix the

polymer and dopant in solution. Unfortunately, the solvents used to process conjugated polymers

are typically non-polar, so the charged species that form upon the addition of a dopant crash out of

solution at high doping concentrations. This leads to poor film quality and thus limits the types of

measurements and applications possible with doped films.88, 105 To overcome film quality issues at

high doping levels, new processing methods have been developed in which the dopant is applied

to a pre-cast film of the undoped semiconducting polymer. Such methods include vapor phase

infiltration of the dopant93, 96, 106, 108, 118, 119, 145 as well as solution phase infiltration via a second

spin-coating step in which a semi-orthogonal solvent that swells but does not dissolve the polymer

is used.87, 88, 93, 96, 97, 105–107, 141, 145 These sequential processing (SqP) methods enable preservation

of the original undoped polymer film morphology and allow for conductivity measurements on cm

length scales as well as AC-Hall effect measurements134, 136 that provide a way to determine the

doped carrier concentration and mobility in these materials.88, 135, 137, 141, 146

A dominant idea in the literature has been that highly crystalline polymer films are necessary

to achieve good charge transport properties, with many molecular doping papers focusing on

improving polymer solid state order.87, 88, 93, 96, 106, 108, 135, 145 In our previous work, we showed

that for the widely used poly(3-hexylthiophene-2,5-diyl) (P3HT) and 2,3,5,6-tetrafluoro-7,7,8,8-
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tetracyanoquinodimethane (F4TCNQ) materials combination, SqP could be used to preserve relative

crystallinity upon doping with higher carrier mobilities achieved in more crystalline films. More

recently, we employed a substituted icosahedral dodecaborane (DDB) cluster as a novel dopant

molecule, and obtained high mobility for P3HT (0.1 cm2/Vs) in exceptionally disordered films.141

We attribute the increased polaron delocalization to the DDB’s steric protection of core-localized

electron density. Since boron exhibits aromaticity across boron scaffolds,110, 147 substituted DDB

clusters tend to stabilize electron density on their core.115, 117, 141 This means that for our bulky

2 nm diameter DDB dopant, the counterion effectively behaves as a point charge in its center

by Gauss’ law and is at least ∼1 nm from any carrier. Moreover, we estimated that the doping

efficiency (number of free carriers produced per dopant molecule) for our DDB doped P3HT films

was 100%. This is in sharp contrast to the doping efficiency of F4TCNQ doped P3HT which is only

5-10%.102, 141, 148 The low doping efficiency despite nearly every F4TCNQ being capable of charge

transfer with the polymer102 implies the majority of generated carriers are trapped. We suspect

that these localization effects are a result of F4TCNQ’s closer distance to the polarons. F4TCNQ

infiltrates the lamellar regions of P3HT crystallites at a distance of 6-8 Åfrom the backbone and can

likely get even closer in the amorphous regions.87 We hypothesize that the reason high crystallinity

is important for good conductivity with small molecule dopants like F4TCNQ is that crystallinity

helps reduce Coulombic interactions by keeping the dopant counterions at greater distances from

the polymer backbone where the polaron resides.

Doping efficiency is expected to increase with the energetic offset between the polymer HOMO

and dopant LUMO.122, 139, 149 Yet, to date few papers have studied the effects of this thermodynamic

driving force and none have directly pinned down how the electronic offset affects doping efficiency

largely due to the aforementioned problems of disentangling structural effects from electronic

ones. In past studies, either only slight tuning of the dopant EA was possible (while maintaining

an energetic offset large enough to dope),78, 93 significant structural changes of the dopant were

necessary,122, 141, 150 or quantification of charge carrier properties (mobility and carrier density)

were not carried out nor the main focus.151 In this paper, we directly attack the question of the

effect of electronic offset on doping efficiency by employing a series of DDB dopants for which

the redox potential is tuned over nearly 1 V via modification of the substituents without changing
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the dopant’s size or shape. We find that not only is the redox potential of the dopant critical for the

production of free carriers, it also drives dopant into the film and into the crystallites. Just like many

other albeit much smaller and more planar molecular dopants, these DDBs are found to infiltrate

the lamellar region of P3HT crystallites. This observation suggests that one of the reasons partial

charge-transfer complexes are so rare in polymeric systems is dopants preferentially pack in their

lamellar regions rather than breaking apart the π-stacks due to enthalpic effects dominating over

entropic ones. Unlike in charge transfer salts where the dopants sit close to the organic material

being doped, polymers have a crystalline structure which help situate the counterions farther from

the polymer backbone leading to integer rather than partial charge transfer (in which the charge can

be shared between a proximal donor and acceptor).

Results & Discussion

Figure 4.1: a) Chemical structures of P3HT polymer and DDB dopants, which have an icosahedral
B12 core and each vertex is functionalized with R-groups shown in (c). The energy diagram depicts
relative offsets between P3HT HOMO and dopant LUMOs based on CV measurements of all dopants
(including F4TCNQ) and scaled to reported P3HT-F4TCNQ energy offset. b) Measured E1/2 for DDB
dopants plotted against their Hammett constant showing tunability of dopant redox potential based
on substituent electron donating/withdrawing ability. c) UV-VIS-IR spectra of 120-nm thick film of
P3HT doped with 1 mM DDB via SqP with an increase in signature polaron peak intensities (P1, P2
and P3) and a bleach of the bandgap transition.
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The effects of energetic offset between polymer and dopant has been difficult to study because

significantly changing the redox potential has required modifying the dopant’s entire molecular

structure. In this work, we take advantage of DDB clusters whose redox potentials can be rationally

tuned via their substituents.117, 152, 153 The clusters have an icosahedral dodecaborane core with a

substituent on each boron atom in the form B12OCH2R12 where R is a functionalized aryl group (see

Figure 4.1a for core structure and 4.1c for R-group substituents). By tuning the Hammett parameter

of the R-group, which captures its electron-donating/withdrawing ability, the redox potential of

the cluster is correspondingly tuned as shown in Figure 4.1b. A more positive Hammett parameter

corresponds to a more electron-withdrawing functional group, generating a more oxidizing DDB

with a lower lying LUMO. To identify the different DDB clusters, we give them shorthand names

based on the structures of these substituents (Bn for benzyl, p-F for para-fluoro, p-Br for para-

bromo and F36 and F72 representing the total number of fluorines on the DDB molecule). In this

work, we choose to dope the semiconducting polymer P3HT shown in Figure 4.1a since the P3HT

and F4TCNQ dopant system is currently one of the most widely studied in the field. The redox

potentials of all the DDBs were measured alongside F4TCNQ under the same conditions as reported

in Figure C.1 of Appendix C so that the offsets shown in Figure 4.1a are drawn to scale, and the

P3HT/F4TCNQ offset is estimated based on the literature values of the P3HT HOMO (−5 eV vs

vacuum) and F4TCNQ LUMO (−5.2 eV vs vacuum).

As a first order test of the effect of redox potential on doping, we can look at the absorption

spectra and conductivity of the films, both of which report on the formation of carriers via doping.

We fabricated sequentially doped thin films of P3HT using equimolar dopant solutions. In our

previous work, we showed that despite the large size of our DDB-F72 dopant, it can intercalate

throughout the depth of the pre-cast polymer film.141 In our doped films, we find that, as expected,

both the absorption from polaronic transitions and conductivity increase with redox potential. The

UV-VIS-FTIR spectra of P3HT films SqP doped with 1 mM DDB solutions are shown in Figure

4.1c and 0.3 mM DDB solutions are shown in Figure C.2. As the DDB dopant redox potential is

increased, we see an increase in the signature P1, P2, and P3 polaron peaks at around 0.3 eV, 1.3

eV, and 1.6 eV, respectively.154 Our lowest redox potential cluster, DDB-Bn, has a redox potential

that is too low to dope and no polarons are visible in the UV-VIS. Unlike with F4TCNQ, the P2
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and P3 peaks are resolvable until they coalesce at higher doping levels (as with DDB-F72) since the

DDB neutral and anion peaks are under the broad polymer bandgap absorption.141, 152 This is why

the HOMO-LUMO transition appears not to bleach even for high doping levels. The film quality

of our SqP doped films is maintained such that we can measure conductivity over macroscopic

length scales. The electrodes are placed at the corners of our 1.5 cm × 1.5 cm samples, and

the conductivity is measured using the Van der Pauw method.125 The measured conductivities at

multiple concentrations are shown in Table C.1 and for all DDBs at a given concentration we see

higher conductivity for the higher redox potential clusters, reflecting our spectroscopic observations.

For the 1 mM doped films, the conductivities are as follows: DDB-Bn 0 S/cm, DDB-p-F 0.2 S/cm,

DDB-p-Br 0.4 S/cm, DDB-F36 2.3 S/cm, and DDB-F72 12.9 S/cm. Curiously, we find that film

thickness also increases with increasing redox potential of the dopant, indicating that the dopant

infiltration may be redox driven.

Because of the sequential doping method and the different chemical nature of the DDBs, it is

possible that different amounts of cluster are able to infiltrate the film despite the SqP concentrations

being held constant. Although we have previously shown successful intercalation of DDB-F72,141

others have demonstrated limited vertical intercalation for large dopants.126, 155 Furthermore, there

is a the lack of clear mechanism for infiltration in films in which diffusion through the polymer

layer is achieved.121, 122, 130 To the best of our knowledge, no prior work has accurately quantified

the amount or the vertical phase distribution of the dopant in a sequentially doped polymer film.

To this end, we employ neutron reflectometry (NR) which is a non-destructive technique that can

measure the vertical distribution of materials within a thin film. Contrast between materials for

NR must come from differences in their scattering length density (SLD), which is calculated as an

average of the SLDs of each of the nuclei in the molecule. The calculated SLDs are summarized in

Table 4.1. There is adequate contrast for NR between the DDB-dopants and P3HT polymer without

deuteration since the DDB dopants have a smaller H-to-heavy-atom ratio and thus higher SLD than

P3HT. The experimental reflectivity patterns are shown in Figure 4.2a. We have chosen to use films

doped with 0.3 mM DDB to balance both a doping level that leads to measurable conductivity while

maintaining sufficiently low surface roughness for NR. The data is fit using a layered model in

which the thickness, roughness, and SLD of the layers are varied to produce the best fit SLD values
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as a function of distance from the substrate.

Figure 4.2: a) Raw neutron reflectivity data for pure and DDB-doped P3HT (symbols) and fits of
the model to the data (darkened lines). b) SLD depth profiles obtained from fitting the data in (a)
showing substrate SiOx layer followed by the active layer before reaching the air interface. Profiles
show sample SLD and thickness increase with dopant redox potential and confirm nearly uniform
dopant infiltration throughout the film. c) XPS-determined sulfur to fluorine (*or bromine) ratios at
the top and bottom surfaces of DDB-doped P3HT films supporting that clusters penetrate the film,
sample fits shown in (d) & (e). d) F 1s fit (yellow) and e) S 2p fit (green-neutral S, blue-oxidized S, and
pink-full S fit) for the top surface of a DDB-F36 doped P3HT film (black).

The layered models that generate the best fits to the data are shown in Figure 4.2b, which show

the SLD as a function of distance from the bottom of the sample (Z = 0 Å). As expected, the

undoped P3HT film fits to two layers: substrate and pure polymer. The SiOx layer is present on

the bottom due to the oxidized surface of the silicon substrate and the active layer has roughness

at the air-polymer interface, as demonstrated by the gradual change from active layer SLD to air.

The measured active layer SLD for pure P3HT is 0.56 × 10−6/Å
2

which is in good agreement with

our calculation as well as previously measured values.156–158 For DDB-Bn, which does not dope

the polymer, there is only a slight change in the active layer SLD indicating little infiltration of

this molecule. As the redox potential of the DDB dopants increase, so does the measured SLD of

the active layer (summarized in Table 4.1). This observation is suggestive of an increase in DDB
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content in the film with redox potential of the dopant, however, because the SLDs of each dopant

vary slightly, we must further deconvolute their contributions to the mixed layer SLD. The active

layer SLD is simply the weighted average of the pure SLDs of the individual components allowing

for determination of the P3HT monomer to DDB dopant ratio (see SI for details). This calculation

confirms that the trend in SLDs corresponds to an increase in dopant:monomer ratio as summarized

in Table 4.1. The increasing dopant:monomer ratio clearly shows that the chemical charge-transfer

reaction that occurs upon the introduction of a redox-active dopant drives intercalation. The non-

doping cluster, DDB-Bn, provides an excellent control for this hypothesis as it infiltrates 3 times less

than the next lowest redox potential dopant (DDB-p-F) and approximately an order of magnitude

less than the others.

Table 4.1: Summary of calculated neutron SLDs of pure materials and model SLD results of pure
P3HT and DDB-doped P3HT films with calculated DDB:P3HT monomer ratio from these values
showing increasing dopant loading with higher redox potential DDBs.

Calculated SLD

(pures)

(10-6/Å2)

Measured SLD

(films)

(10-6/Å2)

DDB:P3HT

monomers

P3HT 0.6 0.56 -

DDB-Bn 1.6 0.63 1:106

DDB-p-F 1.8 0.81 1:30

DDB-p-Br 1.3 0.87 1:11

DDB-F36 1.9 1.17 1:11

DDB-F72 2.0 1.43 1:7

The neutron reflectometry data demonstrates that within the active layer of the doped polymer

film, the dopant is uniformly distributed throughout. The only exception to this is DDB-F72, in which

there is a small layer with excess dopant at the bottom of the film. These results are corroborated

by the X-ray photoelectron spectroscopy (XPS) data shown in Figure 4.2c-e. Though XPS cannot

accurately depth-profile in the same manner as NR, it can be used to check for dopant penetration

through the film by using a delamination technique to access both the top and bottom surfaces of the

film as previously reported.141 Relative dopant quantities can be assessed by comparing the atomic
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ratio of sulfur to fluorine (or bromine in the case of DDB-p-Br) since sulfur is unique to the P3HT

polymer, while fluorine (or bromine) is unique to the DDB dopants (see structures in Figure 4.1 and

Appendix C Figure C.3. According to the XPS results, the sulfur to fluorine (or bromine) ratios are

similar for both the top and bottom of the DDB-p-F, DDB-p-Br, and DDB-F36 films (Figure 4.2c)

suggesting uniform infiltration, while DDB-F72 has excess dopant on the bottom of the film as we

saw in NR (Figure 4.2c).

While NR and XPS give insight into the vertical distribution of dopants throughout the film

and reveals redox-driven infiltration, many previous works have demonstrated the importance of

understanding the interaction of the dopant molecule with the crystalline regions of the polymer

film. In general semiconducting polymers like P3HT have two characteristic crystalline features: a

lamellar spacing relating to the length of the side chains and a π-stacking distance. These crystalline

features in doped polymer films have been extensively studied using 2D-Grazing-incidence wide

angle X-ray scattering (GIWAXS). In general, for small molecule dopants the counteranion resides

in the lamellar region causing an expansion in this lattice direction. Intercalation of the dopant into

the crystal structure in this way causes a reorientation of the unit cell which decreases the π-stacking

distance. This structural change has been observed for a wide variety of dopants including F4TCNQ,

FeCl3, polyoxometalate dopants and others.87, 97, 126, 132, 159

In order to understand the effect of these much larger, three dimensional dopants on the

crystalline regions of P3HT, we studied the P3HT films doped DDB dopants via GIWAXS. 2D

diffractograms for all sample conditions are shown in Figure C.4 of Appendix C. Figure 4.3a shows

the progression of structural changes in the lamellar (h00) region of the polymer as the doping

level is increased for a representative DDB. The original P3HT (100) and corresponding overtones

appear at 16 Å. As the doping level increases, the original peaks corresponding to crystalline P3HT

decrease and a new phase denoted as (h00)’ begins to appear. At the highest doping level, the

original P3HT peaks have disappeared entirely and have been replaced with peaks at 0.44, 0.66.

0.88 and 1.10 q. These overtones correspond to a (100) distance of 0.22 q or 2.85 nm, indicating a

highly expanded lamellar region. The (100) peak is not fully visible in our GIWAXS experiment

due to the beam stop blocking the lowest-q region in which the (100) peak would appear. We

hypothesize that this new (h00)’ phase is indicative of the structure shown in Figure 4.3d, in which
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the DDB dopant has intercalated into the P3HT lattice much in the same way that F4TCNQ and

other small molecule dopants do.

Figure 4.3b demonstrates that all other DDB dopants undergo a similar phase change as the

doping level increases. DDB-p-F, which dopes P3HT only slightly shows the beginning of a phase

change with the increase in intensity at 0.66 q, shown in the inset of Figure 4.3b. With increasing

redox potential to DDB-p-Br, the peaks corresponding to the doped phase continue to increase

until full conversion to the new phase with DDB-F36. DDB-F72 undergoes a similar change but

to a slightly larger d-spacing in the lamellar regions. Doping with DDB-F72 causes a new phase

with peaks at 0.40, 0.60, and 0.80 corresponding to a (100) peak of 0.20 q, or 31 Å. These results

demonstrate that for P3HT, and likely semiconducting polymers in general, molecular dopants of

all sizes, shapes and surface energies tend to reside in the crystalline region of the polymer, thus

ensuring spatial separation for the polaron and anion.

The summary of the results relating to this new phase change are shown in Table 4.2 and Figure

C.5. The presence or lack thereof of the new doped phase and the original undoped P3HT phase for

each dopant at different concentrations demonstrates the different redox-dependent rates at which

the crystalline region has converted to the new phase. For example, even at the highest concentration

of DDB-p-F, there is very little presence of the new doped phase. However, for DDB-p-Br, at 1

mM dopant concentration, there is clear 2-phase coexistence such that both peaks can be fit clearly

(also shown in Figure 4.3b). However, for DDB-F36 this clear two-phase coexistence occurs at

only 0.3 mM with full conversion to the expanded doped phase at 1 mM. As can be seen in the

NR results in Table 4.1,there are similar amounts of DDB-p-Br and DDB-F36 in the film at 0.3

mM yet the ratio of the doped crystalline phases at 0.3 mM is very different. This indicates that the

driving force for DDB intercalation into the P3HT crystallite is even more redox-driven than the

infiltration of dopant into the film. Due to peak overlap with the original phase, it is not possible

to fully deconvolute the DDB-F72 doped regions from the undoped P3HT. With this new phase

change and the anion localized on the DDB core, in the crystalline regions, the anion and the hole

are separated by approximately 14 Å for DDB-p-F, DDB-p-Br, and DDB-F36 and 15 Å when P3HT

is doped with DDB-F72. This anion-hole spatial separation is approximately twice as large as what

is seen in the crystalline regions of films doped with F4TCNQ.
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Figure 4.3: a)Full integration and out-of-plane (inset) integration of P3HT doped with DDB-F36
demonstrating phase change from undoped (h00) pahse to expanded (h00)’ lamellar strucutre b) Full
integration and out-of-plane (inset) of P3HT doped with various DDB dopants at 1 mM concentra-
tion showing relationship of redox potential on extent of phase transition to (h00)’ structure c) GI-
WAXS In-plane integration of P3HT doped with 1 mM DDB dopants showing increase in disordered
π-stacking region and shift of (010) peak to higher q. d) To-scale Representation of proposed (h00)’
lamellar structure in which DDB dopant has intercalated into the lamellar regions of the P3HT crystal
structure.

57



These results demonstrating that the dopant anion lies in the lamellar region are important

for understanding the effect of polymer crystallinty on doping and resulting conductivity. The

location of the dopant anion in the lamellar regions has proven critical for conductivity because

the spatial separation of the anion and hole directly relates to extent of integer charge transfer and

the delocalization of the resulting polaron.131, 142 Conversely, anions that are able to reside in the

amorphous regions result in much more localized carriers because the anion is so much closer to

the hole. These results suggests that for semiconducting polymers, crystallinity is key in creating

the spatial separation between the anion and hole required to create mobile carriers and that even

dopants of very large size are able to infiltrate the lamellar region.87 This is supported by the fact

that charge-transfer complexes in polymers are difficult to make because they need to be kinetically

trapped.160

Table 4.2: Summary of calculated (100) d-spacing based on GIWAXS-measured overtones for 0.3 mM
and 1 mM dopant concentrations. There is a transition between the undoped and doped phases, with
both phases coexisting at some doping levels. The undoped phase corresponds to the orignal P3HT
lamellar d-spacing.

DDB-p-F doped

d-spacing (Å)

DDB-p-Br doped

d-spacing (Å)

DDB-F36 doped

d-spacing (Å)

DDB-F72 doped

d-spacing (Å)

(h00) phase undoped doped undoped doped undoped doped undoped doped

0.3 mM DDB-doped 15.5 - 16 - 16 28 - 31

1 mM DDB-doped 15.5 - 16 28 - 28 - 31

Conversely, the in-plane integrations show that the π-stacking region does not undergo a phase

change as with the lamellar region and the morphology is largely preserved. There is a slight shift of

the (010) π-stacking peak to higher q, due to the delocalization of the hole across multiple polymer

chains. In this region is it also clear that there is a large increase in the broad, disordered π-stacking

peak centered 1.4 q. Figure C.6 shows that this broad peak grows in for both higher concentration

and higher redox potential DDBs, likely because both factors result in more DDB cluster content in

the films This indicates that in addition to the population of DDB anions integrated into the lamellar

crystal structure, the dopant anions also populate the more disordered regions of the film in which

the anion-hole separation would be determined only by the side chains of the DDB dopants. We

hypothesize that these results indicate that the DDB dopants first reside in the lamellar regions as
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seen by in the increase in new (h00)’ phase at fairly low doping, and only dope the more disordered

regions once the crystalline regions are full.

Lastly, we also observe that the intensity in the (100) region at 0.40 q decreases significantly

both with increase in redox potential and DDB concentration in 4.3a and 4.3b. This drop in intensity

can be attributed to two factors. First, as can be seen in 4.3c, the disorder of the film increases

greatly at higher doping which could correspond to a decrease in crystallinity. Second, in the new

(h00)’ phase the peak centered near 0.40 q is a (200) peak as compared to the original P3HT (100)

peak, which is inherently more intense than higher order overtones.

The intercalated phase we observe from GIWAXS, with DDBs in the lamellar regions of P3HT

crystallites, means the center of a DDB cluster is 14-15 Åfrom the polymer backbone as shown

in Figure 4.3d. Since the DDBs localize electron density on their core, and by Gauss law should

behave as a point charge on the center of the cluster, this means that the counteranion is 14-15

Åfrom the polaron. This physical separation, which is approximately double the 6-8 Åwe have

previously reported for F4TCNQ, should result in highly delocalized polarons. FTIR spectroscopy

can be used to probe polaron delocalization as it has been shown that the shape and location of

the polaron P1 peak reports on and is highly sensitive to inter- and intrachain coherence as well

as distance-dependant counterion binding effects.87, 131–133, 142 In our previous work, we showed

that in order to reproduce the peak shifts we saw in the P1 peak location, the anion separation was

a critical factor that needed to be accounted for.87 In general, polaron localization decreases with

red-shifting of the P1 peak and an enhanced ratio of IRAV peaks (located around 0.1 eV) to main

P1 band absorption.

The concentration dependence of the P1 peak is shown in Figure 4.4a for DDB-F72 and for

all other DDB dopants in Figure C.9a-c. For all dopants we observe a blue shoulder growing in

at higher dopant loadings. It makes sense that as we add more dopant molecules they are forced

to organize closer P3HT backbone. We suspect the increased proximity occurs primarily in the

amorphous regions. Unlike in crystalline parts of the film where the DDB dopant is held in the

lamellar region of the crystallite, in the amorphous regions, a section of polymer backbone (and

therefore polaron) could be located right next to or slightly inside in the edge of the cluster. The

IR concentration effects are correlated with an increase in the intensity of disordered regions in
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the GIWAXS centered at 1.4 q with higher dopant concentration as shown in Figure C.6. The

concentration effect is more pronounced for higher redox potential DDBs which is also supported by

GIWAXS given that Figure 4.3c shows increased disorder with redox potential at fix concentration

and by far the most disorder for DDB-F72.

For the highest concentration of DDB-F72 in particular, we see the most broadening of the P1

peak, which we attribute to the sample’s lack of overall crystallinity yielding a wider range of

configurations and therefore possible polaron-counterion distances. In fact, in previous work, Gosh

and coworkers fit the P1 peak for this sample and found a distribution of counterion separations

corresponding to 18 and 8 Å (in a 3:1 ratio). The 18 Å distance coincides well with the 15 Å

distance we find for the DDB in the lamellar spacing. The 8 Å distance therefore must only in

non-crystalline regions in which the anion is not separated from the holes by the P3HT side chains.

Still, we achieve this minimum spacing of 8 Å and the P1 peaks are much more red-shifted than in

F4TCNQ doped P3HT, owing to the DDB structure’s ability to spatially separate the counterion.

To use the P1 peak to compare polaron-counterion separation distance between all DDB

clusters, we chose concentrations for which the P1 intensities are best matched (see Figure C.9d.

Normalization of this data yields Figure 4.4b for which all DDB doped P3HT polarons have nearly

identical P1 shapes, indicating the capability of the DDBs to truly pin the anion distance. This

confirms that all dodecaborane dopants spatially separate the counterion by approximately the same

distances and further supports the separations found in GIWAXS. Despite the varying oxidation

potential of the dopants, all DDBs produce relatively delocalized carriers and are working the way

we intended. Thus, we are able to tune the electronic offset without affecting the polaron-counterion

distance. Since the FTIR indicates largely delocalized polarons, the higher conductivities we

observe with the higher redox potential dopants must be a direct effect of an increase in the number

of free carriers produced and thus higher doping efficiencies.

The ratios obtained from NR can allow us to estimate the number of dopants in our films based

on the density of P3HT. This means that to calculate the doping efficiency, all we need is an estimate

of the carrier density. We suspected that the P1 peak location could give us a rough handle on the

mobility (µ) in our films, with which we could calculate the carrier density (n) via the equation

σ = neµ where σ is the conductivity and e is the elementary charge. Indeed, by fitting the P1 peak

60



Figure 4.4: a) Normalized FTIR of DDB-F72 doped P3HT showing concentration dependence of P1
peak location. At higher concentrations, we see a blue shift of the P1 peak for films doped with all
DDB clusters (see SI Figure C9a-c) indicating closer counterion-polaron distance as more dopant is
infiltrated. b) Normalized FTIR of DDB-doped P3HT at P1 intensity matched concentrations showing
pinned anion distance (see SI Figure C9d for unnormalized data). c) AC-Hall measured mobility vs
fitted P1 peak center showing linear relationship (see SI Figure C9e for fitted FTIR data and S10a-c
for fits). F4TCNQ and DDB-F72 data taken from our previous work Refs. 87 and 141, respectively.

locations for all doped P3HT samples for which we have corresponding AC-Hall data (from the

same polymer batch of the same MW and regioregularity, see Figure C.10 of Appendix C) we find
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that the P1 peak centers track linearly with the AC-Hall measured mobility as shown in Figure

4.4c. For the DDB-doped films, we fit the full UV-Vis spectra as well as the FTIR region only and

found that for this region, the fit parameters are largely unchanged (see Figures C.12 and C.13 and

Table C.3 in Appendix C). This gives us a good indication that fitting the P1 region only is accurate

and give us an important handle with which we can estimate the mobility of carriers in our doped

films. With this information, we calculate the estimated free carrier density and compare to dopant

densities determined by NR and calculate the doping efficiency of our DDB clusters.

The doping efficiency is simply the ratio of free carriers produced to the number of dopants in

the film. To estimate the doping efficiency, the amount of DDB in the doped films is calculated from

the neutron DDB:P3HT monomer ratios based on a P3HT density of 1.1 g/cm2 and are reported in

Table 4.3. The fits of the corresponding FTIR peaks give us an estimate of the mobility based on

the linear relationship reported in Figure 4.4c. This allows us to calculate the carrier density from

our conductivity measurements (summarized in Table C.1 of Appendix C). We thus estimate the

doping efficiency of our DDB dopants, and find that indeed as the redox potential of the dopant is

increased, so is the doping efficiency. It is important to note that the doping efficiency by definition

takes into account all dopant molecules despite whether or not they have undergone charge transfer.

By using the cross section of F4TCNQ anions, Pingel and Neher estimated that F4TCNQ undergoes

CT with the polymer approximately 50-70% of the time, and that 95% of those CT events led to

trapped polarons, yielding a doping efficiency of less than 5%.102, 148 Here, we cannot directly

probe the number of CT events spectroscopically because of the difficulty of resolving the neutral

and anion peaks in the DDB-doped systems (shown in Figures C.12 and C.13 of Appendix C) and

the difficulty in obtaining accurate cross sections from solution to film environments. However,

given that the intrinsic counterion separation of DDBs leads to free carriers, supported by both our

AC-Hall and FTIR measurements, the differences we observe are likely due to differences in the

number of CT events. For our DDB-F36 dopant, which has the redox potential that is closest to

F4TCNQ (higher by only ∼70 mV), we find a doping efficiency of 16%. Thus, there appears to

be a trade off: our similar redox potential has a lower yield. This begs the question of distance

dependent effects on electron transfer and calls for isolation of the effect of counterion distance

which could be accomplished by changing the size of the DDB substituents while holding the redox
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potential constant.

Table 4.3: Estimated doping efficiency of DDB dopants based on dopant density calculated from neu-
tron SLD results, mobilities calculated from P1 peak locations allowing for carrier density estimates
from measured mobilities.

Dopant Density P1 center µ σ nest Doping efficiency

(cm-3) (eV) (cm2V-1s-1) (Scm-1) (cm-3) %

DDB-p-F 1.3 × 1020 0.339 0.092 0.016 ± 0.003 1.09 × 1018 0.8 (0.3)

DDB-p-Br 3.7 × 1020 0.328 0.095 0.11 ± 0.01 7.20 × 1018 1.9 (0.3)

DDB-F36 3.6 × 1020 0.369 0.082 0.75 ± 0.02 5.74 × 1019 16 (1)

DDB-F72 5.3 × 1020 0.363 0.084 6.8 ± 0.5 5.08 × 1020 96 (10)

With our highest redox potential dopant, DDB-F72 that has nearly 0.5 eV greater offset compared

to F4TCNQ, we calculate a doping efficiency of 96%, which is within the error of our previously

estimated 100% and highlights the importance of energetic offset for the generation of free carriers.

We believe all of the structural data we have obtained points towards the reason DDB-F72 dopes so

well; the high redox potential gives it enough driving force to dope any of the conformations of

P3HT that can occur in a semicrystalline thin film. This is supported by our doping experiments

carried out in solution for which only DDB-F72 can dope the P3HT aggregates that form during

the doping process,161 and can continue to dope well past the level of DDB-F36, see section C.8 of

Appendix C for details. Therefore, the high electron affinity combined with spatial separation of the

carriers leads to the generation of 100% free carriers in P3HT.

4.1 Conclusions

In this work, we isolated the effects of electron affinity on the generation of charge carriers in

P3HT by employing a unique molecular dopant system, dodecaboranes, whose redox potential

can be tuned while maintaining a constant size and shape. Indeed, by tuning the redox potential

of the DDB and keeping the SqP doping solution concentration constant, we can tune the doping

level of the sample. Remarkably, the higher doping levels are not only caused by the dopant’s

electron affinity, but also by redox driven infiltration of the DDB dopants. Here, for the first time,

we characterized the vertical distribution and amount of dopants in sequentially doped films using
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neutron reflectometry. We observe mostly uniform dopant distribution throughout the film, with

increasing dopant density for higher redox potential clusters. Redox-driven infiltration is also

corroborated by both our XPS and GIWAXS studies. Our GIWAXS characterizations show that

doping leads to a new phase that is strongly redox-dependent; its structure corresponds to the DDB

cluster intercalating into the lamellar region of the polymer, just like F4TCNQ.

The greater the infiltration of our large DDB clusters, which is higher for higher redox potential

clusters, the greater the loss of crystallinity we observe with a notable observable decrease of the

(100) and increase in scattering due to disordered π-stacking. Still, both our AC-Hall and FTIR

measurements indicate delocalized polarons, highlighting the importance of anion separation to

reduce Coulomb binding. The closest distance polaron on the P3HT backbone could get to our

DDB counterion is ∼1 nm owing to the built-in steric protection of the DDB core. With DDBs in

the lamellar region, we calculate an anion-polaron distance of 1.4-1.5 nm, which correspond well

with recently reported fits of DDB doped P3HT in the literature.142 Further, the shape and location

of the polaron peak in the FTIR spectra confirm that all DDBs can effectively spatially separate the

counterion.

Both our FTIR and AC-HAll measurements suggest virtually no trapped carriers, indicating

that the differences we observe in doping level most likely comes from different amounts of charge

transfer. By combining the dopant densities we can calculate from NR with estimates of the the

carrier density from our empirically derived FTIR-AC Hall mobility relationship, we indeed find

that the doping efficiency increases with redox potential. Thus, we are able to tune the number

of integer charge transfer events per dopant with offset. With our highest redox potential dopant,

DDB-F72, we achieve a doping efficiency of 96%. We find that the electron affinity of DDB-F72 is

what allows it to dope so efficiently due to an ability to dope different P3HT conformations in the

thin-film.

The fact that the DDBs are interspersed in the lamellar regions despite their large size is an

indication that any dopants, regardless of their size or shape, will pack into the lamellar regions of

polymer crystallites first. This result gives insight as to why conjugated polymers primarily undergo

integer charge transfer, as opposed to partial charge transfer. In charge transfer salts, the dopants

can pi-stack with the organic material being doped, whereas the crystalline structure of polymers
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forces dopants to be in the lamellar regions. This means dopants are further from the backbone

making partial charge transfer in which the charge is shared between donor an acceptor much more

rare and likely only in amorphous regions where dopants can get closer to the polymer backbone.

Therefore, the reason high crystallinity is important for good conductivity with small molecule

dopants like F4TCNQ is that it reduces Coulombic interactions by keeping the dopant counterions

at greater distances from the polymer backbone where the polaron resides.
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APPENDIX A

Supporting Information for Chapter 2: Processing Methods for

Obtaining a Face-On Crystalline Domain Orientation in

Conjugated Polymer-Based Photovoltaics

A.1 Experimental Details

The polymer poly[4,8-bis-(2-ethylhexyloxy)-benzol[1,2-b:4,5-b’]dithiophene-2,6-diyl-alt-4-(2-

ethylhexyloxy-1-one)thieno[3,4-b]thiophene-2,6-diyl] (PBDTTT-C) and [6,6]-phenyl-C71-butyric-

acid-methylester (PC71BM) were purchased from Solarmer and used as received. All devices were

fabricated on indium tin oxide (ITO) substrates (150 nm, 20 ω/�) that were sequentially sonicated

in baths of detergent, water, acetone, and isopropyl alcohol followed by UV ozone treatment for 20

minutes. Subsequently, 35 nm of poly(ethylenedioxythiophene): poly(styrenesulfonic acid) (PE-

DOT:PSS Clevios PVP AI 4083) was deposited onto the ITO to form the hole collection layer and

baked at 150 ◦C for 20 minutes. For the blend-cast devices, the 1:1.5 wt/wt PBDTTT-C:PC71BM

solution was deposited at 1800 rpm for 60 s. For sequentially processed devices, the polymer

solution was spun at 2500 rpm for 60 s followed by deposition of the fullerene solution onto the

fully dry polymer layer at 2000 rpm for 60 s. Pure polymer films for grazing-incidence wide-angle

X-ray scattering (GIWAXS) and space-charge limited current (SCLC) studies were deposited at

the same conditions as the first SqP step. Methanol (MeOH) washing of devices containing 3%

v/v 1,8-diiodooctane (DIO) was performed at 4000 rpm for 10 s. After deposition of the active

layer, both blend-cast and sequentially-processed films were fabricated into devices by thermally

evaporating 10 nm of Ca and 70 nm of Al as cathodes at a pressure of 1 × 10−6 Torr using an

Ångstrom Engineering NexDep evaporator. The Ca layer was deposited at a rate of 0.5 Å/s to a
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thickness of 10 nm, and the Al layer was deposited at a rate of 1.5 Å/s to a thickness of 80 nm.

Before exposing the devices to the metals, ∼10 nm of Ca was evaporated onto the shutter to ensure

layer purity. For SCLC diodes Au was evaporated at a rate of 0.5 Å/s for the first 10 nm and then at

1 Å/s to a final thickness of 60 nm.

A.2 Polymer crystallite coherence length in pure, blend cast and sequen-

tially processed films

Table A.1: Summary of (100) peak location, integrated peak area, and coherence length as calculated
from the Scherrer equation.

Sample 100 Location
(Å−1)

Relative
Peak Area

Error Coherence
length (nm)

Error

no DIO 0.34 1.0 0.3 4.1 0.1

Pure PBDTTT-C w/ DIO 0.32 1.6 0.3 3.7 0.4

w/ DIO + MeOH wash 0.33 1.5 0.4 3.8 0.4

no DIO 0.36 2.0 0.6 2.4 0.1

Blend Cast BHJ w/ DIO 0.36 1.4 0.4 3.9 0.8

w/ DIO + MeOH wash 0.39 2.8 0.4 3.1 0.1

Sequentially no DIO 0.35 2.1 0.3 4.9 0.3

Processed BHJ w/ DIO 0.34 1.7 0.5 5.7 0.1

The (100) crystallite coherence lengths were calculated by peak fitting the fully integrated diffrac-

tograms and using the Scherrer equation τ= Kλ

βcosθ
where τ is the coherence length, K is the dimen-

sionless shape factor taken to be 0.9, λ is the X-ray wavelength 0.9742 Å, β is the FWHM of the fit

and θ is the peak location.
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A.3 Solvent Effects of Pure PBDTTT-C

Figure A.1: 2D-GIWAXS of pure PBDTTT-C films after washing with methanol (a) and 1:1 2-
chlorophenol:dicholoromethane (b), which was used to deposit the fullerene during sequential pro-
cessing. Fully integrated diffractograms (c) for pure polymer (black), polymer with DIO (red), and
pure polymer washed with methanol (purple) and the SqP solvent blend (orange). An increase in
crystallinity over pure is observed with each of the pure solvent washes, however the addition of DIO
causes the largest change.
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A.4 Effect of methanol washing on blend-cast PBDTTT-C:PC71BM with

and without DIO

Figure A.2: Examination of the role of methanol washing only for BC devices. (a) Full integration
of GIWAXS diffractograms for 1:1.5 PBDTTT-C:PCBM blend cast (BC) films without (green), with
3% DIO (blue), and subsequent methanol wash (red). Methanol wash of a blend cast film without
DIO (orange) shows little change. Isotropic fullerene orientation is observed by the equal intensity (b)
out-of-plane and (c) in-plane.
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A.5 Sequentially processed PBDTTT-C:PC71BM (10 mg/mL PCBM concen-

tration)

Figure A.3: (a) Full integration of GIWAXS diffractograms for sequentially processed (SqP)
PBDTTT-C:PCBM films, where the orange curves have no additive and the purple curves have 3%
DIO in the polymer casting solution. The very strong fullerene scattering, makes the (010) diffraction
peak invisible in both the (b) out-of-plane and (c) in-plane directions.
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A.6 Determination of PBDTTT-C:PC71BM weight ratio in SqP active layer

via redissolving

Figure A.4: Solution-phase absorption spectrum (black circles) of a redissolved optimized sequen-
tially processed device (obtained from the procedure described in Ref. 37), along with its fit to a linear
combination of the pure solution-phase PBDTTT-C (blue curve) and PC71BM (pink curve) compo-
nents. The overall weight ratio obtained from the fitting coefficients was 1:3.5 of polymer to fullerene
by weight, indicating a fullerene rich device. This result is consistent with increased fullerene peak in
the diffraction and EQE data.

A.7 Absorbance of pure, BC and SqP films

Figure A.5: Absorbance of films made from pure PBDTTT-C (red solid), and BHJs made via BC
with DIO (dark blue dash), without DIO (light blue dash), SqP with DIO (dark green dot) and SqP
without DIO (light green dot).
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A.8 SCLC mobilities

Figure A.6: Current-voltage curves of hole only devices with pure PBDTTT-C (a), optimized sequen-
tially processed PBDTTT-C:PC71BM (no DIO, no MeOH wash) (b), blend cast PBDTTT-C:PC71BM
without DIO (c), and optimized blend cast PBDTTT-C:PC71BM (with DIO and MeOH wash). Sym-
bols represent experimental data and the solid lines represent fit of the experimental data, performed
for space charge limited current with the Murgatroyd equation: J= 9

8 εµV 2

d3 e0.89β

√
V
d
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A.9 Device optimization of SqP with DIO in polymer/fullerene layer

Figure A.7: J-V device curves for sequentially processed PBDTTT-C films with DIO additive in the
fullerene layer (solid red) the polymer layer (solid black) and both the fullerene and polymer layers
(solid blue). Slight improvement is seen with methanol washing the DIO films (dotted). All devices
have the structure: ITO/PEDOT:PSS/PBDTTT-C:BC71BM:Ca/Al with DIO added in the indicated
layers.

Table A.2: Summary of J-V Characteristics for the PBDTTT-C devices shown in Figure S3.

Device Voc (V) Jsc (mA/cm2) FF (%) PCE (%)

PBDTTT-C / (PC71BM + 3% DIO) 0.684 ± 0.002 -11.5 ± 0.4 49 ± 1 3.9 ± 0.2

PBDTTT-C / (PC71BM + 3% DIO) +

MeOH wash
0.692 ± 0.005 -12.0 ± 0.4 51 ± 1 4.3 ± 0.2

(PBDTTT-C + 3% DIO) / (PC71BM +

3% DIO)
0.681 ± 0.02 -12.0 ± 0.3 53 ± 2 4.5 ± 0.2

(PBDTTT-C + 3% DIO) / (PC71BM +

3% DIO) + MeOH wash
0.691 ± 0.008 -11.5 ± 0.2 53.8 ± 0.4 4.4 ± 0.2

(PBDTTT-C + 3% DIO) / PC71BM 0.690 ± 0.003 -11.5 ± 0.2 47.0 ± 0.7 3.7 ± 0.1

(PBDTTT-C + 3% DIO) / PC71BM +

MeOH wash
0.693 ± 0.007 -11.5 ± 0.2 48 ± 2 3.9 ± 0.2
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APPENDIX B

Supporting Information for Chapter 3: Dodecaborane-based

Dopants Designed to Shield Anion Electrostatics Lead to

Increased Carrier Mobility in a Doped Conjugated Polymer

B.1 Materials, Synthesis & Characterization

P3HT (Rieke metals inc., 4002-EE, Mn = 50-70 kg/mol, regioregularity 91-94%) and F4TCNQ

(TCI Chemicals) were purchased and used as received. NBu4[DDB-F72] and [NBu4]2[B12(OH)12]

were synthesized following similar methods to previously reported procedures.152

Microwave reactions were performed using a CEM Discover SP microwave synthesis reactor.

The reactions were conducted in glass 10 mL microwave reactor vials purchased from CEM with

silicone/PTFE caps equipped with a stirbar. 3,5-bis(trifluoromethyl)benzyl bromide (97 %) was

purchased from Oakwood Chemicals and used as received. N,N-diisopropylethylamine (>99 %)

was purchased from Sigma Aldrich and used as received. Reagent grade hexanes, acetone, and

ethyl acetate used for column chromatography were purchased from Sigma Aldrich and used

as received. The CH3CN (anhydrous, 99.8 %) used for the synthesis of DDB-F72 was purified

using a solvent purification system and was stored in a nitrogen-filled glovebox over activated 3 Å

molecular sieves. NMR spectra were recorded using Bruker AV500 or Bruker AV300 spectrometers

at 300 or 500 MHz (1H), 161 MHz (11B), and 282 MHz (19F) reported in δ (parts per million)

relative to tetramethylsilane (1H), BF3·Et2O (11B) or C6H5F (19F), respectively, and referenced

to residual 1H signals of the deuterated solvent (1H (δ) CDCl3 7.26; 11B (δ) BF3·Et2O 0.00 ppm;
19F (δ) C6H5F -113.15 ppm). Deuterated solvents (Cambridge Isotope Laboratories) for NMR

spectroscopic analyses were stored over 3 Å molecular sieves.
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B12(OCH2((3,5-CF3)2C6H3))12 (DDB-F72) : [NBu4]2B12(OH)12 (200mg, 0.244 mmol)

was charged to a 10 mL glass CEM microwave vial equipped with a stirbar. 3 mL of

CH3CN was added, followed by N,N-diisopropyl-N-ethylamine (0.81 mL, 4.64 mmol) and 3,5-

bis(trifluoromethyl)benzyl bromide (2.69 mL, 14.7 mmol). The mixture was heated to 140 ◦C

in a microwave for 45 min. Upon cooling, the purple mixture was concentrated under reduced

pressure and was subjected to column chromatography. The purple mixture was loaded with 65/35

hexanes/ethyl acetate (some of the material did not fully dissolve) and the excess benzyl bromide

was eluted. The column was flushed with acetone and the eluent was collected. The acetone fraction

was dried in vacuo. The resulting residue was charged to a vial equipped with a stirbar and brought

into the glovebox, where it was dissolved in ∼ 5 mL CH3CN and was charged with NOBF4 (71 mg,

0.607 mmol). The resulting mixture, which gradually developed an orange precipitate, was stirred

for 12 h. The orange mixture was placed in the freezer (∼ −30 ◦C) overnight and was then isolated

by filtration on a glass frit and washed three times with cold (∼ −30 ◦C) CH3CN. The resulting

orange powder was dried in vacuo and was used without further purification. (448 mg, 60%) 1H

NMR (500 MHz, CDCl3) 7.77 (s, 12H, Ar), 7.52 (s, 24H, Ar), 5.47 (s, 24H, CH2); 11B NMR (161

MHz): 41.28 (s); 19F NMR (282 MHz): 63.73 (s).
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Figure B.1: 1H NMR of DDB-F72, * residual H2O.
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Figure B.2: 11B NMR of DDB-F72.

Figure B.3: 19F NMR of DDB-F72.
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B.2 Experimental Methods

B.2.1 Cyclic Voltammetry

The redox potentials of F4TCNQ and DDB-F72 were measured in-house by cyclic voltammetry

using a CH Instruments CHI630D potentiostat with a glassy carbon disc working electrode, Pt wire

counter electrode, and Ag/Ag+ wire pseudoreference. All experiments were conducted at a 0.5 mM

analyte concentration in 0.1M [NnBu4]PF6/CH2Cl2 at a scan rate of 0.1 mV/s and referenced to an

internal ferrocene standard. The solution was degassed by bubbling Ar, and the CV measurements

were performed under Ar gas.

B.2.2 TD-DFT

Ground state geometry optimization of the neutral DDB-F72 molecule was performed using Turbo-

mole162 for which the initial coordinates were adopted from the single crystal X-ray structure. The

τ-dependent gradient-corrected functional of Tao, Perdew, Staroverov, and Scuseria (TPSS)163 with

the def2-TZVP164, 165 basis set was used. In order to access the energies of the anion SOMO, the

TD-DFT formalism was used with the hybrid functional of TPSS(TPSSh)163, 166 with cc-pvdz167, 168

basis set. Gaussian 09169 was used for the excited state calculation and Avogadro was used for

visualization.

B.2.3 Electron transfer self-exchange rate by NMR

Under an inert atmosphere, 0.1 mM stock solutions of [DDB-F72]0 and [DDB-F72]− were prepared

using 4:1 o-difluorobenzene:benzene as the solvent. Five aliquots of the oxidized species were

then added to separate J-Young NMR tubes giving volumes of 0 L, 200 L, 400 L, 600 L, and 800

L respectively. To these samples, aliquots of the reduced species were added such that the final

sampled volume totaled 800 L. This afforded five samples whose mole fraction of reduced species

was near 1, 0.75, 0.5, 0.25, and 0 respectively. All samples were analyzed immediately on a Bruker

300 MHz NMR spectrometer and analyzed using iNMR software. A total of 64 scans of 65536 data

points (2.04 Hz resolution) were collected from +20.0 to −216.0 ppm.

78



B.2.4 Film fabrication

Substrates were cleaned by sequential sonication in alconox detergent solution, deionized water,

acetone, and isopropanol. Subsequent film preparation steps were carried out in nitrogen glove

box atmosphere. P3HT films were spin-coated at a rate of 1000 rpm for 60 seconds from a 20

mg/mL polymer solution in orthodichlorobenzene, producing ∼120-nm thick films. The films were

doped in a second step in which the dopant solution was deposited on the pre-cast polymer film and

spin-coated at 4000 rpm for 10 seconds. All DDB-F72 and F4TCNQ dopant solutions were prepared

in dichloromethane at the concentrations stated in text. Film thicknesses were measured using a

Dektak 150 stylus profilometer. Mass measurements were taken with a Mettler AT20 analytical

microbalance. Dodecaborane clusters are stored in air and show no signs of degradation. The cluster

is also structurally stable in solution, however, it can undergo a redox reaction wiht the solvent if

left for too long. Solutions were used within a few days of making them. Doped films are stable

under inert atmosphere for days.

B.2.5 Conductivity

Devices for conductivity measurements were fabricated on 1.5 cm × 1.5 cm glass substrates.

Following film fabrication, electrodes were placed on the corners of the sample using PELCO

conductive silver paint. The Van der Pauw method was used to measure conductivities in-house as

well as the values reported in Table 1 of the main text, which were measured independently at Lake

Shore Cryotronics on samples prepared for AC-Hall measurements (described below). Our Van der

Pauw measurements were performed using a custom-made apparatus in ambient atmosphere using

a Kiethley 2400 Sourcemeter controlled by Labview software where the maximum current sourced

was held to 1 mW total power. All reported values were averaged over multiple measurements taken

on at least 3 samples.

B.2.6 Sample Imaging

Optical images were taken using a Carl Zeiss Axiotech 100HD microscope. Scanning Electron

Microscopy (SEM) images of the 1 mM DDB-F72 doped films have been studied using a JEOL
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7500F HRSEM with a 5 kV accelerating voltage.

B.2.7 XPS

XPS was performed using a Kratos Axis Ultra DLD spectrometer with a monochromatic Al Kα

radiation source and a charge neutralizer filament was used to control charging of the sample. A

pass energy of 20 eV was used for all spectra with a 0.1 eV step size and 300 ms dwell time. All

spectra were calibrated to the advantageous carbon 1s peak at 284.8 eV. Films for standard XPS

were fabricated on sapphire substrates to minimize interference from the silicon 2s plasmon peaks

with the boron 1s signal. In order to analyze dopant infiltration, spectra of the top (front) and bottom

(back) of the films were obtained by floating films off glass substrates and placing them on copper

tape. Floating was accomplished by cutting a grid pattern into the film using the free edge of a

razor, and applying deionized water. No sacrificial layers such as poly(3,4-ethylenedioxythiophene)

polystyrene sulfonate or polyacrylic acid were used as they were difficult to remove completely,

which affected the obtained surface sensitive ratios. Analysis was performed using CasaXPS

software and the relative sensitivity factors used were from the CASAXPS library.

B.2.8 GIWAXS

Films for 2-D GIWAXS measurements were prepared on silicon substrates. Measurements were

performed at the Stanford Synchrotron Radiation Lightsource on beamline 11-3 using a wavelength

of 0.9742 Å with an incidence angle of 0.12◦. Diffraction patterns were collected in a helium

chamber to increase signal-to-noise with a sample to detector distance of 250 mm and a spot size of

∼150 µm on the image plate. The 2-D diffractograms were radially integrated from to 0-10◦ and

80-90◦ to obtain the in-plane and out-of-plane diffraction patterns. The software package WxDiff

was used to reduce the GIWAXS data and subsequent analysis was performed in IgorPro. The

intensities on the opposite sides of the diffractogram (90-180◦) were also checked to ensure they

matched the chosen limits. Each integration was background corrected for substrate scattering. The

subtractions were performed on the raw scattering data to ensure that no errors occurred due to

background subtraction. To ensure reproducibility in diffraction intensity and shape, all samples

were made and measured in triplicate.
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B.2.9 Spectroscopy

UV-VIS-NIR absorption spectra were acquired from 300-2500 nm using a Shimadzu UV3101PC

UV-VIS-NIR Scanning Spectrophotometer for films prepared on both glass substrates and KBr

pellets (cleaned in chlorobenzene and acetone). FTIR data was acquired from 220-7000 cm−1 for

films on KBr plates using a Jasco FT/IR-420 spectrometer.

B.2.10 AC-Hall

Devices for AC-Hall effect measurements were prepared on 1 cm× 1 cm glass substrates. Following

film fabrication, silver electrodes were deposited on the corners of the samples with an Angstrom

Engineering, Inc. evaporator at a pressure of < (1×10−6 Torr). The silver layer was deposited at a

rate of 0.5 Å/s up to 10 nm, followed by 1 Å/s to a final total thickness of 60 nm. Samples were

packaged in scintillation vials under argon atmosphere before being sent to Lakeshore Cryotronics

for testing. AC magnetic field Hall measurements were performed with a Lake Shore model 8400

series AC Hall probe system at a field strength of 0.6484 T and a current of 1.00 × 10−5. Nitrogen

was flowed continuously over the samples to reduce error from sample degradation. The technique

is similar to DC Hall Effect, but with an oscillating magnetic field at a certain frequency such

that the hall voltage (resulting from the Lorentz force) becomes time dependent. This allows the

hall voltage to be distinguished from the static misalignment offset voltage, which is large in low

mobility materials.

B.3 Electron transfer self-exchange rate by NMR

According to Marcus-Hush theory of electron transfer (ET), the rates of electron self-exchange

(ket) can be directly related to rates of intermolecular ET with other redox species and the total

reorganization energy (λtot) for ET.170 The kinetics of electron self-exchange in DDB-F72 were

investigated by dynamic NMR through the application of line broadening experiments. The NMR

spectrum was recorded for samples in which the mole fraction of the reduced species ([DDB-

F72]−) was varied relative to the oxidized species ([DDB-F72]0). The NMR line shape is highly
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sensitive to the rate of exchange and when exchange is in the fast regime k(Ctot) >> 2π(∆ν), the

chemical shifts of the exchanging species are found to be the averages of the diamagnetic and

paramagnetic chemical shifts weighted by their respective mole fractions.171 Rate constants can

then be determined by equation B.1 after spectral deconvolution:171

ket =
4πχredχox(∆ν)2

(wro−χredwred−χoxwox)Ctot
(B.1)

Here, χred and χox are the mole fractions of reduced and oxidized species, ∆ν is the difference

in chemical shift between reduced and oxidized species in Hertz, wro is the peak width at half

maximum of the mixture in question, wred and wox are the peak widths at half maximum of the

pure reduced and oxidized species, and Ctot is the total concentration in moles per liter. Although

any NMR active nucleus may be used to determine the rates of self-exchange, in this present study,
19F NMR was used to determine the rates of self-exchange as the large number of fluorine atoms

present offered an excellent spectroscopic handle.

The NMR scans taken for five mole fractions of [DDB-F72]0/− at 20 ◦C (bottom), 40 ◦C

(middle), and 60 ◦C (top) in a solution of 4:1 o-difluorobenzene:benzene are shown in Fig. B.4. The

lack of coalesced spectra across a 40 ◦C temperature range suggest that intermolecular self-exchange

for the [DDB-F72]0/− redox couple occurs much slower than the NMR time-scale172 (ket < 1.2 ×
103 s−1 or tet < 0.84 ms). This timescale is orders of magnitude slower than the expected collision

time for two clusters. The concentration of DDB-F72 used was 0.1 mM, which means there are ∼10

particles in a 550 nm3 volume, or an average distance between clusters of ∼8 nm. According to

the Stokes-Einstein equation, the diffusion constant of 2-nm spherical particles in a typical organic

liquid at room temperature is ∼1.8×10−10 m2/s. This means one of our DDB-F72 clusters should

diffuse far enough to encounter each other on a 60 ns time scale, which is much faster than the

840 µs timescale of the NMR experiment. Thus, even after over 1000 collisions between particles,

there is no sign of motional narrowing and thus ET between the clusters. These results support high

intrinsic barriers to ET most likely attributed to small electronic couplings (Hab) and poor orbital

overlap between self-exchanging pairs.127–129
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Figure 1. 19F NMR of the one-electron self-exchange interaction of the [F72]0/– redox couple with 
increasing mole fraction of [F72]– from bottom to top in any given series. Spectra were recorded 
at 20 °C (bottom), 40 °C (middle), and 60 °C (top) in a 4:1 o-difluorobenzene:benzene mixture 
and referenced to an internal standard of trifluoroethanol sealed in a capillary tube. 

Figure B.4: 19F NMR of the one-electron self-exchange interaction of the [DDB-F72]0/− redox couple
with increasing mole fraction of [DDB-F72]− from bottom to top in any given series. Spectra were
recorded at 20 ◦C (bottom), 40 ◦C (middle), and 60 ◦C (top) in a 4:1 o-difluorobenzene:benzene mix-
ture and referenced to an internal standard of trifluoroethanol sealed in a capillary tube.
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The minimal distortion observed between the solid state structures of [DDB-F72]0 and [DDB-

F72]− shown in Fig. B.5 suggests that reorganization energies do not contribute significantly to

the electron self-exchange barrier in these systems. The largest observed distortion is found in

the capping benzyl ligands, which most likely arises from packing in the solid state as they are

believed to be freely rotating in solution. Instead, the lack of a large chemical shift between the 19F

signals in these two oxidation states suggests that the benzyl capping ligands experience minimal

electron-density and that the odd electron in [DDB-F72]− is primarily localized in the core of the

borane clusters (see DFT results). The capping ligands effectively screen the core and prevent

donor-acceptor overlap from occurring. This ultimately leads to negligible electronic coupling and

slow rates of electron self-exchange.

 
Figure 3. Overlapped solid state structures of [F72]0 (green) and [F72]– (red) obtained from single 
crystal X-ray diffraction studies. Left and middle figures highlight the minor structural 
rearrangement in the core upon a one electron reduction while the right side highlights the 
capping ligands. Capping benzyl ligands have been omitted for clarity in the left and middle figures 
while hydrogen and fluorine atoms have been omitted for the right figure. 

Sample Preparation and Analysis. Under an inert atmosphere, 0.1 mM stock solutions of each 
complex were prepared using 4:1 o-difluorobenzene:benzene as the solvent. Five aliquots of the 
oxidized species were then added to separate J-Young NMR tubes giving volumes of 0 µL, 200 
µL, 400 µL, 600 µL, and 800 µL respectively. To these samples, aliquots of the reduced species 
were added such that the final sampled volume totaled 800 µL. This afforded five samples whose 
mole fraction of reduced species was near 1, 0.75, 0.5, 0.25, and 0 respectively.  All samples were 
analyzed immediately on a Bruker 300 MHz NMR spectrometer and analyzed using iNMR 
software. A total of 64 scans of 65536 data points (2.04 Hz resolution) were collected from +20.0 
to –216.0 ppm.  
. 
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Figure B.5: Overlapped solid state structures of [DDB-F72]0 (green) and [DDB-F72]− (red) obtained
from single crystal X-ray diffraction studies. Left and middle figures highlight the minor structural
rearrangement in the core upon a one electron reduction while the right side highlights the capping
ligands. Capping benzyl ligands have been omitted for clarity in the left and middle figures while
hydrogen and fluorine atoms have been omitted for the right figure.
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B.4 Cyclic Voltammetry

In order to characterize the offset between the HOMO of the polymer and the LUMO the dopants,

we performed side-by-side cyclic voltammetry on F4TCNQ and DDB-F72. The 2-/1- transition

occurs at−0.48 V for F4TCNQ and−0.07 V for DDB-F72, while the 1-/0 transition occurs at +0.16

V for F4TCNQ and +0.67 V for DDB-F72. All potentials are referenced to an internal ferrocene

standard. The redox potential of DDB-F72 is therefore ∼0.5 V higher than F4TCNQ giving it a

much higher energetic driving force for doping.

Figure B.6: Cyclic voltammogram of F4TCNQ (red) and DDB-F72 (blue) demonstrating two re-
versible single-electron oxidation/reductions.
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B.5 Conductivity data

Devices were fabricated as described in the main text on 1.5 cm × 1.5 cm glass substrates with

silver paste applied as electrical contacts. The Van der Pauw technique125 was used to measure

conductivity, a type of four-point probe method in which current is flowed from negative to positive

along one edge of the sample and the voltage is measured across the opposite edge. The sample is

then rotated 90◦, and the measurement is repeated. The resistance values obtained from the slope

of the I−V curves are fit to the Van der Pauw equation to obtain the sheet resistance (R�). The

thickness (t) of the samples was obtained in three locations using a Dektak 150 stylus profilometer.

The reported values for R� and t in Table B.1 and Table B.2 are averaged over all measured values

for all samples while the reported conductivities (σ) are averaged over the values obtained for each

sample (i.e., the average R� and t for each sample were used to calculate the conductivity of that

sample, and the obtained conductivities were averaged over the samples to yield the values reported.)

The ideal conductivities (σid) were calculated using the initial polymer thickness of 120 nm. In

each case, the reported error is the standard deviation of the measurements. The calculation of

idealized conductivity makes a bigger difference for the DDB-F72 samples due to the large thickness

increase due to incorporation of the dopant, which does not conduct as shown by the self-exchange

experiments and the p-type conductivity found using AC hall measurements.

Table B.1: F4TCNQ Conductivity Measurements

[ ] (mM) R� (Ω/�) t (nm) σ (S/cm) σid (S/cm)

0.05 (7.11 ± 1.1) × 107 122 ± 2 0.0012 ± 0.0002 0.0012 ± 0.0002

0.3 (2.16 ± 0.39) × 105 129 ± 4 0.37 ± 0.06 0.39 ± 0.06

0.5 (1.23 ± 0.35) × 105 130 ± 5 0.7 ± 0.2 0.7 ± 0.2

1 (5.12 ± 0.19) × 104 139 ± 3 1.41 ± 0.06 1.63 ± 0.06

3 (4.22 ± 0.10) × 104 143 ± 3 1.66 ± 0.04 1.98 ± 0.04
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Table B.2: DDB-F72 Conductivity Measurements

[ ] (mM) R� (Ω/�) t (nm) σ (S/cm) σid (S/cm)

0.05 (4.0 ± 1.0) × 107 141 ± 5 0.0018 ± 0.0004 0.0022 ± 0.0006

0.3 (2.11 ± 0.77) × 104 190 ± 22 2.8 ± 0.9 4 ± 2

0.5 (8.5 ± 1.2) × 103 213 ± 27 5.6 ± 0.5 10 ± 1

1 (2.63 ± 0.21) × 103 296 ± 12 12.9 ± 0.7 32 ± 3

3 (3.50 ± 0.27) × 103 306 ± 16 9.4 ± 0.4 24 ± 2
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Although the conductivity values we report do not represent an all-time record, to the best of

our knowledge, the 12.7 S/cm we report is the highest achieved for solution doping of a film of

commercially-available P3HT. It is important to note that all of the highest conductivities reported

for F4TCNQ-doped P3HT in the literature were achieved for films where the order was carefully

preserved (e.g., by vapor doping, by using 100% regioregular P3HT, keeping the films very thin

(≤25 nm) to enhance their crystallinity/crystalline domain orientation, or by casting the polymer

onto a rub-aligned substrate). Table B.3 below shows some of these leading conductivity values

for F4TCNQ-doped P3HT from the literature. Given that our DDB-F72-doped films are ∼300-nm

thick and have almost no crystallinity, the conductivities and mobilities we achieve are completely

unprecedented, demonstrating the importance of anion interactions on the conductivity.

Table B.3: Conductivity values for F4TCNQ-doped P3HT from literature.

Journal Year Corr. Author Conductivity (S/cm) Method

Chem. Mater. 2018 Chabinyc 50 Vapor (atmospheric pressure, 80 ◦C polymer)

RSC Adv. 2018 Muller 12 Vapor (atmospheric pressure, 60 ◦C polymer)

Macromolecules 2017 Muller 12 Vapor (atmospheric pressure, 60 ◦C polymer)

Ad. Fun. Mater. 2017 Schwartz 9 Solution (100% RR P3HT)

JPC Lett 2015 Schwartz 5.5 Solution

Adv. Fun. Mater. 2017 Brinkmann 22 ‖, 3 ⊥ Solution (Rub aligned)
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B.6 Stability measurements on doped films

In order to assess the stability of our doped films we measured the conductivity of P3HT films

doped with both DDB-F72 and F4TCNQ as a function of time in both an inert environment (argon

glovebox) and in air. Figure B.7 shows that the doped films are quite stable under inert atmosphere

for 24 hours (panel a), but show signs of degradation over the same time period in air (panel b),

with a reduction in conductivity of about 25% for the DDB-F72 doped film and about 50% for

the F4TCNQ doped film. Interestingly, the DDB-F72-doped film only decreases from its initial

conductivity after 6 hours of air exposure, whereas the conductivity of the F4TCNQ-doped sample

decreases from the beginning of the measurement. Thus, the stability of DDB-F72-doped P3HT

films is comparable to but slightly better than that of F4TCNQ-doped P3HT films.

Figure B.7: Conductivity over time of DDB-F72 (blue) and F4TCNQ (red) doped P3HT films in the
glovebox under inert argon atmosphere (a) and under ambient atmosphere in air (b) as a function of
time after film fabrication as measured by 4-point probe.
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To see how robust the stability of the DDB-F72 films are under inert atmosphere, the conductivity

of three samples were also measured on a daily basis. Over a period of 5 days, the conductivity

stayed constant within an error of 2 standard deviations. These results suggest that the DDB-F72-

doped films would be stable essentially indefinitely if packaged appropriately.

Figure B.8: Conductivity of DDB-F72-doped P3HT film samples measured over 5 days via the Van
der Pauw method. The samples were briefly exposed to air for each measurement and then returned
for storage under inert atmosphere. The error bars are the standard deviation of measurements on
three separate samples.
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B.7 Optical and SEM images of the Doped Film’s Surface

Given the large film thickness increase observed following doping P3HT with DDB-F72, we took

optical and SEM images of the surface of the films to examine the possibility of formation of

an overlayer of boron clusters. Figure B.9 shows images of the clusters at 5× (a) and 50× (b,c)

showing the appearance of a few particles on the surface of the film. The particles light up under

polarized light in (c) indicating that they are likely crystalline in nature; we conclude that these

must be small crystallites of boron clusters on top of the film. The particles are sparsely distributed,

which indicates that there is not an overlayer of boron cluster crystallites on top of the film.

Figure B.9: Optical images of 1mM DDB-F72 doped P3HT at 5x (a) and 50x (b) magnification as well
as at 50x magnification under polarizers (c).

Figure B.10 shows SEM images of a 1 mM DDB-F72 doped film of P3HT. The images show

a clear pattern of sharp cracks, which are likely due to the expansion and contraction of the film

upon swelling and deswelling during the solution sequential doping process. We believe that during

SqP doping, the peak thickness of the film is greater than the final 300-nm thickness, so that as

the solvent evaporates and the film shrinks to its final (albeit still highly swollen size), the strain

from drying opens these sharp crack-like features. The sharp features are not what one would

expect if the DDB-F72 clusters were immiscible with the P3HT and formed a dewetting layer on

top, as a dewetting layer would have smooth interfaces to minimize the surface tension between the

immiscible phases. Thus, the optical and SEM images both confirm the conclusion from the XPS

data in the main text that SqP mixes the DDB-F72 clusters throughout the P3HT underlayer.
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Figure B.10: SEM images of a P3HT film that has been doped with 1 mM DDB-F72 at low to high
magnification (a-c).
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B.8 XPS

Table B.4 shows all of the peak fit information for pure DDB-F72, DDB-F72 [1-], a 1 mM DDB-F72

doped P3HT film on sapphire substrate and the front and back of a 1 mM DDB-F72 doped P3HT

as well as an undoped P3HT films obtained via the floating procedure described in the methods

section. Figure B.11 shows the data and peak fits for each of the doped films. Floating the films off

the substrate allowed us to obtain information about the cluster content at both the top (front) and

bottom (back) surfaces of the films. The sulfur signal comes only from P3HT whereas the B and F

signals come only from DDB-F72. Integrated peak areas were used to calculate the B:S and F:S

ratios reported in the main text. The drop in relative B:S and F:S peak intensity ratios for the doped

film on sapphire compared to the floated films indicates that some clusters gets washed off during

the floating process, but this does not prohibit us from obtaining relative information about the

cluster content at the top and bottom surfaces. As discussed in the main text, the B:S and F:S ratios

are roughly similar at the top and bottom of the film (and if anything slightly higher at the bottom

of the film), indicating that the clusters do indeed penetrate throughout the polymer film. To ensure

that cluster was not somehow being added to the films during the floating process, we floated a

pure P3HT film in the same wash used for the doped film. As shown by the peak fit information

in Table B.4, no boron, fluorine or sulfur peaks were found, indicating that the floating process

indeed cannot add clusters to the films. Finally, based on the boron peak positions, the doped films

contain only the DDB-F72 anion, indicating that the cluster effectively dopes the film and no neutral

clusters are in the film or form an excess overlayer on top of the film.
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Table B.4: XPS peak fits

B S F

Position FWHM Area Position FWHM Position FWHM Area Position FWHM Area

(eV) (eV) (CPS*eV) S (eV) (eV) SO (eV) (eV) (CPS*eV) (eV) (eV) (CPS*eV)

Pure [0] 189.83 1.33 465.36 - - - - - 687.78 1.82 5939.64

Pure [1-] 188.88 1.03 310.44 - - - - - 687.7 1.61 2933.86

Doped film 188.93 0.91 392.1 163.50/ 0.88 164.37/ 1.78 259.36 687.79 1.67 4485.36

On substrate 164.66 165.53

Doped film 189.05 0.95 118.19 163.79/ 0.77 165.05/ 1.95 366.25 688.38 1.58 1149.69

Float top 164.95 166.21

Doped film 189.2 1.28 143.23 163.75/ 0.79 165.30/ 1.67 326.13 688.38 1.61 1545.56

Float bottom 164.91 166.46

Control - - - 163.69/ 0.78 - - 588.79 - - -

Float top 164.85

Control - - - 163.72/ 0.76 - - 569.68 - - -

Float bottom 164.88
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Figure B.11: XPS data and S, SO, B, and F peak fits for DDB-F72 doped P3HT (bottom), floated back
of DDB-F72 doped P3HT film (middle), and floated front of DDB-F72 doped P3HT (top).
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B.9 GIWAXS

The full integration of the diffractogram for a drop-cast film of pure DDB-F72 out of DCM is shown

in Figure B.12. The diffractogram displays sharp peaks with no broadening, as is typically seen for

small crystallites. The dopant induced peaks indicated by (*) in Figure 2 of the main text therefore

must involve the polymer as they have the same broadening and texture as the polymer peaks.

Figure B.12: Full integration of GIWAXS diffractogram for pure DDB-F72 showing sharp crystallite
peaks.

Figure B.13 shows the full 2D-GIWAXS diffractograms for pure P3HT and P3HT doped with

different concentrations of DDB-F72. The out-of-plane and in-plane integrations are shown in the

main text and the peak fit information for the out-of-plane (100) and in-plane (010) are shown in

Table B.5 and Table B.6, respectively. No peak fit information is reported for the in-plane (010) 1

mM DDB-F72 doped sample due to high amounts of amorphous π-scattering making definition of

this peak difficult.
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Figure B.13: Full 2D-GIWAXS diffractograms for pure undoped P3HT (a), P3HT doped with 0.05
mM (b), 0.3 mM (c), and 1 mM DDB-F72 (d).
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Table B.5: Out-of-plane (100) Peak Fit Information

Sample Location (Q) d-spacing (Å) Height Area FWHM

Undoped P3HT 0.396 15.9 3.75 × 106 2.04 × 105 0.051

0.05 mM DDB-F72 0.403 15.6 3.48 × 106 1.99 × 105 0.054

0.3 mM DDB-F72 0.398 15.8 1.36 × 106 1.72 × 105 0.119

1 mM DDB-F72 0.396 15.9 9.98× 105 5.20 × 105 0.049

Table B.6: In-plane (010) Peak Fit Information

Sample Location (Q) d-spacing (Å) Height Area FWHM

Undoped P3HT 1.66 3.79 1.84 × 104 1.82 × 103 0.093

0.05 mM DDB-F72 1.67 3.76 1.72 × 104 1.93 × 103 0.106

0.3 mM DDB-F72 1.68 3.73 1.56 × 104 1.83 × 103 0.110

1 mM DDB-F72 - - - - -
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B.10 Spectroscopic Characterization

Figure B.14 shows the absorption spectra for films of pure and doped P3HT with different concentra-

tions of DDB-F72 in DCM. The inset shows the standard energy band diagram for the formation of

polarons. In the doped films, we see spectroscopic signatures of the P1, P2, and P3 transitions and a

bleach of the neutral polymer absorption. The absorption in the 2.3-eV region contains contributions

from the neutral (dashed yellow curve) and anionic (dashed pink curve) forms of DDB-F72 as

well as any residual undoped P3HT (black curve), making it difficult to deconvolute the individual

contributions of each component in the doped films. The intensity of the polaron bands increase

monotonically up to 1 mM, but at at the 3 mM concentration, there is a slight decrease in optical

density for these transitions. This indicates that less cluster is infiltrating into the film despite the

higher dopant concentration. We suspect, given the colloidal nature of the 3-mM DDB-F72 solution,

that there may actually be fewer free solubilized clusters in solution due to an equilibrium with

clusters of DDB-F72 clusters. Additionally, the morphology of the 3-mM doped film is likely worse

due to the colloidal nature of the solution, resulting in the observed slight drop in conductivity.

Figure B.14: Combined FTIR and UV-vis-NIR absorption data for pure P3HT (black curve), P3HT
doped with different molar concentrations of DDB-F72 (colored solid curves), and neutral (yellow
dashed curve) and reduced (pink dashed curve) DDB-F72 cluster in DCM.
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B.11 Transport mechanisms from temperature dependent behavior of the

conductivity

The dominant charge transport mechanisms can be determined from the temperature dependence

of the conductivity.173–176 We looked at the conductivity of our 1 mM DDB-F72-doped P3HT

films over a 50 K to 300 K temperature range. Figure B.15 shows the conductivity plotted against

the temperature raised to various fractional powers, allowing us to visualize agreement with the

power laws as straight lines. At low temperatures, the T1/2 plot yields a straight line, indicating the

temperature dependence of the low temperature region can be described by the Efros Shklovskii

Variable Range Hopping (VRH) model,173 which means that Coulomb interactions still dominate.

At higher temperature, the charge transport mechanism transitions over to a traditional Mott

VRH model174 with a T1/4 temperature dependence, which disregards Coulomb interactions and

suggests more diffusive transport. A more analytical approach to extract transport mechanisms is

to perform logarithmic differentiation to linearize the temperature-dependent conductivity,175, 176

as shown in Figure B.16. By fitting the different slopes, we again find Efros Shklovskii VRH at

low temperatures and Mott VRH at high temperatures. As we approach room temperature there

is a drastic decrease in the T-dependence of the conductivity, indicating a regime that deviates

from hopping-dominated transport and is approaching a diffusive mechanism of charge transport.

This is very similar to behavior we observed in a previous study that compared P3HT of different

crystallinity doped with F4TCNQ.87 Only in the most crystalline 100% regioregular samples was

the T1/4 temperature dependence observed over the same temperature range. By contrast, we

know from our GIWAXS measurements that the crystallinity of the DDB-F72 doped P3HT is very

low, exposing the importance of counterion shielding for better charge transport. In the F4TCNQ

samples, due to the proximity of the counterion, the only way to achieve diffusive transport is

through the P3HT crystallites.
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Figure B.15: Conductivity of 1 mM DDB-F72 doped P3HT as a function of temperature, plotted
as a function of inverse temperature raised to various powers that correspond to different transport
models.
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Figure B.16: Logarithmic derivative of the resistivity (W = −dln(ρ)/dln(T )) vs. ln(T ). The dashed
lines are linear fits with the corresponding slopes given in the legend.
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B.12 AC Hall measurements

The carrier concentrations we report were obtained through AC Hall measurements using the

traditional Hall coefficient equations, which assume band-like transport. However, as we have just

shown in the previous section, band-like transport is only beginning to occur at room temperature

and carrier transport in our films still likely consists of both band-like and hopping-type mechanisms.

As Podzorov and coworkers have shown137 and noted in the main text, Hall effect measurements

in organic semiconductors likely result in an overestimate of the carrier density due to different

behavior of these carriers. Although any band-like carriers will experience both the Lorentz

and electric forces, the hopping carriers only respond to the electric forces, resulting in carriers

being moved to opposite sides of the channel and thus a reduced hall voltage, which is inversely

proportional to the reported carrier density. The reported mobilities are calculated from both an

independent measurement of the sample conductivity as well as the Hall voltage, this time in a

direct proportionality, thus resulting in an underestimate of the mobility. We therefore note that the

mobilities we report are likely underestimated, with correspondingly overestimated carrier densities,

but this is true for both the F4TCNQ- and DDB-F72-doped P3HT samples that we use comparison.

B.13 Calculation of dopant density based on mass measurements

One simple method to obtain an estimate of the doping efficiency (the number of free carriers

produced over the dopant molecules) is to combine our AC-Hall measurements with an estimate

of the dopant density by measuring the change in mass after doping. Using the measured mass

increase and film volume (1.5 cm × 1.5 cm × 300 nm for DDB-F72 and 1.5 cm × 1.5 cm × 145

nm for F4TCNQ), the density of dopant molecules in the film can be approximated. For these

measurements, precisely cut ITO was used as the substrate for its uniformity in size and the samples

were weighed on an analytical microbalance. The samples were placed under rough-pump vacuum

before the measurements were taken to remove any residual solvent. A set of 6 repeats were

measured for each dopant and the results are shown in Tables B.7 and B.8.

For DDB-F72, the average dopant density is 6.9×1020 cm−3 with a standard deviation (σ) of
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0.6×1020 cm−3. Therefore, the carrier density we obtain via our AC Hall measurements (7.9×1020

cm−3) lies well within the 95% confidence limits (2σ) of this data (5.7 to 8.1×1020 cm−3), as

discussed in the main text. This means that we have about as many carriers as we do dopants and a

doping efficiency of ∼100%, supporting the notion that the majority of carriers in DDB-F72 doped

films are free due to the reduced Coulomb interaction between the shielded anion and the polaron.

Finally, the fact that the carriers measured via the AC Hall effect fall at the upper limit of this range

is likely due to the tendency of Hall measurements to overestimate the number of free carriers due

to screening effects, as discussed above.

For F4TCNQ, the average dopant density is 4.8(9)×1021 cm−3 while the carrier density found

via AC-Hall is 4.3×1020 cm−3, yielding a doping efficiency of ∼10%, an order of magnitude lower

than for DDB-F72. It should be noted that the 10% value we measure is slightly higher then the

5% value determined in careful previous work by Pingel and Neher.102, 103 The reasons for this

could be two-fold. One is that we are in a much higher doping regime than the previous work and

therefore have started to saturate traps and thus have increaed the proportion of free carriers. The

other is that, as mentioned in the main text, the AC Hall effect has the potential to overestimate the

free carrier density due to screening of the applied magnetic field by the low-mobility carriers, so

that the ratio of free carriers to dopants could be slightly lower than what we report.

Table B.7: Mass measurements of 6 films before and after doping and carrier density of DDB-F72-
doped P3HT films based on the measured mass and a film volume of 1.5 cm × 1.5 cm × 300 nm

Glass + P3HT (g) Glass + P3HT + 1 mM DDB-F72 (g) Mass DDB-F72 (µg) n DDB-F72 (/cm3)

0.399808(5) 0.400019(5) 211 6.2E+20

0.389582(5) 0.389830(5) 248 7.3E+20

0.399402(5) 0.399622(5) 220 6.4E+20

0.390810(5) 0.391028(5) 218 6.4E+20

0.385742(5) 0.386002(5) 260 7.6E+20

0.391792(5) 0.392044(5) 252 7.4E+20

6.9(6)E+20
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Table B.8: Mass measurements of 6 films before and after doping and carrier density of F4TCNQ-
doped P3HT films based on the measured mass and a film volume of 1.5 cm × 1.5 cm × 145 nm

Glass + P3HT (g) Glass + P3HT + 3.6 mM F4TCNQ (g) Mass F4TCNQ (µg) n F4TCNQ (/cm3)

0.389934(5) 0.389996(5) 62 4.1E+21

0.391344(5) 0.391430(5) 86 5.7E+21

0.360448(5) 0.360504(5) 56 3.7E+21

0.360234(5) 0.360316(5) 82 5.5E+21

0.397418(5) 0.397502(5) 84 5.6E+21

0.384942(5) 0.385002(5) 60 4.0E+21

4.8(9)E+21
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APPENDIX C

Supplementary information for: The effects of dopant electron

affinity at fixed counterion distance on the production of free

carriers in conjugated polymers

C.1 Experimental Methods

C.1.1 Materials

P3HT (Rieke metals inc., 4002-EE, Mn = 50-70 kg/mol, regioregularity 91-94%) and F4TCNQ

(TCI Chemicals) were purchased and used as received. The DDBs were synthesized following

previously reported microwave based procedures.141, 152 Microwave reactions were performed

using a CEM Discover SP microwave synthesis reactor. The reactions were conducted in glass

10 mL microwave reactor vials purchased from CEM with silicone/PTFE caps equipped with a

stirbar. Benzyl bromides were purchased from Oakwood Chemicals and used as received. N,N-

diisopropylethylamine (>99 %) was purchased from Sigma Aldrich and used as received. Reagent

grade hexanes, acetone, and ethyl acetate used for column chromatography were purchased from

Sigma Aldrich and used as received. The CH3CN (anhydrous, 99.8 %) used for the synthesis

of DDB-F72 was purified using a solvent purification system and was stored in a nitrogen-filled

glovebox over activated 3 Å molecular sieves.

C.1.2 Cyclic Voltammetry

Measurements were performed with a Gamry Instruments Interface 1010E potentiostat using a

glassy carbon disc working electrode, platinum wire counter electrode and a fritted Ag/AgCl
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reference electrode (fill solution: saturated KCl in MeCN). All experiments were conducted at 2

mM analyte concentration with [NnBu4]PF6 (0.1 M) supporting electrolyte in anhydrous DCM at a

scan rate of 100 mV/s and referenced to an internal Fc/Fc+ standard.

C.1.3 Film Fabrication

Substrates (either glass or silicon wafers) were cleaned by sequential sonication in alconox detergent

solution, deionized water, acetone, and isopropanol. This was followed by treatment in a harrick

plasma cleaner PDC-32G set to low RF level for 10 minutes. Subsequent film preparation steps

were carried out in nitrogen glove box atmosphere. P3HT films were spin-coated at a rate of 1000

rpm for 60 seconds from a 20 mg/mL polymer solution in 1,2-dichlorobenzene (ODCB, Sigma

aldrich, anhydrous, 99%) producing films that are ∼120-nm thick. The DDBs were infiltrated in a

second spin-coating step out of CH3CN (anhydrous, 99.8 %) at the stated concentrations in which

the solution was deposited on the pre-cast polymer film and spun at 4000 rpm for 10 seconds. Film

thicknesses were measured using a Dektak 150 stylus profilometer. The DDBs are stable in air and

structurally stable in solution, however, can undergo a redox reaction with the solvent if left for too

long, therefore solutions were used on the same day they were made.

C.1.4 Spectroscopy

UV-VIS-NIR absorption spectra were acquired from 300-2500 nm using a Shimadzu UV3101PC

Scanning Spectrophotometer for films prepared on glass substrates. FTIR data was acquired from

220-7000 cm−1 for matched samples on KBr plates using a Jasco FT/IR-420 spectrometer.

C.1.5 Conductivity

Devices for conductivity measurements were fabricated on 1.5 cm × 1.5 cm glass substrates.

Following film fabrication, electrodes were placed on the corners of the sample using PELCO

conductive silver paint. The Van der Pauw measurements were performed using a custom-built

apparatus using a Kiethley 2400 Sourcemeter controlled by Labview software where the maximum

current sourced was held to 1 mW total power. For lower conductivity samples, the only low power
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region was fit. All reported values were averaged over multiple measurements taken on at least 3

samples.

C.1.6 Neutron Reflectometry

Films for neutron reflectometry were made on 2 cm × 2 cm silicon substrates at 0.3 mM dopant

concentrations to increase signal (by maximizing size and decreasing surface roughness). Neutron

measurements were carried out at Oak Ridge National Lab on beamline 4b at the sample-air interface.

Raw data was fit to multi-layer model using Refl1D.177 Fits were performed by multiple people

independently to ensure reproducibility. Relative contribution of DDB and polymer to the active

layer SLD was calculated as a weighted average of the measured P3HT SLD and the calculated

SLD for DDB dopants. Percentages were then normalized by atomic nuclei per monomer in both

the dopant and P3HT monomer. DDB SLDs were calculated using the NIST Neutron activation and

scattering calculator.

C.1.7 X-ray Photoelectron Spectroscopy

XPS was performed using a Kratos Axis Ultra DLD spectrometer with a monochromatic Al Kα

radiation source and a charge neutralizer filament was used to control charging of the sample. A

pass energy of 20 eV was used for all spectra with a 0.1 eV step size and 300 ms dwell time.

All spectra were calibrated to the advantageous carbon 1s peak at 284.8 eV. In order to analyze

dopant infiltration, spectra of the top and bottom of the films were obtained via previously described

methods.141 Analysis was performed using CasaXPS software and the relative sensitivity factors

used were from the CASAXPS library.

C.1.8 Graxing Incidence Wide Angle X-ray Scattering

Films for 2-D GIWAXS measurements were prepared on 1.5 cm × 1.5 cm silicon substrates.

Measurements were performed at the Stanford Synchrotron Radiation Lightsource on beamline

11-3 using a wavelength of 0.9742 Å with an incidence angle of 0.12◦. Diffraction patterns were

collected in a helium chamber to increase signal-to-noise with a sample to detector distance of
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250 mm and a spot size of ∼150 µm on the image plate. The 2-D diffractograms were radially

integrated from to 0-10◦ and 80-90◦ to obtain the in-plane and out-of-plane diffraction patterns. The

IgorPro macro, Nika was used to calibrate and reduce the GIWAXS data and subsequent analysis

was performed in IgorPro. The intensities on the opposite sides of the diffractogram (90-180◦) were

also checked to ensure they matched the chosen limits. Each integration was background corrected

for substrate scattering. The subtractions were performed on the raw scattering data to ensure that

no errors occurred due to background subtraction. To ensure reproducibility in diffraction intensity

and shape, all samples were made and measured in triplicate.

C.1.9 AC-Hall

Ac-Hall effect measurements were carried out at Lakeshore Cryotronics. Devices were made on

1 cm × 1 cm glass substrates. Following film fabrication, silver electrodes were deposited on the

corners of the samples with an Angstrom Engineering, Inc. evaporator at a pressure of < (1×10−6

Torr). The silver layer was deposited at a rate of 0.5 Å/s up to 10 nm, followed by 1 Å/s to a final

total thickness of 60 nm. Samples were packaged in scintillation vials under argon atmosphere

before being sent for testing. AC magnetic field Hall measurements were performed with a Lake

Shore model 8400 series AC Hall probe system at a field strength of 0.6484 T and a current of

1.00 × 10−5. Nitrogen was flowed continuously over the samples to reduce error from sample

degradation. The technique is similar to DC Hall Effect, but with an oscillating magnetic field at

0.1 Hz such that the hall voltage (resulting from the Lorentz force) becomes time dependent. This

allows the hall voltage to be distinguished from the static misalignment offset voltage, which is

large in low mobility materials.
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C.2 Cyclic Voltammetry Measurements

The redox potentials of all dopants, including F4TCNQ, were measured in-house by cyclic

voltammetry under the same conditions to properly ascertain their relative offsets. The results for

the 0/1− redox couple are shown in Figure C.1. The offset vs. P3HT shown in the main text was

estimated based on literature values for P3HT HOMO (−5.0 eV vs vacuum) and F4TCNQ LUMO

(−5.24 eV vs vacuum).109, 124, 144

Figure C.1: CVs of all boron clusters in the 0/1− redox couple region.
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C.3 Absorption Spectroscopy Measurements

Figure C.2 shows the UV-VIS-IR absorption spectra for 0.3 mM DDB sequentially doped P3HT

(with the 1 mM data shown in Figure 1 of the main text.) The inset shows the standard energy

band diagram for the formation of polarons. Indeed, in the DDB doped P3HT spectra we see the

evidence of polarons via these signatures for all dopants with redox potentials above DDB-Bn. We

do not see a significant / full bleach of the band to band transition, even in the 1 mM films, due to

the absorption of the neutral and anionic DDBs under this peak.

Figure C.2: UV-Vis of P3HT doped with 0.3 mM solutions of the DDB clusters.
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C.4 Conductivity Measurements

To characterize the electrical conductivity of P3HT films doped with DDB clusters of varying

redox potential, we fabricated samples doped with equimolar DDB solutions. The measured

conductivities are shown in Table C.1.

Table C.1: Van der Pauw conductivity measurements of DDB doped P3HT films.

Cluster [ ] mM R� ave (Ω/�) tave (nm) Conductivity (S/cm)

0.3 (4.87 ± 0.77) × 106 131 ± 4 0.016 ± 0.003

DDB-p-F 0.5 (8.02 ± 0.72) × 105 137 ± 4 0.09 ± 0.01

1 (2.35 ± 0.63) × 105 149 ± 5 0.29 ± 0.08

0.3 (6.74 ± 0.50) × 106 139 ± 2 0.11 ± 0.01

DDB-p-Br 0.5 (4.03 ± 0.24) × 105 150 ± 3 0.17 ± 0.01

1 (1.00 ± 0.07) × 105 177 ± 2 0.56 ± 0.04

0.3 (8.28 ± 0.11) × 104 161 ± 3 0.75 ± 0.02

DDB-F36 0.5 (5.49 ± 0.13) × 104 182 ± 3 1.00 ± 0.03

1 (2.80 ± 0.18) × 104 213 ± 8 1.7 ± 0.1

0.3 (7.56 ± 0.46) × 103 195 ± 5 6.8 ± 0.5

DDB-F72 0.5 (4.65 ± 0.54) × 103 226 ± 8 9 ± 1

1 (2.89 ± 0.99) × 103 305 ± 10 12 ± 2

Devices were fabricated via sequential processing on 1.5 cm × 1.5 cm glass substrates. The Van

der Pauw technique was used to measure the sheet resistance as follows; four probes are placed on

each corner of the square sample geometry and current is flowed along one edge of the sample while

the voltage is measured across the opposite edge. The contacts are rotated 90◦, and the measurement

is repeated. The resistance values obtained from the slope of the I-V curves are fit to the Van der

Pauw equation to obtain the sheet resistance (R�). The thickness (t) of the samples was obtained

in three locations using a Dektak 150 stylus profilometer. The reported values are averages and

standard deviations of at least three samples and this errors were propagated in the calculation of

conductivity (1/R�t).
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C.5 Neutron Reflectometry

Active layer SLDs are a weighted average of the SLDs of the contributing materials; P3HT and

DDB dopant. A sample calculation to obtain the P3HT monomer:DDB-F36 dopant is presented

here. From our measurements and calculations we have:

Measured P3HT SLD = 0.56

Calculated DDB-F36 SLD = 1.9

Measured Active Layer SLD = 1.17

Let x be the weighted fraction of P3HT in the film. Then 1− x is the weighted fraction of DDB-F36

and their relative contributions to the average SLD follows the relationship:

0.56x+1.9(1− x) = 1.17 (C.1)

The solution is x = 0.544, thus 1− x = 0.456 and the nuclear ratio of P3HT:DDB is 544:456. To

turn this into a monomer to monomer ratio, we must divide by the number of atoms in each material.

P3HT (C10H14S) has 25 atoms per monomer

DDB-F36 (C96H72B12F36) has 228 atoms per monomer

544
25

= 21.76 P3HT monomers to
456
228

= 2 DDB monomers (C.2)

Therefore the DDB-F36:P3HT monomer ratio is 1:11
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C.6 X-Ray Photoelectron Spectroscopy

To obtain information about the infiltration of the dodecaborane clusters, XPS measurements were

carried out on the top and bottom surfaces of the films. The signal from the halogens on the DDB

clusters can be referenced to the sulfur signal which comes only from P3HT and integrated peak

areas were used to calculate the reported ratios. Sample fits for the resolvable fluorine and sulfur

spectra are shown in the main text Figure 2d,e and fits for bromine are shown here in Figure C.3.

We were unable to use such a reference on DDB-Bn because the signal from boron is too weak to

be used accurately and the DDB-Bn cluster has no halogenated functional groups.

Figure C.3: Bromine 3d peak fits for DDB-p-Br doped P3HT.
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C.7 GIWAXS of P3HT Thin-Films Doped with DDBs

Representative 2D diffractograms for DDB doped P3HT are shown in Figure C.4. The clear edge-on

orientation of the polymer with respect to the substrate is observed in which the lamellar (h00)

overtones appear out-of-plane and the (010) peak appears in-plane.

Figure C.4: 2D diffractograms of representative samples of P3HT doped with each DDB at multiple
concentrations (each condition was run in triplicate).
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The out-of-plane GIWAXS curves for each DDB (with DDB-F36 shown in Figure 3 of the

main text) shows the concentration effects of each dopant and the gradual formation of a new

phase. DDB-Bn, the non-doping control, shows no structural changes. DDB-p-F increases the

crystallinity of the P3HT at the lowest doping concentration before causing the beginnings of the

new phase at 1 mM. It has been previously observe that the introduction of positive charges can

increase the order of the film through the delocalization of the positive charge.159 1 mM DDB-p-Br

shows clear coexistence of both (h00) phases as the original phase is being converted to the new

one. Co-existence of phases in films doped with DDB-F72 cannot be clearly determined due to the

overlap of the original (h00) and (h00)’ peaks, however, the appearance of the new phase is still

clear from the higher order peaks.

Figure C.5: Out-of-plane GIWAXS curves of P3HT doped with DDB clusters demonstrating the
conversion to the new (h00)’ lamellar phase.
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The in-plane GIWAXS data for each DDB dopant at three concentrations is shown in Figure C.6

and has been normalized to the (010) peak. This reveals that a disordered π-stacking peak centered

at 1.4 q grows in with increasing DDB concentration. Further, we see more of this disordered peak

for the higher redox potential DDBs. It is expected that there is more DDB cluster in the film for

both increasing concentration as well as redox-potential (based on NR), which would cause the

increased structural disorder that is observed here.

Figure C.6: Normalized in-plane GIWAXS curves of P3HT doped with DDB clusters demonstrating
an increase in disordered π-stacking peak centered at 1.4 q with both concentration and DDB redox
potential.
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C.8 Solution Doping of P3HT with DDBs

Solution doping experiments were carried out as another method to compare the effect of redox

potential on the formation of polarons in P3HT. Here, the volume and concentration (2.5 mL of 0.1

mM) of P3HT was controlled, as well as the amount of 0.1 mM dopant solution via a syringe. Both

materials were dissolved in ODCB and at these low concentrations and the doped materials remain

soluble even at the highest dopant aliquots. The solution UV-VIS-NIR spectra are shown in Figure

C.2. The advantage of this method is that the amount of dopant can be controlled precisely and is

known.

Figure C.7: Solution doping of P3HT with DDBs in ODCB at known DDB:PRU ratios.

To further elucidate trends in this data, the relevant peaks are tracked in Figure C.8. We see

that although DDB-p-Br is able to dope P3HT in film here the reorganization energy is likely too

high in solution and we get no bleach of the P3HT peak at 450 nm (tracked in Figure C.8a) and no

notable increase in either the P1 or P2 peaks (tracked in Figure C.8c,d). Still the relative doping

ability is as we expect with DDB-F36 being able to dope in solution and DDB-F72 being by far the

best dopant. For DDB-F36 we see a bleach of the P3HT peak up to 10% dopant after which the

peak increases due to absorption from the cluster itself. Similarly, P1 and P2 increase up to 10%,

after which they stay relatively constant and there is a clear change in slope. By contrast, DDB-F72

is able to continue to dope well past 10% and obtain a nearly full bleach of the P3HT bandgap

transition and larger increases in the P1 and P2 peaks that only begin to level off near 30% dopant.

For both DDB-F36 and DDB-F72, we see the formation of P3HT aggregates, indicated by the peak

at 600 nm161 (tracked in Figure C.8b). For DDB-F72 only we see a decrease in intensity in the
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P3HT aggregate peak upon further doping. These experiments support the ideas that the very high

electron affinity of DDB-F72 contributes to its ability to dope many structureal conformations of

P3HT, even those that occur upon doping.

Figure C.8: Absorbance tracked at P3HT bandgap peak (a), P3HT aggregate peak (b), P2 peak (c),
and P1 peak (d).
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C.9 FTIR of DDB-doped P3HT

Concentration dependent FTIR data for P3HT doped with each DDB cluster is shown in Figure

C.9a-c (with DDB-F72 shown in Figure 4a of the main text). In all cases, we see that as the

concentration of DDB dopant is increased, there is a slight blue shift of the P1 peak, which we

attribute to the DDB clusters packing slightly closer to the P3HT backbone as more clusters are

loaded into the polymer network. Because of this concentration dependence, we compare the closest

intensity matched P1 peaks for which the raw data is shown in Figure C.9d (normalized data is

shown in Figure 4b of the main text). Finally the P1 peaks for all doped commercially obtained

P3HT for which we have AC Hall measurements are shown in C.9e. The AC-Hall measurements

are summarized on the following page, Section C.10, in Table C.2 and the fits to this data are shown

in Section C.11, yielding a linear correlation between peak position and mobility (shown in Figure

4c of the main text).
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Figure C.9: Concentration dependent FTIR data for DDB-p-F (a), DDB-p-Br (b), and DDB-F36 (c).
Unnormalized, intensity matched FTIR data (d). P1 peaks of doped P3HT with corresponding AC-
Hall mobility measurements (e).
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C.10 AC-Hall Measurements

AC-Hall measurements were obtained for DDB-F36 and compared to our previously obtained

measurements for DDB-F72
141 and F4TCNQ.87 Films with conductivities under 1 S/cm are below

the limits that can be accurately measured with AC-Hall. All samples compared were prepared with

commercial P3HT (MW 50-70 kg/mol and regiogregularity 91-94%). We see that doping with the

DDB clusters result in higher mobilities than even the high crystallinity P3HT doped with F4TCNQ.

DDB-F72 results in the highest carrier density, likely due to its ∼0.5 eV greater energetic compared

to the other dopants. The F4TCNQ films still have relatively high carrier densities likely due to the

higher dopant solution concentration and potentially greater infiltration of the small molecule. We

note that the mobility tracks with the peak positions of the corresponding FTIR peaks (shown in

Figure C.9). We fit the P1 region in the following section and report the obtained correlation with

mobility in Figure 4c of the main text.

Table C.2: Comparison of carrier density (n), mobility (µ) and conductivity (σ) measured by the AC
Hall effect for doped P3HT films.

Sample n (1/cm3) µ(cm2/Vs) σ (S/cm)

1 mM DDB-F72 7.90 × 1020 0.1 12.9

1 mM DDB-F36 1.40 × 1020 0.074 1.6

3.6 mM F4TCNQ (crystalline P3HT) 7.10 × 1020 0.05 5.7

3.6 mM F4TCNQ (amorphous P3HT) 5.90 × 1020 0.02 1.4
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C.11 Fits of UV-VIS-FTIR Data (P1 Region)

To determine the peak centers of the P1 peaks in doped P3HT films, we fit the P1 region of the

absorbance data to a Gaussian as shown in equation C.3 where A is the Amplitude, c is the center,

and ω is the width.
g(x;A,c,ω) =

A
ω
√

2π
e−(x−c)2/2ω2

(C.3)

The values we obtain agree with the full fits for the DDB-doped films we present in Section

C.12, justifying this simplified method for fitting the data. For F4TCNQ films we fit the region

between 0.18 and 0.8 eV and for DDB doped films we fit from 0.18 to 0.6 eV to best encompass the

center of the peak. The fitting was performed in python using lmfit’s built in Gaussian model. The

resulting fits are shown in Figure C.10 and the fit parameters are reported in the inset tables. The

errors on the fit parameters are smaller than the last reported significant digit. The F4TCNQ peaks

are both more blue shifted than the DDB peaks with the following order of peak centers:
(blue)− F4TCNQ (amorphous) > F4TCNQ (crystalline) > DDB-F36 > DDB-F72 −(red)

Figure C.10: Fits of P1 region for F4TCNQ-doped low crystallinity P3HT (a) and high crystallinity
P3HT (b) with data taken from Ref. 87. Fits of our 1 mM DDB-F36 (c) and DDB-F72 doped P3HT (d).
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C.12 Fits of UV-VIS-FTIR Data (Full)

To fit the full DDB doped P3HT spectra, we began with the absorption spectrum of a pure P3HT

film. Since P3HT has many vibronic transitions and both the anion and neutral spectra of the

DDBs absorb under P3HT’s peak, we will not try to pull out any quantitative information from this

region. However, since there is overlap between this region and the tail of the P3 polaron peak, it is

important for the rest of the fitting to get this region qualitatively right.

We implement four gaussians to fit P3HT: one for the main band-to-band transition and three

for the vibronic transitions associated with the crystalline π-stacking structure of P3HT. We find

that in order to reproduce the P3HT spectrum, we need to add a Rayleigh scattering term. Rayleigh

scattering occurs if a sample contains particles smaller than the wavelength of light such as the

crystalline aggregates that exist in our thin films and is proportional to λ−4. Since the scattered light

will not reach the detector, it will be interpreted as absorption. Therefore, the equation used for this

scattering term is as follows (in terms of energy) where k is a constant fit parameter:

Scat(x;k) = log10
1

1− k(hc
x )
−4

(C.4)

The peak centers obtained correspond well to previously reported values for the bandgap

transition (Eg = 2.78 eV) as well as the singlet exciton (S0 = 2.05 eV), exciton +1 phonon (S1 =

2.22) , and exciton +2 phonons (S2 = 2.43).178

Figure C.11: P3HT film fit to the bandgap and three vibrational transitions with a scattering back-
ground.
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To fit the full DDB doped P3HT spectra, we fix the obtained centers of the P3HT transitions

to +/- 0.1 eV and let their widths and amplitudes vary freely. We also add a gaussian for the DDB

neutral and DDB anion at their approximate locations (+/- 0.25 eV). We use one gaussian per

polaron transition, and unlike the region under P3HT these are well resolved. Thus, our final fitting

model is as follows:

f (x) = gP1 +gP2 +gP3 +gS0 +gS1 +gS2 +gEg +gDDB0 +gDDB1−+Scat (C.5)

The full fits with their decompositions are shown in Figures C.12 and C.13 and the obtained fit

parameters are summarized in Table C.3 for which again the errors obtained are smaller than the

last reported significant digit.

Figure C.12: Full fits of 1 mM DDB doped P3HT films.
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Figure C.13: Full fits of 0.3 mM DDB doped P3HT films.
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Table C.3: Summary of git parameters obtained for P1, P2 and P3 peaks from the full fits of the
UV-VIS-FTIR data.

0.3 mM Concentration 1 mM Concentration

P1 P2 P3 P1 P2 P3

A 0.0237 0.0121 0.0199 0.0547 0.00896 0.0187

DDB-p-F c 0.339 1.25 1.64 0.340 1.27 0.165

ω 0.206 0.119 0.430 0.185 0.0839 0.199

A 0.0436 0.0137 0.035 0.0817 0.0160 0.0305

DDB-p-Br c 0.328 1.25 1.64 0.334 1.28 1.65

ω 0.201 0.120 0.240 0.196 0.104 0.0201

A 0.0878 0.0237 0.0649 0.127 0.0201 0.0573

DDB-F36 c 0.369 1.29 1.65 0.363 1.32 1.67

ω 0.205 0.120 0.218 0.199 0.108 0.221

A 0.170 0.073 0.0799 0.348 0.0898 0.143

DDB-F72 c 0.363 1.32 1.73 0.330 1.37 1.72

ω 0.261 0.180 0.192 0.312 0.176 0.250
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APPENDIX D

Data Fitting in Python: Deconvolution of Multiple Peaks and

Background

D.1 A simple example: Two overlapping gaussians and an exponential

To make sure our code is working correctly, let us begin with a simple example of two

overlapping gaussians and an exponential with known model parameters. This section is

adapted from Example 3 of https://lmfit.github.io/lmfit-py/builtin_models.html but with more

detail and is based on fitting data from NIST’s website. Download the Gauss2 data file from

https://itl.nist.gov/div898/strd/nls/data/gauss2.shtml and save only the xy data values as Gauss2.dat

in the same directory as you Python notebook.

Step 1: Import packages. At the start of every python script, we import relevant packages and can

give them names (using "as") to make it easier to call upon them later.� �
1 import numpy as np #math package

2 import matplotlib.pyplot as plt #plotting package

3 from lmfit.models import ExponentialModel , GaussianModel #built in models� �
Step 2: Load data. Next load the data we want to fit (again make sure Gauss2.dat is in the same

directory as your python code), create x and y variables from the dataset, and plot the data to see

what it looks like:� �
4 dat = np.loadtxt(’Gauss2.dat’)

5 x = dat[:, 1]

6 y = dat[:, 0]

7 plt.plot(x, y, ’b’)� �
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The output should look like this:

Figure D.1: Plot of sample data to fit

Step 3: Define the fitting model. Now it is time to define the model. We can see from the data

that this looks like two convoluted gaussians with an exponential background. Python’s LMFIT

package has predefined exponential and gaussian models that we will use here. (In the next section,

we will go through how to define our own model.) The definitions of the built in models are well

documented here: https://lmfit.github.io/lmfit-py/builtin_models.html. The benefit of using LMFIT

over SCIPY is the ability to define prefixes and set constraints for the model parameters. This

makes dealing with many parameters MUCH easier. Further, in order to obtain a good fit, the initial

guesses must be reasonable. Sometimes, this takes several guesses to get right, but plotting the

initial guess (as done here) can help.� �
8 #Create EXPONENTIAL model with prefix exp_

9 exp_mod = ExponentialModel(prefix=’exp_’)

10 #Let LMFIT make initial guess of parameters using xy data

11 pars = exp_mod.guess(y, x=x)

12

13 #Create GAUSSIAN model with prefix g1_

14 gauss1 = GaussianModel(prefix=’g1_’)

15 #Create parameters
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16 pars.update(gauss1.make_params())

17 #Set inital guesses and constraints

18 pars[’g1_center’].set(value=105, min=75, max=125)

19 pars[’g1_sigma’].set(value=15, min=3)

20 pars[’g1_amplitude’].set(value=2000, min=10)

21

22 #Create another GAUSSIAN model with prefix g2_

23 gauss2 = GaussianModel(prefix=’g2_’)

24 #Create parameters

25 pars.update(gauss2.make_params())

26 #Set inital guesses and constraints

27 pars[’g2_center’].set(value=155, min=125, max=175)

28 pars[’g2_sigma’].set(value=15, min=3)

29 pars[’g2_amplitude’].set(value=2000, min=10)

30

31 #Define model as the sum of two gaussians and an exponential

32 mod = gauss1 + gauss2 + exp_mod� �
Step 4: Run the fit, print and plot the results. Evaluate the model with our initial parameters and

run the fit. Depending on the complexity of the fitting function, this step may take a while. Finally,

it is important to plot the initial guess and best fit, as well as the components of the fit.� �
33 init = mod.eval(pars, x=x) #evaluate the model using our initial parameters

34 out = mod.fit(y, pars, x=x) #fit the model

35 print(out.fit_report(min_correl=0.5)) #print fit statistics

36

37 #Plot data, initial guess, and best fit on left plot

38 fig, axes = plt.subplots(1, 2, figsize=(12.8, 4.8))

39 axes[0].plot(x, y, ’b’)

40 axes[0].plot(x, init, ’k−−’, label=’initial fit’)
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41 axes[0].plot(x, out.best_fit , ’r−’, label=’best fit’)
42 axes[0].legend(loc=’best’)

43

44 #Plot individual components on right plot

45 comps = out.eval_components(x=x)

46 axes[1].plot(x, y, ’b’)

47 axes[1].plot(x, comps[’g1_’], ’g−−’, label=’Gaussian component 1’)
48 axes[1].plot(x, comps[’g2_’], ’m−−’, label=’Gaussian component 2’)
49 axes[1].plot(x, comps[’exp_’], ’k−−’, label=’Exponential component’)
50 axes[1].legend(loc=’best’)

51 plt.show()� �
The output should look like this:

Figure D.2: Plot of initial and best fit to sample data (left) and fit components (right).

The best fit parameters and fit statistics will also print in the Python notebook. We obtain a good fit

to this data and can see that the obtained values of the parameters match those on the NIST website

from which the data was obtained. In general, we want to make sure that the final fit closely matches

the data and that none of the parameter values are at the bounds that we set, which will be stated

explicitly in the output. If the best fit did not match the data well, often the fit can be improved by

giving a better initial guess (which can be done iteratively). Otherwise, it may be that the model is
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not a good representation of the data and should be changed.

D.2 Fitting the full UV-VIS-FTIR spectrum of a DDB doped P3HT sample.

D.2.1 Pure P3HT spectrum only

Step 1: Import packages. Now we will move on to fitting actual DDB doped P3HT data, however,

since the P3HT region itself is so complicated, let us first begin with that region alone. As before

the first step is to import necessary packages:� �
1 import pandas as pd #convenient data structures package

2 import numpy as np

3 from numpy import exp, sqrt, pi

4 import matplotlib.pyplot as plt

5 import matplotlib.colors as mcolors #purely cosmetic for plots

6 import lmfit

7 from lmfit.models import GaussianModel� �
Step 2: Load data. Next we import the data. Since we are loading an excel file, it is convenient to

use the pandas package. Simply replace PATHTOFILE with the path to you data file including the

file name. This will load the data into a data frame. I have selected the relevant regions of the data

using iloc and the last step since we’re still in the data frame structure is to select the values. Finally

we plot the data.� �
8 #import and select xy data to fit

9 data = pd.read_excel (r’PATHTOFILE.xlsx’)

10 energy = pd.DataFrame(data, columns= [’XDATA’])

11 x = energy.iloc[1000:3950,:] #selected data

12 P3HT = pd.DataFrame(data, columns= [’YDATA’])

13 y = P3HT.iloc[1000:3950,:] #selected data

14 x=x.values[:,0]

15 y=y.values[:,0]
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16

17 #plot data

18 plt.plot(x,y,’k’,label=’Pure P3HT’)

19 plt.legend(loc=’best’,fontsize=14)

20 plt.xlabel(’Energy (eV)’, fontsize=14)

21 plt.ylabel(’Absorbance (O.D)’, fontsize=14)

22 plt.xticks(fontsize=14)

23 plt.yticks(fontsize=14)

24 plt.margins(x=0)

25 plt.ylim(0,0.6)� �
In this case the output of the pure P3HT spectrum looks as follows:

Figure D.3: Plot of pure P3HT film absorbance

Step 3: Define the fitting model. We can clearly see the vibronic structure of P3HT, however,

additionally there is a background which we attribute to Rayleigh scattering. Our model therefore

includes four gaussians, one for the main band-to-band transition and three for the vibronic transi-

tions associated with the crystalline π-stacking structure of P3HT,178 and a Rayleigh scattering that

we define ourselves taking the form:
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S(x;k) = log10
1

1− k(hc
x )
−4

(D.1)� �
26 #Create GAUSSIAN model with prefix g1_

27 gauss1 = GaussianModel(prefix=’g1_’)

28 pars = gauss1.guess(y, x=x)

29 pars[’g1_center’].set(value=2.05, min=2.0, max=2.1)

30 pars[’g1_sigma’].set(value=0.09, min=0.06, max=0.1)

31 pars[’g1_amplitude’].set(value=0.027, min=0.01, max=0.04)

32

33 #Create GAUSSIAN model with prefix g2_

34 gauss2 = GaussianModel(prefix=’g2_’)

35 pars.update(gauss2.make_params())

36 pars[’g2_center’].set(value=2.21, min=2.21, max=2.27)

37 pars[’g2_sigma’].set(value=0.09, min=0.07, max=0.1)

38 pars[’g2_amplitude’].set(value=0.05, min=0.02, max=0.1)

39

40 #Create GAUSSIAN model with prefix g3_

41 gauss3 = GaussianModel(prefix=’g3_’)

42 pars.update(gauss3.make_params())

43 pars[’g3_center’].set(value=2.38, min=2.35, max=2.45)

44 pars[’g3_sigma’].set(value=0.09, min=0.07, max=0.1)

45 pars[’g3_amplitude’].set(value=0.14, min=0.05, max=0.2)

46

47 #Create GAUSSIAN model with prefix g4_

48 gauss4 = GaussianModel(prefix=’g4_’)

49 pars.update(gauss4.make_params())

50 pars[’g4_center’].set(value=2.65, min=2.55, max=2.8)

51 pars[’g4_sigma’].set(value=0.14, min=0.1, max=0.4)
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52 pars[’g4_amplitude’].set(value=0.05, min=0.01, max=0.3)

53

54 #Define rayleigh scattering function

55 def rayleigh(x, const):

56 return np.log10(1/(1−const∗(1240/x)∗∗−4))
57

58 #Create model from function

59 scat = lmfit.Model(rayleigh)

60 pars.update(scat.make_params())

61 pars[’const’].set(value=5e9, min=4e9, max=5e10)

62

63 mod = gauss1 + gauss2 + gauss3 + gauss4 + scat� �
In order to fit a custom function, first we define the function and then create a model based on that

function which makes the function variables into parameters for our model.

Step 4: Run the fit, print and plot the results. As before, we run the fit and plot the results. The

plot is more detailed with colors for clarity.� �
64 init = mod.eval(pars, x=x)

65 out = mod.fit(y, pars, x=x)

66 print(out.fit_report(min_correl=0.5))

67

68 fig, axes = plt.subplots(1, 2, figsize=(12.8, 4.8))

69 axes[0].plot(x, y, ’k’, label=’Pure P3HT’)

70 axes[0].plot(x, out.best_fit , ’r’, label=’Fit’)

71

72 axes[0].set_xlabel(’Energy (eV)’, fontsize=14)

73 axes[0].set_ylabel(’Absorbance (O.D)’, fontsize=14)

74 axes[0].tick_params(axis="both", labelsize=12)

75
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76 comps = out.eval_components(x=x)

77 axes[1].plot(x, y, ’k’, label=’Pure P3HT’)

78 axes[1].plot(x, out.best_fit , ’r’, label=’Fit’)

79 axes[1].plot(x, comps[’g1_’],’−−’, color="blue", label=’P3HT S$_0$’)
80 axes[1].plot(x, comps[’g2_’], ’−−’, color="deepskyblue", label=’P3HT S$_1$’)
81 axes[1].plot(x, comps[’g3_’], ’−−’, color="blueviolet", label=’P3HT S$_2$’)
82 axes[1].plot(x, comps[’g4_’], ’−−’, color="mediumvioletred", label=’P3HT E$_g$

’)

83 axes[1].plot(x, rayleigh(x,out.params[’const’].value), ’−−’, color="darkgrey",
label=’Scattering’)

84 axes[1].legend(loc=’best’,fontsize=14)

85 axes[1].set_xlabel(’Energy (eV)’, fontsize=14)

86 axes[1].set_ylabel(’Absorbance (O.D)’, fontsize=14)

87 axes[1].tick_params(axis="both", labelsize=12)

88

89 P3HTaggregates = comps[’g1_’] + comps[’g2_’] + comps[’g3_’] + comps[’g4_’]

90 axes[0].plot(x, P3HTaggregates , ’b−−’, label=’P3HT aggregates’)
91 axes[0].legend(loc=’best’,fontsize=14)

92 axes[0].margins(x=0)

93 axes[1].margins(x=0)

94 plt.show()� �
Fit to the P3HT data :

The peak centers obtained correspond well to previously reported values for the bandgap

transition (Eg = 2.78 eV) as well as the singlet exciton (S0 = 2.05 eV), exciton +1 phonon (S1 = 2.22)

, and exciton +2 phonons (S2 = 2.43)178 and give us good initial guesses for the more complicated

full fit of the DDB spectra.
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Figure D.4: Best fit to P3HT data and sum of P3HT components (left) and individual fit components
(right).

D.2.2 Full fit of DDB doped P3HT

Let us use the 1 mM DDB-p-F doped P3HT spectrum as an example.

Step 1: Import packages. Begin by importing necessary packages:� �
1 import pandas as pd

2 import numpy as np

3 from numpy import exp, sqrt, pi

4 import matplotlib.pyplot as plt

5 import lmfit

6 import matplotlib.colors as mcolors

7 from lmfit.models import GaussianModel� �
Step 2: Load data. Load data and plot doped P3HT absorption spectrum:� �

8 data = pd.read_excel (r’PATHTOFILE.xlsx’)

9 energy = pd.DataFrame(data, columns= [’XDATA’])

10 energy = energy.iloc[1100:5820,:]

11 pF = pd.DataFrame(data, columns= [’YDATA’])

12 pF = pF.iloc[1100:5820,:]

13 x=x.values[:,0]
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14 y=y.values[:,0]

15

16 plt.plot(x,y,"k",label=’para−F’)
17 plt.legend(loc=’best’,fontsize=14)

18 plt.xlabel(’Energy (eV)’, fontsize=14)

19 plt.ylabel(’Absorbance (O.D)’, fontsize=14)

20 plt.xticks(fontsize=14)

21 plt.yticks(fontsize=14)

22 plt.margins(x=0)

23 plt.ylim(0,0.6)� �
The full spectrum we are fitting looks as follows:

Figure D.5: Plot of 1 mM DDB-p-F doped P3HT absorbance.

Now in addition to the 4 gaussians under the broad P3HT absorption and our scattering back-

ground, we will add a gaussian for the P1, P2 and P3 polaron peaks. Additionally, the neutral and

anionic form of DDBs absorb under the P3HT peak at around 2.3 and 2.6 eV, respectively. While

we will add a gaussian for each of these, because of how many peaks overlap in that region, it will

be impossible to obtain useful information from this region. Still, it is important to get the peak

shape correct since these peaks overlap with the P3. Therefore, our model and our fit will be defined
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as follows:

Step 3: Define the fitting model.� �
24 p1 = GaussianModel(prefix=’p1_’)

25 pars = p1.guess(y, x=x)

26 pars[’p1_center’].set(value=0.35, min=0.2, max=0.4)

27 pars[’p1_sigma’].set(value=0.21)

28 pars[’p1_amplitude’].set(value=0.06, min=0.01)

29

30 p2 = GaussianModel(prefix=’p2_’)

31 pars.update(p2.make_params())

32 pars[’p2_center’].set(value=1.25, min=1.2, max=1.3)

33 pars[’p2_sigma’].set(value=0.12, min=0.05, max=0.15)

34 pars[’p2_amplitude’].set(value=0.015, min=0.008)

35

36 p3 = GaussianModel(prefix=’p3_’)

37 pars.update(p3.make_params())

38 pars[’p3_center’].set(value=1.63, min=1.6, max=1.65)

39 pars[’p3_sigma’].set(value=0.12, min=0.05, max=0.2)

40 pars[’p3_amplitude’].set(value=0.015, min=0.01)

41

42 gauss1 = GaussianModel(prefix=’g1_’)

43 pars.update(gauss1.make_params())

44 pars[’g1_center’].set(value=2.05, min=2.045, max=2.055)

45 pars[’g1_sigma’].set(value=0.09, min=0.04, max=0.1)

46 pars[’g1_amplitude’].set(value=0.036, min=0.02, max=0.05)

47

48 gauss2 = GaussianModel(prefix=’g2_’)

49 pars.update(gauss2.make_params())

50 pars[’g2_center’].set(value=2.21, min=2.15, max=2.25)
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51 pars[’g2_sigma’].set(value=0.08, min=0.05, max=0.1)

52 pars[’g2_amplitude’].set(value=0.056, min=0.045, max=0.07)

53

54 gauss3 = GaussianModel(prefix=’g3_’)

55 pars.update(gauss3.make_params())

56 pars[’g3_center’].set(value=2.38, min=2.37, max=2.39)

57 pars[’g3_sigma’].set(value=0.1, min=0.08, max=0.15)

58 pars[’g3_amplitude’].set(value=0.07, min=0.05, max=0.1)

59

60 gauss4 = GaussianModel(prefix=’g4_’)

61 pars.update(gauss4.make_params())

62 pars[’g4_center’].set(value=2.6, min=2.59, max=2.61)

63 pars[’g4_sigma’].set(value=0.16, min=0.1, max=0.2)

64 pars[’g4_amplitude’].set(value=0.08, min=0.06, max=0.11)

65

66 gaussn = GaussianModel(prefix=’gn_’)

67 pars.update(gaussn.make_params())

68 pars[’gn_center’].set(value=2.35, min=2.3, max=2.4)

69 pars[’gn_sigma’].set(value=0.15, min=0.1, max=0.2)

70 pars[’gn_amplitude’].set(value=0.01, min=0.01, max=0.04)

71

72 gaussa = GaussianModel(prefix=’ga_’)

73 pars.update(gaussa.make_params())

74 pars[’ga_center’].set(value=2.6, min=2.5, max=2.7)

75 pars[’ga_sigma’].set(value=0.15, min=0.1, max=0.2)

76 pars[’ga_amplitude’].set(value=0.01, min=0.01, max=0.04)

77

78 def rayleigh(x, const):

79 return np.log10(1/(1−const∗(1240/x)∗∗−4))
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80 scat = lmfit.Model(rayleigh)

81 pars.update(scat.make_params())

82 pars[’const’].set(value=1.1e10, min=1e10, max=1.2e10)

83

84 mod = p1 + p2 + p3 + gauss1 + gauss2 + gauss3 + gauss4 + gaussn + gaussa +

scat� �
Step 4: Run the fit, print and plot the results.� �

85 init = mod.eval(pars, x=x)

86 out = mod.fit(y, pars, x=x)

87 print(out.fit_report(min_correl=0.5))

88

89 fig, axes = plt.subplots(1, 2, figsize=(12.8, 4.8))

90 axes[0].plot(x, y, ’k’, label=’1 mM DDB−$\mathit{p}$−F’)
91 axes[0].plot(x, init, ’b−−’, label=’initial fit’)
92 axes[0].plot(x, out.best_fit , ’r−’, label=’Fit’)
93 axes[0].legend(loc=’best’,fontsize=13)

94 axes[0].set_xlabel(’Energy (eV)’, fontsize=14)

95 axes[0].set_ylabel(’Absorbance (O.D)’, fontsize=14)

96 axes[0].tick_params(axis="both", labelsize=14)

97 axes[0].set_ylim(0,0.75)

98

99 comps = out.eval_components(x=x)

100 axes[1].plot(x, y, ’k’,label=’1 mM DDB−$\mathit{p}$−F’)
101 axes[1].plot(x, out.best_fit , ’r’, label=’Fit’)

102 axes[1].plot(x, comps[’p1_’], ’−−’, color="salmon", label=’P1’)
103 axes[1].fill_between(x, comps[’p1_’], facecolor="salmon", alpha=0.5)

104 axes[1].plot(x, comps[’p2_’], ’−−’, color="darkorange", label=’P2’)
105 axes[1].plot(x, comps[’p3_’], ’g−−’, label=’P3’)
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106 axes[1].fill_between(x, comps[’p3_’], facecolor="g", alpha=0.5)

107 axes[1].fill_between(x, comps[’p2_’], facecolor="darkorange", alpha=0.5)

108 axes[1].plot(x, comps[’g4_’], ’−−’,color="royalblue", label=’P3HT’)
109 axes[1].fill_between(x, comps[’g4_’], facecolor="royalblue", alpha=0.5)

110 axes[1].plot(x, comps[’g5_’],’−−’, color="royalblue")
111 axes[1].fill_between(x, comps[’g5_’], facecolor="royalblue", alpha=0.5)

112 axes[1].plot(x, comps[’g6_’], ’−−’,color="royalblue")
113 axes[1].fill_between(x, comps[’g6_’], facecolor="royalblue", alpha=0.5)

114 axes[1].plot(x, comps[’g7_’], ’−−’,color="royalblue")
115 axes[1].fill_between(x, comps[’g7_’], facecolor="royalblue", alpha=0.5)

116 axes[1].plot(x, comps[’g8_’], ’m−−’, label=’DDB anion’)
117 axes[1].fill_between(x, comps[’g8_’], facecolor="m", alpha=0.5)

118 axes[1].plot(x, comps[’g9_’], ’−−’, color="gold", label=’DDB neutral’)
119 axes[1].fill_between(x, comps[’g9_’], facecolor="yellow", alpha=0.5)

120 axes[1].plot(x, rayleigh(x,out.params[’const’].value), ’−−’, color="darkgrey",
label=’Scattering’)

121 axes[1].legend(loc=’upper left’,fontsize=13,ncol=1)

122 axes[1].set_xlabel(’Energy (eV)’, fontsize=14)

123 axes[1].set_ylabel(’Absorbance (O.D)’, fontsize=14)

124 axes[1].tick_params(axis="both", labelsize=14)

125 axes[1].set_ylim(0,0.8)

126 plt.show()� �
And our result is as follows:
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Figure D.6: Initial and best fit to DDB-p-F doped P3HT data (left) and individual fit components
(right).
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APPENDIX E

Maintenance and Modifications of Lab Equipment

E.1 Ångstrom Thermal Evaporator

The water cooling for the sample stage in the Angstrom thermal evaporator was modified to run

off a heat exchanger system for separation from the house water cooling line. The change was

implemented after it was discovered that the water in the house line caused corrosion of the entire

ferrofluidic rotary (which allows the sample stage to turn) causing it to seize as well as another

corrosion of another blank. The cause of the damage was attributed to the poor house water quality

with excess iron oxide content. With the addition of a heat exchanger water cooling system, the

following SOP should be followed when running an evaporation. Note that this focuses on the

instrumentation and not the details of running a specific evaporation program.

Procedure for running an evaporation:

1. Make sure the reservoir (see Figure E.1a) is filled with water (50% tap water, 50% DI

water).

2. Open the valves for the house water (see Figure E.1b).

This will allow cold water from the house line to run through the heat exchanger. There are

five valves total (circled in red in Figure E.1b) but we typically operate one set on the supply

and return lines (in this case the white ones).

3. Turn on the chiller (see Figure E.1c).

If a horrid alarm sounds, go back to step 1 and fill the reservoir. The pump moves the reservoir

water through the heat exchanger and allows it to cool via contact with the house water.
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Figure E.1: a) Chiller water reservoir b) House water supply and return lines c) chiller front panel.

4. Let the chiller run for 20 minutes before starting your evaporation.

This gives enough time for the water in the heat exchanger to cool.

5. Run the evaporation.

Once the pressure has reached < 1 × 10−6 Torr, you can run the evaporation.

6. Turn off the heat exchanger system.

When finished, allow 20 minutes for samples to cool before turning off the heat exchanger

system. To turn off the cooling system, simply turn off the heat exchanger and then close the

two valves you opened (one supply and one return) on the house line.

Things to check to ensure proper operation (and how to troubleshoot them):

• When you start pumping down the evaporator, first the rough pump will run, followed by the

turbo pump. It should only take about 10 minutes for the turbo pump to kick in (indicated by

a higher wattage on the top right of the Inficon display and a whirring sound) and 20 minutes

for the system to reach base pressure. Always listen for happy pumps. If the rough pump

sounds really bad, it probably needs to have the pump oil changed. The turbo pump is happy

if it sits around 8W once base pressure is achieved and does not make noise. If the system

takes a long time to pump down, or cannot reach 1 × 10−8 Torr after a weekend of pumping

down, first clean the inner plates. If still no improvement, this might indicate a leak in the

system.
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• After step 4, check that cool water is flowing through the water lines going to the evaporator.

When placing your hand on the lines, it should feel cool to the touch and a slight vibration

indicates flow. If it appears not to be cool, check that the house water lines are fully open and

running and you have properly followed previous steps. If there appears to be no flow, but

everything is correct, there may be a blockage in the line (although this has been pretty rare).

You can remove one of the small hose attachments from the heat exchanger and rinse the line

with water.

• As you are running an evaporation, take a look through the window in back of the evaporator.

You should be able to see that the sample stage is turning and, once you have reached a high

enough power, that the area near your chosen source is glowing red with heat. If the stage is

not turning, make sure the speed control on the front panel is on at least level 2. If there is

no red source, there might be something wrong with the settings or type of metal you have

chosen. Double check your source, pocket, and metal settings. Also check that your resistive

boat is still in place.

• If these trouble shooting steps do not work and you are having problems, contact Ångstrom,

they are extremely helpful.

E.2 The Nitrogen Glovebox

The solenoid valves that were connected to the purge and vacuum lines near the small antechamber

were problematic for a long time. So much so that the following step was a regular part of the

procedure that will forever be immortalized here:

Figure E.2: Previous faulty solenoid valve (replaced twice!)
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Solenoid valves rely on an electromagnet to lift a plunger against a spring when energized,

and go back to closed position when de-energized via the spring action. The problem is that

there is no good way to ensure the valve is either open or closed and since regeneration of

the purifier material releases caustic fluid, the purge valve would corrode and stop working.

Therefore, these were replaced with manual ball valves, however, since the regeneration

runs on a timed program IT IS VERY IMPORTANT THAT YOU BE THERE WHEN THE

VALVES NEED TO BE OPENED OR CLOSED! The full regeneration procedure is now as follows:

Procedure for Nitrogen Glovebox Regeneration

1. Perform a quick purge of the glove box for 30-60 min. Do this by attaching the clear tube

located at the fume hood to the valve that allows outside air back into the small antechamber.

This tube should be attached to an oil bubbler in the nearest fume hood. Open the small

antechamber refill valve and the valve that opens the antechamber to outside air that now has

the hose attached to it. Increase the pressure of the glovebox until a steady flow of nitrogen

is seen leaving the box (bubbles in the bubbler). Let flow for desired time, then lower the

pressure and close all valves of the antechamber and remove hose.

2. Switch the circulation toggle to the OFF position (center) on the side of the glovebox. You

should hear the fan stop.

3. Close the ball valves leading to and from the cylinder containing the regeneration material

(molecular sieves and charcoal) located on the outside of the glove box.
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4. Check to make sure the timer on the side of the glove box is in the vacuum position. (Should

be at the end of the purge step. DO NOT hold it down to vacuum or it will open all the valves

and pull vacuum on everything!)

5. Switch the circulation toggle to the REGENERATE position and open the ball valve to the

vacuum line (circled in red). This will open only the cylinder to the vacuum. Let it pump

down for 30-60 min. Switch the circulation toggle back to the OFF position, and slowly open
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the ball valves as the cylinder will be under vacuum.

6. Check the level of the N2 forming gas cylinder attached to the rear of the glove box. One

regeneration cycle requires approximately 30 cubic feet. Obtain a new cylinder of N2 forming

gas if needed and attach to glovebox. Open the cylinder and close the ball valves again.

7. Remove the dessicant and molecular sieve filled solvent trap (aka coffee pot, circled) attached

to the top of the inlet that leads to the cylinder from the inside of the glove box. Also remove

the small filter from the outlet on the inside of the glovebox (also circled). Every other

regen: remove the next charcoal filled cylinder and take it out of the box through the large

antechamber. Place in our largest pyrex dish and bake overnight in the oven in MCTP at max

temperature (270 ◦C) and fully opened vacuum. This will regenerate the charcoal. Be careful

of fumes. You can also replace every so often as it is quite cheap.
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8. Place both the filter and the solvent trap (coffee pot) in the large antechamber. Close the large

antechamber and begin pumping down. Do this by opening the valve labeled vent attached to

the evacuation outlet on the outside of the large antechamber. Make sure the valve leading to

the refill is closed or you will pull vacuum on the box.

9. Remove the stopper from the purge hose (hose next to the small antechamber) and place the

end of the hose in the yellow safety bucket hanging inside the fume hood. Hot, solvent-loaded

steam will be exiting this hose. You don’t want it anywhere near you.

10. Now begin the timed regeneration cycle. BE SURE TO READ AND UNDERSTAND ALL

FOLLOWING SUBSTEPS BEFORE PROCEEDING:

(a) Turn the timer clockwise to the START position and switch the circulation toggle to the

REGENERATE position. The cylinder will now begin to heat up for the next 3 hours.

SET A TIMER FOR 2.5 HOURS AND RETURN TO THE LAB WITHIN THAT TIME.
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(b) Return to the lab before the timer reaches the PURGE position (∼2.5 hrs). Make sure

the purge hose is unstoppered and in the yellow bucket in the fume hood. SIMULTANE-

OUSLY: manually ADVANCE the timer to the PURGE step and OPEN the PURGE

VALVE. The forming gas will begin to flow through the cylinder and out the hose. DO

NOT LET THE TIMER TO ADVANCE TO THE PURGE STEP WHILE THE BALL

VALVE IS CLOSED OR THE HOSE IS STOPPERED AS THIS WILL LEAD TO

PRESSURE BUILD UP IN THE PURIFIER SYSTEM.

(c) Adjust the flow rate according to the directions on the side of the glovebox next to the

circulation toggle (20 CFH for N2). The gas will continue to flow for 1 hour. SET

ANOTHER TIMER FOR 45 MINUTES AND BE SURE TO RETURN TO THE LAB

WITHIN THAT TIME.
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(d) When the purge cycle is nearly finished but BEFORE it ends, SIMULTANEOUSLY:

manually ADVANCE the timer to the VACUUM step and CLOSE the PURGE VALVE

and CLOSE the VACUUM VALVE. At this point, no more steam should be flow through

the purge ball valve and the hot cylinder should now be under vacuum. Now the hot

cylinder will pump down. Let it go down for as long as possible, at least 8 hours,

overnight is better, weekend is best.

11. Once finished pumping on the cylinder, switch the circulation toggle back to the OFF position.

12. Close the valves on the tank of forming gas.

13. Close the valve leading to the back of the vacuum. Turn on the vacuum pump heater by

plugging it in. Make sure it is plugged in on both ends (the extension cord goes up through

the ceiling and back down to the fume hood outlet). Let the oil heat for ∼3 hours.

14. Unplug the heater. Turn off the vacuum pump. Change the pump oil. This oil will be pretty

gross. USE A RESPIRATOR.

15. Turn the pump back on and open the valve at the back of the vacuum pump.

16. Refill the large antechamber.

17. Return the solvent trap and small filter to their appropriate places.

18. Slowly open the ball valves (under vacuum again).

19. Switch the circulation toggle to CIRCULATE.

152



20. Let the box circulate for 1 day before preforming a light bulb test to allow the atmosphere

time to circulate through the now clean purifying material.

Troubleshooting (for gloveboxes in general):

• If your lightbulb test fails (i.e. the bulb lasts less than 20 minutes while it should ideally

last for hours) double check that you performed all regeneration steps properly. If you think

something went wrong, perform another regen. Otherwise, this may be indicative of a leak

or that the catalyst material needs to be replaced (every 5ish years depending on use and

presence of solvents, last replaced in 2015 for the Nitrogen box).

• To check if you have a leak increase the low pressure setpoint, let the box pressurize, and

then decrease the setpoint. Record the pressure vs. time. Anything over 0.1 mbar/min is a

significant leak.

• To find the origin of a leak use soap and water bubbles along any pieces that are connected

and especially the gloves. If a leak is present, the bubbles will enlarge noticeably.

E.3 The Seebeck Measurement Set-Up

The Seebeck measurement set up originally employed two resistance temperature detectors (RTDs)

to measure temperature difference and two prongs from a 3M clip to measure the voltage difference

over a sample placed across a hot and cold thermoelectric module. The main issue with this set up
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Figure E.5: Modified thermoelectric set up with alligator clips for sample voltage measurement.

was achieving contact with the metal prongs from the 3M clip to the sample, which often were not

aligned or needed a lot of pressure resulting in scratches on the sample. The prongs were replaced

with two alligator clips that can now easily be clipped on to the sample. The rest of the set-up is

still exactly as before, with the voltage measurement taken from the BNC cable labeled "To sample

wires".
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