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Abstract

Linking crystal structure and magnetism in intermetallics

by

Joshua David Bocarsly

Intermetallic materials, which are compounds of two or more metals and metalloids,

host a diversity of magnetic phenomena that promise to enable next-generation tech-

nologies. For example, several families of intermetallics can undergo large changes

in temperature when placed into a magnetic field. This phenomenon, known as the

magnetocaloric effect, can be used to build heat pumps that can replace traditional

vapor compression refrigerators and air conditioners. Such “magnetic refrigeration”

can operate with high efficiencies and without the harmful chlorofluorocarbon or hy-

drofluorocarbon refrigerants that traditional vapor compression devices rely on. As

another example, magnetic intermetallics with non-centrosymmetric crystal structures

can host skyrmions: nanoscale vortices of the magnetic moments that behave like sta-

ble particles. Skyrmions can be manipulated using small electrical currents or mag-

netic fields, potentially allowing for ultra-high-density magnetic memory that is more

energy-efficient than present alternatives.

The interesting properties of intermetallics can be attributed to their ability to si-

multaneously host several different types of structural and magnetic interactions, in-

cluding a mix of covalent, metallic and ionic bonding and magnetic interactions that are

a combination of itinerant and local-moment-like. Furthermore, these structural and

magnetic interactions often couple. This flexibility presents tremendous opportunities

for the realization of desirable functionality in intermetallics; however, it also means

xi



that the behavior of these systems is often difficult to understand. In order to harness

the potential of magnetic intermetallics, an improved understanding of the interplay

between crystal structure and magnetism is required. In this dissertation, I investigate

several key magnetocalorics and skyrmion hosts in order to uncover the mechanisms

by which magnetism and crystal structure couple in highly functional intermetallics.

The first portion of the dissertation aims to establish a general understanding of the

physical origins of large magnetocaloric effects. Chapters 2 and 3 present strategies

for rapid computational screening of potential magnetocalorics using high-throughput

density functional theory calculations. These studies provide evidence that magne-

tostructural coupling, generically, is the primary driver of strong magnetocaloric ef-

fects across a very broad range of ferromagnetic materials. This connection is made

concrete in Chapters 4 and 5, which provide detailed computational and experimen-

tal studies of two specific magnetocalorics: MnAs and MnB. In each case, it is found

that competition between magnetism and chemical bonding leads to coupling between

magnetic and structural degrees of freedom. This competition-driven coupling results

in systems that are delicately balanced between magnetic and structural stability and

can easily be “tipped” in one direction by the application of a small field, resulting in

a large magnetic entropy changes. The results and ideas included in this section of the

dissertation are pulled together in a perspective review on magnetostructural coupling

in magnetocalorics, which is included in the introductory chapter of this dissertation

(Chapter 1).

The latter portion of the dissertation focuses on skyrmionic magnetic phases in non-

centrosymmetric intermetallics. Chapter 6 presents an experimental method to study

subtle magnetic phase diagrams using magnetic entropy measurements and applies this

method to understand the magnetic behavior of the near-room-temperature skyrmion

xii



host FeGe. Chapter 7 uses this technique, along with synchrotron and neutron scatter-

ing and electronic structure calculations, in an in-depth study of the CoxZnyMnz family

of high-temperature skyrmion hosts. The experimentally observed crystal structures

are found to arise from competing magnetic and bonding effects, and these structures

are found to host frustrated magnetic interactions. This results in an interesting mag-

netic state involving the coexistence of ordered and disordered magnetism on the Co

and Mn atoms, respectively. This unique phenomenon is proposed to enable the for-

mation of remarkable disorder-driven skyrmionic phases that have been observed in

CoxZnyMnz.
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Chapter 1

Introduction

1.1 The study of magnetic intermetallics

Magnetic materials, and especially ferromagnets, have been studied since the an-

cient world, with scientific investigation arising in Greece, India, and China at least

as early as 500-700 BC. [1] In each case, these original discoveries were of “lode-

stones,” which are pieces of the mineral magnetite (Fe3O4) that can be found naturally

magnetized in nature, perhaps as a result of fortuitous lightning strikes. [2, 3] Ferro-

magnetism was later found in the elements iron, cobalt, and nickel and their alloys,

as well as the rare earth element gadolinium. In 1901, however, a landmark discov-

ery vastly opened up the study of magnetic materials: Fritz Heusler observed that the

combination of the non-ferromagnetic elements manganese, copper, and aluminum

remarkably resulted in a compound that was strongly ferromagnetic at room temper-

ature. [4] MnCu2Al now known as a “Heusler compound,” was perhaps the first clear

example of a magnetic “intermetallic,” an ordered compound of two or more metals

and metalloids. Soon thereafter, many new Heusler compounds and other magnetic
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intermetallics were discovered. [5–9]

Nowadays, the properties of magnetic intermetallics with diverse properties are

exploited for a variety of technological applications. For example, the strongest perma-

nent magnets available are rare-earth-based intermetallics like Nd2Fe14B and SmCo5.

[10] The large remnant magnetization of these materials allows them to be used

to power electric motors, wind turbine generators, and hard drives. On the other

hand, soft magnets like permalloy can be used as inductor cores or shielding, and

magnetostrictive Terfenol-D and ferromagnetic shape memory compounds are used

in sensors, actuators, and transducers. [11] In coming years, intermetallic magnets

promise to enable next-generation technologies including energy-efficient and envi-

ronmentally friendly magnetic refrigeration, [12] spintronics, [13] and quantum com-

puters. [14, 15]

Despite this long history of investigation, intermetallic magnets are still poorly un-

derstood. Much of the remarkable magnetic behavior of intermetallics can be attributed

to the fact that they have properties that are intermediate between those of the mag-

netic elements and ceramic compounds. Intermetallics are typically highly electroni-

cally conductive like metals, and yet brittle like ceramics. They typically show a combi-

nation of metallic, covalent, and ionic bonding and may simultaneously host electrons

that are localized, dispersive, or somewhere in between. Figure 1.1 shows a “family

tree” made up of some related intermetallic crystal structures that feature in this disser-

tation. For each structure type, the strongest covalent bonding interactions are drawn,

and it can be seen that a diversity of bonding schemes (and therefore electronic struc-

tures) are possible even in closely related intermetallic crystal structures. This ability

to host multiple types of coupled structural, magnetic, and electronic interactions can

breed fantastic functionality. However, this flexibility also entails considerable com-
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Figure 1.1: Some intermetallic structure types discussed in this dissertation. The
drawn structure types have chemical stoichiometry AX and ABX, where A and B
are transition metals and X is a metalloid. The grey solid arrows indicate that a
distortion transforms one structure into another. The grey dotted lines indicate that
the NiAs and MnP structures may be derived from the Ni2In and TiNiSi structure types
by replacing the B atom with a vacancy. In each case, the strongest covalent bonds are
drawn, illustrating the diversity of bonding schemes possible even in closely-related
intermetallic structure types.

plexity, and understanding, predicting, and manipulating the properties of magnetic

intermetallics is a major research challenge.

In studying magnetic intermetallics, there is always a tension between which fun-

damental models of magnetic interactions should be applied. Insulating magnets with

well-localized moments, as may be found in some oxides, can often be well-explained

by local moment approaches such as Weiss’s mean field model, or the models of Heisen-

berg, Mott, and Hubbard. On the other end of the spectrum, a small number of ma-

terials show ferromagnetism arising almost exclusively from spin-polarization of delo-
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calized bands of electrons, behaving as ideal itinerant magnets. These compounds typ-

ically show weak moments relative to local-moment magnets and are well-described

by the electronic-structure-based method of Stoner and Wolfarth, [16] and Moriya’s

spin-wave based theory [17]. Each of these models provides quantitative tools and

predictions that can be used reliably for the analysis and control of magnetic systems

that are either highly-localized or highly-itinerant.

Figure 1.2: Magnetization density from DFT calculations for two intermetallics, (a)
ZrZn2 and (b) MnCoP. (a) ZrZn2 is considered a rare example of a purely itinerant
magnet where the magnetism arises entirely from spin-polarization of the metallic
conductive electrons. (b) Nearly all other magnetic intermetallics, on the other hand,
have substantial local character to the magnetic moments, as shown for the material
MnCoP. Calculations are from Ref. 18.

However, the vast majority of metallic ferromagnetics, and particularly intermetallics,

lie somewhere in between the pictures of localized and itinerant magnetism. In these

cases, the moments behave as a combination of local moment and itinerant. This

point is illustrated in Figure 1.2, which shows the magnetization density for two in-

termetallics, ZrZn2 and MnCoP. ZrZn2 is a rare example of a material that shows

ferromagnetism that is truly itinerant: the magnetism arises from spin-polarization of

the conduction electron bands. On the other hand, most intermetallics have magneti-
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zation densities that look like that of MnCoP, with substantial local character despite

the fact that the material is a good metal and has dispersive electrons. There are a

number of strategies to handle such systems: in many cases, the itinerant or localized

models may function reasonably well in systems that are close enough to one or the

other end of the spectrum. For example, the Stoner criterion for magnetism appears

to work quite well for many materials, including the elemental magnets Fe, Co, and Ni

and other materials with substantially local moment character. On the other hand, it

is well established that Mn often behaves as a highly-localized moment even when it

is in a strongly metallic compound, [19, 20] and therefore local pictures such as the

Curie-Weiss and Heisenberg models are frequently employed (perhaps with enhanced

coupling of those moments via itinerant electrons [21]). Alternately, empirical models

and observations, such as the Slater-Bethe curve [22–24] and the Rhodes-Wolfarth ra-

tio, [25] or models that mix itinerant and localized moments [26] can also be used. In

general, a single theoretical framework that captures the magnetic interactions of every

magnetic intermetallic well does not exist. Furthermore, as discussed above, the most

interesting materials show strong coupling between the magnetism, crystal structure,

and electronic structures, further complicating the situation.

Another reason that intermetallic magnets remain an exciting and active research

area is that the development of new experimental and theoretical techniques have

frequently resulted in the discovery of new and unexpected magnetic phenomena in

materials that were previously believed to be well-understood. For example, the de-

velopment of magnetic neutron diffraction experiments [27] led to the discovery that

the original “ferromagnet” Fe3O4 is actually not a true ferromagnet, but rather a fer-

rimagnet with two different types iron moments pointing in opposite directions. The

opposing moments have different magnitudes, resulting in a net magnetization. In a
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similar vein, we recently reported a study of the intermetallic MnPtGa, [28] which has

been understood to be a simple ferromagnetic. When investigated with high-resolution

neutron diffraction, we found that this compound actually shows a complex and beau-

tiful series of magnetic phase transitions including noncollinear and incommensurate

magnetic structures.

Figure 1.3: FeGe has non-centrosymmetric and non-enatiomorphic crystal structure,
which allows antisymmetric Dzaloshinskii-Moriya (DM) interaction to coexist with
ferromagnetic (FM) exchange. The result is long-period chiral magnetic structures,
such as the hexagonal skyrmion lattice illustrated here. The vector field was generated
using a classical Monte Carlo simulation of a Heisenberg magnet with DMI and FM
exchanges and represents one slice of a lattice of 1-D Bloch-type skyrmions.

As another example, the development of symmetry analysis theory of noncentrosym-

metric magnets by Dzyaloshinskii and Moriya concluded that chiral magnetic inter-

actions could co-exist with ferromagnetic interactions in materials with chiral space

groups. [29, 30] This led to the re-investigation of the “simple” B20 ferromagnetics
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FeGe and MnSi with small angle neutron scattering, [31, 32] and it was discovered that

these materials actually hosted long-period incommensurate helical magnetic ground

states. [33] Locally, the spins are aligned ferromagnetically, but over the course of

hundreds of unit cells, the moment direction gradually rotates to form spirals with

wavelengths between about 15 nm and 1µm. In 2009, following additional theoreti-

cal predictions, [34, 35] the situation was discovered to be even more interesting, as

topologically-protected chiral vortices known as skyrmions were discovered to form

in these compounds at certain temperatures and magnetic fields. [36] Since then, a

variety of long-period topological spin textures have been discovered in intermetal-

lic magnets including various vortex [37] and hedgehog-shaped skyrmions, [38] an-

tiskyrmions, [39] merons, [40] and others. In most cases, these spin textures have

been discovered in systems that were before thought of as “simple,” well-understood

magnets.

Therefore, while much progress has been made, the range of magnetic phenomena

that can arise out of combinations of different types of magnetic interactions, crystal

structures, and electronic correlations in intermetallics is still only just barely explored.

In this dissertation, I will attempt to advance the effort to understand the behavior

of functional intermetallic magnets through studies linking crystal structure and mag-

netism of several different materials. These studies fall into two major categories:

those related to functionalizing magnetostructural coupling for applications in mag-

netic refrigeration (Chapters 2, 3, 4, and 5), and those related to understanding the

formation of skyrmion lattices in materials with chiral crystal structures (Chapters 6

and 7). The goal of these studies is, broadly, to establish a predictive understanding

of magnetic phenomena so that magnetic materials with optimal properties for next-

generation technologies can be identified or designed. The research takes the form of
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computational and experimental studies, with a focus on the development of methods

and the application of those methods to key intermetallic systems.

In the remainder of this introductory chapter, a perspective review on magnetostruc-

tural coupling in magnetocaloric materials is presented, summarizing and generalizing

the results of Chapters 2, 3, 4, and 5). Chapter 2 presents a simple computational proxy,

the magnetic deformation, which is used to rapidly screen ferromagnets to identify po-

tential magnetocalorics. Chapter 3 expands the utility of this proxy by introducing a

method to compute magnetic deformation for alloyed systems. These two chapters

establish, in a generic way, that magnetostructural coupling controls the strength of

the magnetocaloric effect. Chapters 4 and 5 then proceed to use experimental and

computational techniques to dive deeply into the magnetocalorics MnAs and MnB, re-

spectively, in order to understand the specific ways in which magnetism and structure

couple in real materials. Other detailed studies of individual materials from the com-

putational search may be found in Refs. 28, 41–43.

The dissertation then pivots away from discussions of magnetocaloric materials to

two chapters which focus on understanding magnetic skyrmion host materials. Chap-

ter 6 shows how magnetic entropy measurements can serve as a robust and quan-

titative method of mapping out subtle magnetic phase diagrams in skyrmion host

materials. This approach is used to resolve the phase diagram of the near-room-

temperature skyrmion host FeGe. For other applications of this method, see refs 44, 45.

Chapter 7 then uses this technique, along with neutron diffraction, density functional

theory, and additional magnetic measurements, to understand the magnetic behav-

ior of the CoxZnyMnz family of high-temperature skyrmion hosts. An unusual two-

sublattice magnetic structure consisting of co-existing ordered and disordered mag-

netism is found, which can explain some of the remarkable skyrmionic properties of
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this class of materials. Finally, I conclude in Chapter 8 with remarks about possible

future research directions that would use the understanding established in this disser-

tation to control and manipulate intermetallic magnetism in new ways.

1.2 Magnetostructural coupling in magnetocalorics: A

perspective review

Figure 1.4: The magnetic refrigeration Carnot cycle shown on a temperature-entropy
(T -S) axis. For each step of the cycle, the analogous step in the vapor compression
cycle is shown in parenthesis.

When a magnetic field is quickly applied to a ferromagnetic or paramagnetic mate-

rial, the temperature rises. When the field is removed, the material cools. The effect—

known as the magnetocaloric effect—is due to the decrease in entropy that occurs when

randomized spins align in response to an external field. If the external field is applied

adiabatically (i.e. quickly, so that heat does not have time to leak away), the crystal

lattice entropy has to increase to compensate the decreased magnetic entropy, and a

temperature rise is observed. If, on the other hand, the field application is performed

isothermally, the magnetocaloric material will eject heat as the overall entropy of the
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material decreases. When the material is subsequently demagnetized, the opposite

effect is observed. By alternating adiabatic and isothermal magnetization and demag-

netization steps (Figure 1.4), one can use the magnetocaloric effect to drive a ther-

modynamic heat pump in direct analogy to the conventional vapor-compression heat

pumps that currently are used to cool conditioners, refrigerators, freezers, air source

heat pumps and gas liquifiers. This concept was first used in 1933 with paramagnetic

gadolinium sulfate at cryogenic temperatures in order to achieve temperatures below

1 K. [46] Since then, low-temperature “adiabatic demagnetization” devices have be-

come commonplace in laboratories. In 1976, Brown demonstrated that efficient mag-

netic refrigeration was also possible around room temperature by using ferromagnetic

gadolinium metal as the active material, [47, 48] an advance which opened the door

to the development of magnetic refrigerators and air conditioners for practical use out-

side of the laboratory. Such magnetic heat pumps can operate with high coefficients of

performance and do not require the use of cloroflourocarbons, hydroflourocarbons, or

any of the other harmful refrigerant gases that vapor-compression refrigeration relies

on. The development of magnetic refrigeration technology is particularly timely now,

given large projected increases in demand for refrigeration and air conditioning in the

developing world during this century. [49] So far, developments in magnetocaloric

materials and in magnetic refrigerator engineering over the past several years have led

to the first prototype systems, and several companies are promising a new generation

of energy-efficient refrigerators and air conditioners in the near future. [50–52]

Here, I review the magnetocaloric effect and its applications in magnetic refriger-

ation and thermomagnetic power generation. Principally, the importance of magne-

tostructural coupling in good magnetocalorics is established. This magnetostructural

coupling is discussed in the context of the phenomenological model of Bean and Rod-
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bell, and an interpretation of how magnetostructural coupling plays into the model is

given, using the example of the material MnAs. It is shown that competition between

magnetic and bonding considerations is the origin for the coupling between magnetism

and structure. This concept can also be used to understand the magnetostructural cou-

pling in other high-performing magnetocalorics, and can be used as a tool to discover

and design new multifunctional materials with desirable caloric properties.

1.2.1 The case for magnetic refrigeration

Refrigeration was first commercialized in the late 1800s using a refrigeration cy-

cle known as vapor compression refrigeration, which is still used in nearly all refrig-

erators, freezers, air conditioners and heat pumps today. In this process, a refriger-

ant gas is alternately compressed (releasing heat) and decompressed (absorbing heat)

in isothermal and isobaric processes to drive a thermodynamic cycle and pump heat

from the inside of a refrigerator or building to the outside. The first refrigerants used

were simple gases like NH3, SO2, and CH3Cl These performed well—however, they are

highly toxic and therefore quite dangerous as vapor compression devices sometimes

leak. In the 1920s, a new class of refrigerants called chloroflorocarbons (CFCs, e.g. R-

12 CF2Cl2) was introduced. CFCs are nontoxic and nonflammable, and their adoption

led to an incredible popularization of domestic refrigeration around the world. Unfor-

tunately, it was discovered around 1976 [53] that CFCs such as freon-12 are highly

ozone-depleting and that use of these refrigerants was contributing to the formation

of a hole in Earth’s ozone layer. In response to this discovery, the Montreal Proto-

col on Substances that Deplete the Ozone Layer [54] was internationally ratified in

1987 to phase-out CFC use in refrigeration and other industries. The Montreal Pro-

tocol became a remarkable example of international cooperation for the protection of
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the environment, with the result that CFCs were effectively phased out of refrigera-

tors and other products by 2010, and the ozone layer is currently recovering. [55]

In most cases, the phased-out CFCs were replaced by hydroflourocarbons (HFCs, e.g.

HFC-134a CF3CH2F), which are non-ozone depleting and also safe. However, it was

thereafter discovered that HFCs (as well as CFCs) show extraordinarily high global

warming potentials 1000 to 7000 times that of CO2, contributing significantly to global

climate change. [56] The Kigali Amendment to the Montreal protocol [57] passed

in 2016 phases out these HFCs by 2047 in favor of gases like HFO-1234yf, NH3, or

flammable gases like isobutane. In the meantime, safely managing existing and future

HFC-laden devices as they reach their end-of-life is among the most important climate

change challenges facing humanity. [58]

In response to currently known environmental concerns, alternative gas refriger-

ants are being developed [59] and improved vapor compressor designs may help to

limit the amount of refrigerant gases released into the atmosphere over the lifetime

of new devices. At the same time, the history of vapor refrigeration should motivate

us to consider alternative cooling technologies that may be inherently safer and more

environmentally friendly than vapor compression. This is especially timely now, as cli-

mate change and development of warm countries like China and India are expected

to lead to a massive increase in demand for refrigeration and air conditioning over

the next century. [49] The leading candidates for such a replacement are solid-state

based “caloric” technologies, including those based on magnetocalorics as well as elec-

trocalorics, elastocalorics, and barocalorics. [50] The latter three classes of materials

function in much the same way as magnetocalorics, except that they change temper-

ature in response to electric field, strain, and pressure, respectively. Among caloric

technologies, magnetocalorics are currently the most promising for large-scale usage
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in refrigerators and air-conditioners due to the relative maturity of the field and the

high efficiencies and capacities achievable. Magnetocaloric refrigerators require no

refrigerant fluids except a benign heat transfer agent such as water or antifreeze, and

operate without high-pressure, risk of fire, or toxic gases. Furthermore, several theoret-

ical and experimental studies have suggested that magnetic refrigeration is inherently

more energy-efficient than traditional vapor compression refrigeration. [12, 47, 60] At

present, however, prototype magnetic refrigerators have struggled to obtain the cooling

power, temperature spans, or wall-plug efficiencies of the best vapor compression re-

frigerators. [61, 62] The problem is that vapor compression refrigeration has behind it

well over 100 years of engineering effort by multi-national corporations, governments,

and academic labs. Magnetic refrigeration, on the other hand, has a much shorter his-

tory and a comparatively modest amount of financial and resource investment to date.

Nevertheless, the results so far are promising, and given the inherent advantages of

magnetic refrigeration and the growing international academic and industrial interest

in magnetic refrigeration, there is cause for optimism.

1.2.2 Development of magnetocaloric materials

The first metrics considered to characterize the performance of a given magne-

tocaloric material are the height and width of the Carnot cycle rectangle that is depicted

in Figure 1.4. The width of the box represents the adiabatic temperature change upon

magnetization ∆Tad, while the height of the box represents the isothermal magnetic

entropy change ∆SM . ∆SM controls the amount of heat that can be pumped in one

cycle of the refrigerator, while ∆Tad controls the rate at which the refrigerator may be

cycled. Both of these metrics depend strongly on the temperature at which the magne-

tization or demagnetization is performed, as well as the magnetic field that is applied.
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For a ferromagnetic material, the maximum magnetocaloric effect is observed near the

Curie temperature, where the system is on the verge of magnetic order. In this regime,

an external magnetic field is able to have the largest effect polarizing randomized mag-

netic moments. For this reason, gadolinium metal, which is ferromagnetic with large

S = 7/2 moments and a Curie temperature of 293 K is a natural candidate for cooling

near room temperature. [47]

In Brown’s 1976 device, magnetic fields of 5 T were applied using cryogenic su-

perconducting magnets. Under these conditions, gadolinium exhibits a peak ∆SM of

about –8 J kg−1 K−1 and ∆Tad of about 7 K. In a real magnetic refrigerator, the magnetic

field will have to originate from a permanent magnet and therefore will be limited to

fields of about 1 to 2 T. Thus, a good magnetocaloric material is one that can show

large entropy and temperature changes upon application of a modest magnetic field

in the correct temperature range for the given application. This temperature range

of interest varies from around room temperature for refrigerators and air conditioners

down to 20 K for hydrogen liquefaction. While the first material to be investigated for

magnetic refrigeration near room temperature was gadolinium, which has a conven-

tional second-order magnetic transition, it was discovered in the last decade of the 20th

century that much larger effects could be achieved in materials exhibiting first-order

coupled magnetostructural transitions. The first example of this was the giant (inverse)

magnetocaloric effect observed in FeRh. Upon heating FeRh above 375 K, the material

abruptly transforms from an antiferromagnet to a ferromagnet while simultaneously

increasing its unit cell volume by 1%. Application of a magnetic field stabilizes the

ferromagnetic phase relative to the antiferromagnetic phase, and therefore application

of a magnetic field just below the transition temperature can cause the material to go

through a magnetostructural phase transition. The result is a “giant” magnetocaloric
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effect that is at least two times stronger than the effect seen at gadolinium’s conven-

tional second-order Curie transition (for an applied field of just 2 T, FeRh shows a peak

∆SM = 20 J kg−1 K−1 and peak ∆Tad = 13). [63]

Unfortunately, due to the large hysteresis associated with the first-order magne-

tostructural transition in FeRh, the observed effect is irreversible and can only be real-

ized on the first magnetization of a sample. Therefore, using FeRh in a practical device

is a challenge. However, in 1997 a reversible giant magnetocaloric effect with lower

hysteresis was reported in Gd5Si2Ge2 at 276 K, where the material exhibits a first-order

magnetic transition between an orthorhombic ferromagnetic state and a monoclinic

paramagnetic structure. This transition was reported to give peak ∆SM = –17 J kg−1K−1

and ∆Tad= 15 K for an applied field of 5 T. This discovery led to an explosion of inter-

est in practical application of magnetocaloric cooling at the turn of the millennium.

Reversible giant magnetocaloric effects were reported in several more families of mate-

rials with first-order magnetostructural transitions, including several other rare-earth-

based materials as well as systems containing only earth-abundant transition metal and

main group elements, such as (Mn,Fe)2(P,Si,Ge,As), [64–67] La(Fe,Si)13Hx, [68, 69]

MnAs, [70, 71] and MnNi2X Heusler ferromagnetic shape memory alloys, [72, 73]

among others. [12]

The specific details of the magnetic transitions vary in each of these families of gi-

ant magnetocaloric effect materials, although all of them involve transitions between

ferromagnetic states and lower moment states (such as paramagnetic or antiferromag-

netic) accompanied by a discontinuous change in crystal symmetry or lattice parameter.

While this type of first-order transition leads to large caloric effects, it also comes with

downsides. Thermal and magnetic hysteresis amount to losses, and kinetic limitations

during cycling. As a result, the reversible ∆SM and ∆Tad of a first-order material are
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generally significantly lower than the values observed on first cycling. [73–75] In addi-

tion, volume changes during cycling lead to mechanical degradation of the active ma-

terial and introduce engineering challenges. Therefore, one research focus for the field

of magnetic refrigeration is to come up with chemical or engineering strategies to mit-

igate the downsides of first-order magnetostructural transitions. [74–77] On the other

hand, another approach is to search for materials that, like gadolinium, show contin-

uous transitions that nevertheless exhibit substantial magnetocaloric effects. [42, 78–

81] As there are many proposed applications for magnetic refrigeration, each operating

under different conditions and at different temperatures, a variety of magnetocaloric

materials are needed, and the discovery and optimization of new magnetocalorics will

help to advance this technology towards practical application.

1.2.3 Magnetostructural coupling controls the magnetocaloric ef-

fect

The materials showing the largest magnetocaloric effects are those with strong mag-

netostructural coupling. This is most clearly illustrated in the “giant” magnetocaloric

effect materials discussed in the previous section, which show extraordinary magnetic

entropy changes at first-order coupled magnetostructural transitions. In a narrow tem-

perature region near this type of transition, two magnetostructural states are balanced

in energy such that the application of a moderate magnetic field can change the en-

ergy balance and drive the system from one state to the other. While this behavior

has been well-established over the past 20 years, [82] the role of such coupling in

magnetocalorics with continuous transitions is comparatively underappreciated.

Indeed, when searching for new magnetocalorics with continuous transitions, the
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most common approach has been to simply search for ferromagnets with maximal sat-

uration magnetization and a suitable transition temperature [79, 83, 84]. However,

experimental, computational, and theoretical work confirms that the strength of mag-

netostructural coupling controls magnetocaloric performance, regardless of the order

of the phase transition.

Figure 1.5: The behavior of a magnetic transition as a function of magnetostructural
interaction strength, here labelled η after the parameter from the Bean and Rodbell
model. For weak magnetostructural coupling, the system shows a conventional sec-
ond-order phase transition. For strong coupling, the system shows a first-order mag-
netostructural phase transition. At some intermediate point, a tricritical point exists.

One clear way to make this point is to consider systems where chemical substi-

tutions allow one to tune between first-order magnetostructural transitions and con-

ventional second-order magnetic transitions, such as in MnxFe1.25−xP0.5Si0.5 [85] or

LaFe13−xSix [86]. In these systems, the compositional variable x can be used to con-

trol the strength of the magnetostructural coupling. Figure 1.5 shows schematically

the basic behavior of such a system: when magnetostructural coupling is strong, a
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strongly first-order transition is observed with a large |∆SM |, latent heat, and thermal

hysteresis. As magnetostructural coupling strength decreases, the material becomes

more weakly first-order and shows a reduced |∆SM |. At the “tricritical point,” mag-

netostructural coupling strength decreases enough that the transition loses its first-

order character and becomes continuous. In each case, it is experimentally observed

that the ∆SM continuously decreases through the tricritical point, and continues to

decrease when magnetostructural coupling is weakened, even within the continuous

second-order regime. These investigations demonstrate that compositions close to the

tricritical point show hysteresis-free continuous transitions that nevertheless have en-

hanced magnetocaloric effects and are therefore very attractive candidates for practical

application in magnetic refrigeration devices. For example, in MnxFe1.95−xP0.5Si0.5, the

x= 1.4 case shows a second-order phase transition with a gravimetric −∆SM that is

about twice as high as that seen in gadolinium, despite the fact that the gravimetric

saturation magnetization is only about half that of gadolinium. [85]

Figure 1.6: Comparison of calculated properties (a) magnetic deformation ΣM and
(b) saturation magnetization with experimental magnetocaloric effect. Pearson’s r
factor is indicated for each: ΣM , which is a proxy for magnetostructural coupling,
shows a much stronger correlation. The relationship between ΣM and magnetic mo-
ment is shown in (c).

Inspired by the idea that magnetostructural coupling can drive magnetocaloric ef-
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fects, Chapter 2 (ref. 18) presents a high-throughput computational study of magnetic

compounds aimed at identifying materials with strong magnetostructural coupling for

further study as magnetocalorics. We introduce the magnetic deformation ΣM , a sim-

ple DFT-based proxy for magnetostructural coupling. In order to obtain ΣM , both non-

spin-polarized and spin-polarized DFT structural optimizations for a given compound

are performed, and the degree of lattice deformation [87] between the two optimized

unit cells is calculated. For compounds where the introduction of spin-polarization into

the DFT calculation causes a large change in unit cell volume or shape, ΣM is large and

magnetostructural coupling is surmised to be strong. A ΣM of 0%, on the other hand,

indicates that the magnetism does not affect the crystal structure at all. This proxy

was calculated for a survey of literature-reported magnetocaloric materials, and was

found to correlate very well with experimental ∆SM , both in materials with and ma-

terials without first-order magnetostructural transitions (Figure 1.6(a)). On the other

hand, calculated magnetic moment shows a much poorer correlation (Figure 1.6b),

and therefore saturation magnetization should not be considered as good a screening

parameter as ΣM . The relation between magnetic moment and ΣM can be seen in

Figure 1.6(c), which shows that a large magnetic moment does not guarantee a large

ΣM , altough there does appear to be a general trend where the maximum possible ΣM

scales with magnetic moment size. In Chapter 2, the calculation of ΣM is limited to

compounds with relatively simple “DFT-friendly” unit cells with no atomic site disor-

der or alloying. Chapter 3 (ref. 88) introduces methods for the calculation of ΣM for

disordered alloys and solid solutions via supercell averaging.
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1.2.4 Magnetostructural coupling in the Bean and Rodbell model

The basic phenomenology of how magnetostructural coupling modifies a magnetic

transition was largely accomplished already in 1962, with the development of the

model of Bean and Rodbell. [89, 90] In this model, Weiss’s standard mean-field ap-

proach to ferromagnetism is modified to include a volume dependence of the mag-

netic exchange. The resulting model captures much of the basic magnetic and mag-

netocaloric behavior outlined above, including the change from second order, to tri-

critical, to first order magnetic transitions as magnetostructural coupling strength is

increased. In this section, a review of the key results of the Bean-Rodbell model is

provided.

In order to include magnetostructural coupling in a mean field description of fer-

romagnetism, Bean and Rodbell introduced a volume dependence of the magnetic ex-

change, which manifests as a volume-dependent Curie temperature

TC(v) = T0

(
1 + β

v − v0

v0

)
(1.1)

where Curie temperature TC is a function of unit cell volume v. v0 and T0 are volume

and Curie temperature absent of magnetostructural coupling, and β is a constant that

controls the strength of magnetostructural coupling, defined as β = (dT/ dT0)(dV/ dV0)−1.

If β is positive, the magnetic exchange energy will favor an expansion of the unit cell in

the magnetically-ordered regime compared to the paramagnetic regime. This change in

volume imparts a strain energy on the lattice, which will oppose the change according

to the bulk modulus B.

The result of this modification to the Weiss model is that a new term arises in the

Weiss molecular field, so that the magnetization σ as a function of temperature T and
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applied field H is given by:

σ(T,H) = BJ

(
µ0gµBJ

kBT
H +

3J

J + 1

T0

T
σ +

9J(2J2 + 2J + 1)

(J + 1)3
T0Tησ

3

)
(1.2)

where BJ is the Brillouin function, J is the total angular momentum quantum number,

µ0 is the vacuum permeability, µB is the Bohr magneton and kB is the Boltzmann

constant. η is a new parameter defined as:

η =
β2

B

5J(J + 1)

2J2 + 2J + 1
NkBT0 (1.3)

where N is the number density of magnetic moments per unit volume. η turns out to

be the key parameter which controls magnetostructural behavior within the Bean and

Rodbell: a first-order transition is obtained for η > 1 and a second-order transition for

η < 1. For η = 1, a tricritical point is observed, just as discussed in the previous section.

For any nonzero value of η, the magnetically ordered phase unit cell volume shows the

following behavior:
v − v0

v0

=
3J

2(J + 1)
NkBT0

β

B
σ2 (1.4)

Equation 1.2 can be solved numerically for different temperatures and magnetic

fields, and with proper inputted values can often reproduce experimental magnetiza-

tion data quite well. [91–93] In addition, the magnetocaloric effect can be calculated

as a function of η by considering the changes in entropy of the magnetic moments [94].

The result is that the expected entropy increases as η increases, both in the first-order

and second-order regime, just as expected from experiments. Importantly, this result

is obtained even without any consideration of structural phonon entropy, highlighting
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the fact that magnetostructural coupling can drive giant changes in magnetic moment

entropy, even without any contribution from structural entropy.

Although the Bean and Rodbell model does not consider the microscopic interac-

tions that drive magnetostructural coupling, the model can be used to gain insight into

the giant magnetocaloric effect. We note from equation 1.3, that

η ∝ β

B
(1.5)

which shows that a first-order magnetostructal transition requires a high β (magneto-

volume coupling constant) and a low B (Bulk modulus). The latter condition ensures

that the lattice is compressible enough to tolerate large changes in structure at the

Curie temperature. When De Blois and Rodbell parametrized the model with actual

values from MnAs, they arrived at β= 18.9 and B= 22 GPa. [95] Considered on their

own, both the β value and B are quite anomalous. Tabulated bulk moduli, [96] in

particular, for transition metal-based intermetallics typically range from 80 GPa to over

200 GPa, with the majority being well over 100 GPa and only rare examples of com-

pounds as low as 40 GPa (MnSb, CrTe). Indeed, CoAs and FeAs, which are isostructural

to MnAs, show bulk moduli of 123 GPa and 118 GPa, respectively. [97] Clearly, the

Bean and Rodbell model’s prediction of B= 22 GPa for MnAs is highly unexpected.

Remarkably, subsequent experimental measurements of the bulk modulus of MnAs

in the paramagnetic regime confirmed the prediction of Bean and Rodbell. [98–100]

Furthermore, the pressure-dependence of the Curie temperature can be used in com-

bination with the bulk modulus to confirm the large predicted β value. Therefore, it

is germane to ask: how does the extreme compressibility and strong volume-exchange

coupling necessary for a first-order magnetostructural transition arise? As has already
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been established, it is probably not feasible to seek out these two properties indepen-

dently, as “normal” mechanisms will not provide β values high enough or B values

low enough. In the next section I present a picture of competition between chemical

bonding and magnetism, and show how such competition may lead simultaneously to

anomalously strong coupling between the magnetism and crystal structure and anoma-

lously high compressibility, satisfying both of the requirements of the Bean and Rodbell

model for a first-order transition.

1.2.5 Extensions of the Bean-Rodbell model

Before moving on, it is important to acknowledge some limitations of the Bean-

Rodbell model, and discuss which extensions can be made to it to extend its utility.

The model is a mean field model, and therefore does not consider the role of local

correlations and critical behavior, and therefore fails to address experimental properties

such as excitations and short-range order above the Curie temperature. The model also

does not consider the role of structural entropy, although a Debye-approximation for

the phonon entropy in the free energy term may be added. [101] More complex is the

inclusion of interactions between the spins and the phonons, which recent research is

showing can play a significant and surprising role in the giant magnetocaloric effect

[102]. For the purposes of our discussion of the conditions necessary to establish the

strong magnetostructural coupling, however, the Bean and Rodbell model will perform

quite well with just two generalizations, which are given below.

Firstly, in the original Bean and Rodbell model, the only moment-lattice interac-

tion present is a volume-dependence of the mean-field magnetic exchange. In 1967,

Goodenough and Kafalas pointed out that it is also important to consider the volume-

dependence of the local moment magnitude. To add this into the Bean and Rodbell
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model, one simply needs to note that in Weiss’s mean field model TC is proportional to

Wµ2, where W is the effective molecular field due to the exchange constants, and µ is

the local magnetic moment. Therefore, if both exchange and magnetic moment have a

volume dependence, then β becomes

β =
d(TC/T0)

d(V/V0)
= V0

(
2

µ0

dµ

dV
+

1

W0

dW

dV

)
(1.6)

Therefore, β may arise by a volume-dependence of the magnetic exchange, a volume-

dependence of the magnetic moment magnitude, or a combination of both. In whichever

case, strong magnetostructural coupling requires a large value for β.

The other important modification I consider here concerns the fact that structural

changes arising from magnetic ordering are often not isotropic volume changes, as as-

sumed by Bean and Rodbell. In fact, MnAs actually changes structure type through

its first-order magnetsotructural transition from hexagonal at low temperature to or-

thorhombic at higher temperature. Although there is a volume change of about 2.5%

accompanying this transition, the more physically-relevant parameter of this phase

transition is the displacement of the Mn atoms from their hexagonal lattice. An alter-

native example is found in MnFe(P,Si), [65] which adopts the hexagonal Fe2P structure

both above and below TC . In this material, the first-order transition involves discon-

tinuous changes of opposite sign in the hexagonal a and c directions, so that the cell

changes shape substantially with almost no change in volume. Therefore, the c/a ratio

serves as the physically-relevant mode of the magnetostructural transition, instead of

the unit cell volume. In either of these cases, the same phenomenology as the Bean and

Rodbell model can be applied, replacing the volume-dependent magnetic interactions

with a dependence on the relevant structural mode. The bulk modulus, in this case,

must be replaced by the material’s elastic constant with respect to the relevant struc-
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tural mode. In other words, in order to show magnetostructural coupling, a structure

must be “soft” with respect to some structural distortion mode and also have magnetic

properties that are strongly dependent on that structural distortion mode.

1.2.6 Competition between magnetism and structure leads to mag-

netostructural coupling

In order to illustrate how competition between magnetism and structure can lead

to coupling between magnetism and structure, I here consider the case of MnAs, the

material which Bean and Rodbell originally designed their model to address. MnAs is

a canonical example of a material exhibiting dramatic magnetostructural coupling. At

318 K, it exhibits a strongly first-order transition between a hexagonal ferromagnetic

state at low temperature and a paramagnetic orthorhombic state at high temperature.

This transition may be manipulated with temperature, pressure, strain, and magnetic

field, and carries with it a giant magnetocaloric effect. [70] As a result of its wealth

of multifunctional properties and simple crystal structure, MnAs has been studied ex-

tensively for the past century and has been the basis for the development of several

important magnetic theories. Despite this long history, a satisfactory microscopic pic-

ture of the mechanism for magnetostructural coupling has been elusive as conflicting

ideas about the nature of the magnetic phases persist.

Chapter 4 reports a density functional theory investigation of the ordered and disor-

dered magnetic states in MnAs, which demonstrates how competition between chem-

ical bonding and magnetic exchange works to establish magnetostructural coupling.

Here, I describe how this competition simultaneously satisfies the two criteria for a

first-order transition in the Bean and Rodbell model: a large dependence of magnetism
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on structure (high β) and a high compressibility (low B). This competition-based

mechanism has important implications for the behavior of MnAs and other strongly

magnetostructurally-coupled materials. One particullarly interesting result is a predic-

tion that the paramagnetic state of MnAs will locally exhibit large atomic displacements

accompanied by the dynamic forming and breaking of bonds on the timescale of the

spin fluctuations.

As discussed previously, the structure change in MnAs involves a change of sym-

metry. Below 318 K, MnAs adopts the hexagonal Ni2In structure, while above 318 K it

adopts the MnP structure (space group Pnma), which is a distortion from Ni2In. This

phase transition carries with it a 2.5% change in volume, but the primary driver of

the transformation is the movement of Mn atoms off of their hexagonal lattice posi-

tions to form zigzag chains of shorter Mn-Mn contacts. Here, the magnitude of this Mn

displacement in fractional units of the lattice parameter is referred to as δMn.

The concept of magnetism-structure competition for MnAs is illustrated in Fig-

ure 1.7. At the top, a hypothetical nonmagnetic hexagonal form of MnAs with no

magnetic moments is shown. This state is of high structural symmetry (because it is

hexagonal) and of high magnetic symmetry (because there is no distinction between

spin up and down), but it is never observed experimentally because of its high energy.

As is the common paradigm in solid state materials, a high-energy state may often re-

duce its energy by undergoing a distortion that lowers the energy of occupied states

at the expense of raising the energy of unoccupied states. It turns out in MnAs that

two different types of distortion are energetically feasible. The left path shows an elec-

tronic distortion whereby the electronic structure spin-polarizes into an ordered ferro-

magnetic state within the hexagonal structure. The spin-polarization of the electronic

structure into a filled majority spin channel and an empty minority spin channel gives
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Figure 1.7: There are two mutually incompatible paths to stabilize MnAs, and the
system must choose one path or the other at any given temperature.

a large Stoner-type energy reduction compared to the nonmagnetic state. In addition,

strong ferromagnetic exchange between the co-aligned Mn moments further stabilizes

this structure.

The right path shows a structural distortion into the MnP structure type, which bet-

ter optimizes filled bonding orbitals than the hexagonal structure and therefore lowers

the energy. Importantly, this orthorhombic structure brings in-plane Mn atoms close

enough together that their d orbitals overlap. This is beneficial from the standpoint

of bonding as it allows for the formation of a metal-metal bond, but it also precludes

the possibility of ferromagnetism in the overlapping orbitals according to the Pauli ex-

clusion principle. This is because two electrons with the same spin cannot occupy the

27



Introduction Chapter 1

same bonding orbital. The orthorhombic structure can spin-polarize to further reduce

its energy, but the resulting magnetic state does not share the strong in-plane magnetic

exchange that the hexagonal structure features, and therefore the “right” path does

not benefit from as much magnetic stabilization as the “left” path. In Figure 1.7, the

magnetic state in the “right” path is shown as paramagnetic to emphasize that the or-

thorhombic structure has weaker magnetic exchange and therefore has a lower Curie

temperature than the hexagonal structure.

As can be seen in this simple illustration, MnAs inherently shows competition be-

tween magnetism and structure. There are two possible paths to stabilization, but they

are mutually exclusive. The system cannot simultaneously take advantage of the fer-

romagnetic electronic state and the orthorhombic nuclear structure, but must choose

one or the other. It turns out that at 0 K the left path is energetically preferable, and

this is the ground state observed in experiment and with DFT calculations. However,

as the temperature is increased, magnetic fluctuations begin to set in, weakening the

exchange stabilization of the ferromagnetic structure. At the same time, the fully dis-

ordered magnetic structure on the right path drops in free energy due to the entropy

contribution. At some point, the right branch becomes lower in energy than the left

branch, and the system discontinuously jumps branches through a dramatic first-order

magnetostructural transition. Because the energies of the two phases will depend on

temperature, magnetic field, and physical stress, this transition may be actuated with

a variety of stimuli [71]. In this way, the competing structural and magnetic condi-

tions lead to a remarkable, highly-functional coupling between the magnetism and the

crystal structure.

In order to connect this picture back to the Bean-Rodbell model, Figure 1.8 schemat-

ically shows the free energy surfaces for the two magnetostructural states of MnAs. For
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Figure 1.8: Schematic energy surfaces for ferromagnetic and paramagnetic MnAs at
two different temperatures. The overall energy surface felt by the system is repre-
sented by the red dotted line. Around T = TC , the system will show a very high
effective compressibility.

both the hexagonal and orthorhombic structure, the energy as a function of δMn is

shown, with the hexagonal structure’s curve centered at δMn = 0, and the orthorhom-

bic structure at a finite value of δMn. Each of these phases has an elastic constant with

respect to δMn, which controls the steepness of the parabolic energy surface. At low tem-

perature, the ferromagnetic hexagonal state is lower in energy than the orthorhombic

state. As temperature is increased, however, the orthorhombic structure’s free energy

curve drops with respect to the hexagonal structure’s curve, eventually becoming the

more stable state for T > TC . At the critical temperature TC , the energy minima of

the two curves equalize, as drawn in the right panel. At this temperature, the effective

energy surface experienced by this system is represented by the tie line (red dotted

line) between the two curves. The result of this tie line is that the system experiences

a broad, flat energy surface around the transition temperature. This energy surface

explains the anomalously high compressibility observed in MnAs, even though both

the hexagonal and orthorhombic states on their own would likely not be compressible

enough. Therefore, we can see that the compressibility requirement may be fulfilled
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if a system has two competing states which differ in some structural coordinate but

are close in energy. The farther-separated the two states in the structural coordinate,

the more compressible the effective energy surface displayed by the material is. The

β requirement can simultaneously be satisfied in this sort of system, as the two states

have different strengths of magnetic exchange.

1.2.7 Competition between moment formation and boron-boron

bonding in MnB

Figure 1.9: Magnetostructural competition in MnB arises as a competition between
B-B bonding along the crystallographic b axis and the magnitude of the Mn moment.

Another illustrative example of how magnetostructural coupling controls the mag-

netocaloric effect is found in MnB (Chapter 5), an example of a material that does not

show a first-order magnetostructural transition but nevertheless shows strong magne-

tocaloric effect. [81] MnB has a saturation magnetization that is only 60% that of
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gadolinium, and yet shows a peak ∆SM of –10.7 J kg−1 K−1 for an applied field of 5 T,

which is 34% larger than that of gadolinium. In order to understand the behavior of

MnB, it is instructive to compare to its isostructural cousin FeB, which has very simi-

lar magnetic properties (including a nearly identical TC), but shows a magnetocaloric

effect that is about three times smaller than in MnB.

Synchrotron diffraction through the TC (Figure 1.9c-d) reveals that, while there

is no giant magnetostructural phase transition, large anomalies in the lattice param-

eters are seen at the phase transition, indicating the presence of notable coupling

between magnetism and lattice. FeB, on the other hand, does not show this effect,

once again highlighting how magnetostructural coupling is associated with a strong

magnetocaloric effect even in the absence of a first-order magnetostructural transi-

tion. Furthermore, DFT calculations comparing bond strengths and magnetic moment

as a function of b lattice parameter size indicate that, like in MnAs, MnB shows dis-

tinct competition between magnetic and structural considerations. The boron-boron

bonding interactions would prefer that the b lattice parameter be small, while the mag-

netic moment size and magnetic stability increase as b increases. Therefore, MnB is

always balanced between structural and magnetic stability. As temperature increases

and fluctuations set in, the magnetic considerations are weakened and the balance

shifts towards structural stability. Therefore, the b lattice parameter decreases sharply,

leading to the observed lattice parameter anomalies. In FeB, on the other hand, no

such moment-dependence of the b lattice parameter occurs, and as a result almost no

magnetostructural coupling is evident in the temperature-evolution of the lattice pa-

rameters.

MnB evidently shows a large magnetocaloric effect that is driven by magnetostruc-

tural coupling established due to competition between magnetism and bonding. How-
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ever, this coupling is not strong enough to drive the system into the first-order regime

as in MnAs. Based on these observations, it may be concluded that MnB is most likely

quite proximal to the tricritical point illustrated on Figure 1.5, allowing it to show a

substantial magnetocaloric effect without thermal hysteresis or irreversibility.

1.2.8 Outlook

Based on a review of magnetocaloric materials, computation, and theory, it may

be concluded that magnetostructural coupling is the most significant driving force for

strong magnetocaloric effects. Therefore, if one wishes to discover, design, or manip-

ulate magnetocalorics, they should seek to control the strength of magnetostructural

coupling. A material with extraordinarily strong magnetostructural coupling may show

a giant magnetocaloric effect—but if hysteresis is undesirable then this concept may

also be used within the second-order/tricritical regimes to increase magnetocaloric ef-

fects without introducing irreversibility. The Bean and Rodbell model shows that the

key to strong coupling is to have magnetic interactions that depend on crystal struc-

ture (large β), and also to have a very soft lattice (low B) that can accommodate

distortions. This perspective review has argued that searching for materials that inde-

pendently have suitable values of β and B is probably not a viable strategy. However,

in systems where magnetism and bonding compete with each other, these two param-

eters may be simultaneously satisfied. An investigation of magnetostructural coupling

in some key materials leads to the conclusion that this is the mechanism that drives the

performance of most magnetocaloric materials. This concept of magnetism-bonding

competition may be used to interpret, manipulate, and control magnetocalorics.
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A simple computational proxy for

screening magnetocaloric compounds

1 Alternating cycles of isothermal magnetization and adiabatic demagnetization applied

to a magnetocaloric material can drive refrigeration in very much the same manner as

cycles of gas compression and expansion. The material property of interest in finding

candidate magnetocaloric materials is their gravimetric entropy change upon applica-

tion of a magnetic field under isothermal conditions. There is, however, no general

method of screening materials for such an entropy change without actually carrying

out the relevant, time- and effort-intensive magnetic measurements. Here we propose

a simple computational proxy based on carrying out non-magnetic and magnetic den-

sity functional theory calculations on magnetic materials. This proxy, which we refer

to as the magnetic deformation ΣM , is a measure of how much the unit cell deforms

when comparing the relaxed structures with and without the inclusion of spin polar-

1The contents of this chapter have substantially appeared in reference 18: J. D. Bocarsly,
E. E. Levin, C. A. C. Garcia, K. Schwennicke, S. D. Wilson, and R. Seshadri. A simple com-
putational proxy for screening magnetocaloric compounds. Chem. Mater. 29 (2017) 1613–1622.
doi:10.1021/acs.chemmater.6b04729 © 2017 American Chemical Society, reprinted with permission.
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ization. ΣM appears to correlate very well with experimentally measured magnetic

entropy change values. The proxy has been tested against 33 known ferromagnetic

materials, including nine materials newly measured for this study. It has then been

used to screen 134 ferromagnetic materials for which the magnetic entropy has not

yet been reported, identifying 30 compounds as being promising for further study. As

a demonstration of the effectiveness of our approach, we have prepared one of these

compounds and measured its isothermal entropy change. MnCoP, with TC = 575 K,

shows a maximum ∆SM =−6.0 J kg−1 K−1 for an applied field of H = 5 T.

In addition, the data collected and calculated for this project is available in interac-

tive format in a website, currently hosted at magnets.mrl.ucsb.edu/.

This project was performed in collaboration with Emily Levin, Christina Garcia, and

Kai Schwennicke and was supervised by Ram Seshadri and Stephen Wilson. I would

like to thank Dr. Jason Douglas is thanked for providing the sample of FeRu2Sn.

2.1 Introduction

Magnetic refrigeration, based on the magnetocaloric effect (MCE) [46], has been

proposed as an energy efficient and environmentally friendly alternative to vapor com-

pression refrigeration.[103] In a typical ferromagnet near its Curie temperature, ap-

plication of a magnetic field, H, causes randomly oriented spins to align, leading to a

decrease in magnetic entropy of the material, as depicted in Figure 1.4. If this mag-

netization is performed adiabatically, the decrease in magnetic entropy is compensated

by a rise in temperature, and vice-versa for demagnetization. If the magnetization is

performed isothermally, the material will decrease its total entropy and reject heat. By

alternating adiabatic and isothermal magnetizations and demagnetizations, one can

34

http://magnets.mrl.ucsb.edu


A simple computational proxy for screening magnetocaloric compounds Chapter 2

use the magnetocaloric effect to drive a thermodynamic cycle in direct analogy to the

conventional vapor-compression cycle. With the use of a regenerator, this process can

cool with a large coefficient of performance near room temperature [47, 48]. Develop-

ments in magnetocaloric materials and in magnetic refrigerator engineering over the

past several years have led to the first prototype systems, and several companies are

promising a new generation of energy-efficient refrigerators and air conditioners in the

near future. [50, 51]

To evaluate a magnetocaloric material, the isothermal entropy change ∆SM(T,H)

and adiabatic temperature change ∆Tad(T,H) are typically the first parameters inves-

tigated. These two parameters represent the height and width, respectively, of the

Carnot cycle diagram shown in Figure 1.4. For magnetic refrigeration near room tem-

perature, several suitable materials are being studied in detail, including (Mn,Fe)2(P,Si)

[66, 104], La(Fe,Si)13 and its hydrides [105], and Heusler compounds [72, 73]. These

systems are comprised of Earth-abundant, inexpensive elements and combine large

∆SM and ∆Tad, with low hysteresis, high mechanical and chemical stability, and good

thermal properties. Despite great progress within these systems, discovery of new mag-

netocalorics with desirable properties is still important. As the first generation of mag-

netocalorics moves towards commercial viability, more and more diverse applications

of the magnetocaloric effect are being proposed, including gas liquefaction [51], small-

scale solid state cooling [106], and thermomagnetic generators [107]. These applica-

tions will each demand materials with different properties, including a range of active

temperatures, cycling properties, thermal properties, and magnetic field responses.

Various competing interactions contribute to the magnetocaloric effect, creating

challenges in the discovery of new magnetocaloric materials. The first materials inves-

tigated for magnetic cooling near room temperature were ferromagnets with standard
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second-order paramagnetic to ferromagnetic phase transitions. The most common met-

ric used to search for new materials is the saturation magnetization, MS: materials with

a high density of polarized spins are expected to show larger changes in entropy. For

this reason, Gd, which has a saturation magnetization in excess of 250 emu/g and

a Curie temperature near room temperature [108], is the prototypical second order

material. Indeed, Gd shows a sizeable magnetic entropy change of 6.1 J kg−1 K−1 and

adiabatic temperature change of 6.4 K for an applied field H = 2 T. [109] Phenomeno-

logical models can be used to describe the entropy change in these materials, but these

models are descriptive rather than predictive. [110, 111]

The discovery of a “giant” magnetic entropy change in Gd5(Si,Ge)4 in 1997 cre-

ated new opportunities in the search for magnetocalorics. In Gd5(Si,Ge)4, a first-

order coupled magnetic and structural transition leads to a greatly enhanced ∆SM .

[82, 112, 113] After the discovery of this phenomena, several other systems with

known first-order magnetostructural transitions were investigated, yielding some of the

most promising magnetocaloric materials, including Fe2P-based and La(Fe,Si)13-based

materials. In these systems, coupling of the spins and the lattice leads to a system with

switchable magnetostructural state, so that a moderate magnetic field can induce a

large change in the magnetic entropy of the system. [111, 112, 114]

Inspired by these ideas, we propose here the use of computational screening to

aid in discovery of new magnetocalorics. Recently, several high-throughput projects

have used density functional theory (DFT) to calculate the total energies and elec-

tronic structures of hundreds of thousands of known and hypothetical materials. [115–

117] Many physical properties can be easily and reliably calculated with DFT. For

more complicated properties such as the magnetocaloric effect, it is advantageous to

design a computational “proxy” that correlates well with experimental results. The
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strategy of using proxies has been employed in the search for thermoelectrics [118],

phosphors[119], and battery materials[120–122]. The screening parameter is, in each

case, designed based on physical understanding and is verified against relevant exper-

imental observations before being used to identify materials that merit further experi-

mental or computational study.

Here, we introduce the magnetic deformation ΣM , a simple DFT-based proxy for

screening of new magnetocalorics. The experimental ∆SM is shown to correlate well

with ΣM across the full range of investigated transition metal-based magnetocalorics.

We use ΣM to screen 134 ferromagnetic materials that have not yet been characterized

for magnetocaloric effect, identifying 30 candidates for further experimental study. As

a preliminary validation of this strategy, we show magnetocaloric measurements on

one of these candidates, MnCoP. MnCoP shows a peak ∆SM of −6.0 J kg−1 K−1 for an

applied field of H = 5 T near its Curie temperature of TC = 575 K. This entropy change

is much larger than expected for a typical ferromagnet, and MnCoP fits nicely into the

trend of ∆SM vs. ΣM established in this study. In carrying out this investigation,

we have aggregated experimental data and performed calculations on more than 160

magnetic materials, which can potentially aid in data-driven approaches for materials

screening.

2.2 Methods

2.2.1 Data aggregation

A search of the scientific literature for magnetocaloric materials yielded 24 reported

compounds and associated crystal structures, transition temperatures and maximum
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isothermal magnetic entropy changes, ∆SM , for applied fields of 2 T and 5 T. We have

restricted this dataset to rare earth-free materials with simple unit cells that display fer-

romagnetic to paramagnetic transitions. In this case, simple unit cells means unit cells

that do not contain atomic site disorder, and are therefore straightforward to model

with DFT using periodic boundary conditions. In some instances where the reported

unit cells contained atomic site disorder in the form of multiple atoms randomly mixed

on a single crystallographic site, an ordered approximation of the unit cell was used.

For example, (Mn,Fe)2(P,Si) compounds are well-known to contain some mixing of Mn

and Fe atoms and P and Si atoms; [123] however, MnFeP2/3Si1/3 was still included in

the dataset because a reasonable approximate unit cell is generated by assuming all of

the the Mn is ordered on the 3g site, the Fe on the 3f site, the P on the 2c site, and the

Si on the 1b site. Compounds containing rare earth atoms (except Y and La) were not

included in this study due to difficulties in accurately modeling f -electrons with DFT.

This dataset naturally contains a bias towards materials with large ∆SM because

poorer performing materials are seldom reported. Consequently, we supplemented the

data set with new ∆SM measurements on nine ferromagnetic materials, including sev-

eral with low ∆SM values. These values were obtained from magnetic measurements

via the Maxwell relation:

(
∂S

∂H

)
T

=

(
∂M

∂T

)
H

(2.1)

This relation allows for the calculation of isothermal entropy change using:

∆SM(H,T ) =

∫ H

0

(
∂M

∂T

)
H′
dH ′ (2.2)
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The temperature derivatives required by this equation were calculated from smoothed

magnetization vs. temperature curves collected at different magnetic fields between

0.1 T and 5 T using a Quantum Design DynaCool PPMS equipped with a Vibrating Sam-

ple Magnetometer (VSM) with a high-temperature oven option. The measured mate-

rials are shown in the latter half of Table 2.1. Ni and Fe2P were purchased, FeRu2Sn

was prepared as reported in a prior report[124], and all others were prepared for

this study. Details of the preparations and full ∆SM measurements for these materi-

als are provided in the Appendix section 2.5.1. In addition to these 33 materials with

known ∆SM , we aggregated the crystal structures and Curie temperatures of 134 tran-

sition metal-based ferromagnets with known Curie temperatures (Table 2.2, Appendix

Table 2.3) that have not yet been studied for magnetocaloric performance.

One of the materials we prepared and measured, MnCoP, was chosen because it

was predicted to show a strong magnetocaloric effect based on the analysis performed

in the present study. The details of the preparation may be found in the Appendix

section 2.5.2, along with a synchrotron X-ray diffraction structural characterization of

the sample. The diffraction pattern was taken on the High Resolution Powder Diffrac-

tion beamline (11-BM) at the Advanced Photon Source, Argonne National Laboratory

and was analyzed by Rietveld refinement using the software packages GSAS [125] and

EXPGUI [126]. The crystal structure of MnCoP was drawn using the program VESTA.

[127]

2.2.2 Density functional theory calculations

For the materials studied, optimized structures were obtained using density func-

tional theory (DFT) with and without spin-polarization, corresponding to a collinear

ferromagnetic state and a nonmagnetic state, respectively. These calculations were per-
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formed using the Vienna ab initio simulation package (VASP) [128] using projector aug-

mented wave (PAW) psuedopotentials [129, 130] within the Perdew-Burke-Ernzerhor

(PBE) generalized gradient approximation (GGA) [131]. Spin-orbit coupling was not

included. The Python packages pymatgen and custodian were used to build a Python

framework to automate, manage, and analyze the VASP calculations. [132] For each

material, the crystal structure was obtained from the literature and reduced to the prim-

itive cell. In cases where the reported crystal structure contained partial atomic site dis-

order, an ordered approximation of the unit cell was used. k-point meshes with a den-

sity of 2000 points per Å−3 were used for all calculations. In the structural relaxations,

the lowest energy unit cell shape was found using the conjugate-gradient algorithm,

allowing ion positions to move within the cell and allowing the cell to deform and

change volume. The relaxations were run iteratively until the volume change between

subsequent relaxations was less than 2%. After each structure was fully converged, a

final electronic optimization was performed while keeping the structure fixed. For each

material, the first ferromagnetic structural relaxations were instantiated with magnetic

moments of 3.0 µB on each transition metal ion. For all calculations, custodian[132]

was used to automatically monitor jobs and resubmit those that failed due to common

errors. From these calculations, various structural, energetic, and magnetic parameters

were aggregated. The magnetic moment on each ion was approximated by the pro-

jection of the fully converged spin-polarized wavefunctions onto spherical harmonics

within a Wigner-Seitz radius of each atom. The default Wigner-Seitz radii included

with the VASP PAW psuedopotentials were used for this purpose.
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2.2.3 Derivation of the magnetic deformation

The degree of lattice deformation has previously been employed to quantify changes

in, or compare similar crystal structures.[87, 133] Here we define the magnetic defor-

mation, ΣM as the degree of lattice deformation between the DFT-optimized nonmag-

netic and magnetic unit cells. To calculate ΣM , the transformation matrix, P , between

the magnetic and nonmagnetic relaxed structures is determined from P = A−1
NM ·AM

Where ANM and AM are respectively the lattice parameters of the non-magnetic and

magnetic relaxed unit cell. In general, P may contain a rotational component, which

does not contribute to deformation of the lattice. To remove this component, the La-

grangian finite strain tensor, η, is calculated from P :

η =
1

2
(P TP − I) (2.3)

The degree of lattice deformation is the root mean square of the eigenvalues of η. Here,

we express the magnetic deformation as a percentage:

ΣM =
1

3
(η2

1 + η2
2 + η2

3)1/2 × 100 (2.4)

A python implementation of this calculation is provided in the Appendix section 2.5.3.

2.3 Results and discussion

The experimental and computed properties for the 33 characterized magnetocalorics

investigated in this study are shown in Table 2.1. For these materials, the experimen-

tal ∆SM for applied field of both 2 T and 5 T correlate strongly with the calculated
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Figure 2.1: Comparison of the magnetic deformation, ΣM and experimental maxi-
mum isothermal entropy change upon application of a 2 T magnetic field. The ∆SM
measurements include those obtained from previous studies and new measurements
presented in this contribution. MnCoP, which was synthesized and measured after us-
ing ΣM to screen candidate materials, is shown as a red plus. Pearson’s r is indicated
in the top left.
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Figure 2.2: Comparison of ΣM and maximum isothermal entropy change upon appli-
cation of a 5 T magnetic field. Pearson’s r is indicated in the top left.

magnetic deformation, ΣM (Figure 2.1 and Figure 2.2). In particular, the “giant”

magnetocaloric effect materials in the database (MnAs and Fe2P-based materials) are

clearly separated from all other materials by their large values of lattice deformation

(ΣM > 3 %). These materials have discontinuous unit cell changes at their first-order

magnetic phase transition, and ΣM appears to capture this behavior. Interestingly, ∆SM

also correlates with ΣM for the other materials in the dataset, which are not believed

to have discontinuous magnetostructural transitions. This correlation appears to hold

quite well across the full dataset, which spans a large range of structure types, mag-

netic exchange mechanisms, and elemental compositions. It is important to note that

the correlation is not perfect, and a low value of ΣM does not guarantee a low ∆SM .

However, the correlation does suggest that materials with higher values of ΣM are

much more likely to show high ∆SM than materials with lower values of ΣM . ΣM =
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1.5 % serves as a good cutoff: the compounds with ΣM >1.5 are all remarkable mag-

netocalorics. Based on these results, we propose that ΣM can be used as a screening

parameter to identify compounds for experimental study.

The actual meaning of ΣM is subtle. For the case of the Fe2P-type materials in this

dataset (MnFeP2/3Si1/3, MnFeP1/3Si1/3Ge1/3, MnFeP1/3As2/3, and MnFeP2/3As1/3), the

relaxed magnetic and nonmagnetic unit cell shapes qualitatively mirror the differences

seen in the ferromagnetic and paramagnetic structures of these materials. Specifically,

the relaxed magnetic unit cell has a larger hexagonal c axis and smaller a axis than the

relaxed nonmagnetic cell, much like the experimental structural transition observed at

the ferromagnetic to paramagnetic transition. [85] However, for most of the materials

studied, there is no discontinuous structure change, and yet ΣM is nonzero. Formally,

ΣM is indicating differences in equilibrium structure at 0 K between a material in a

nonmagnetic state and in a ferromagnetic state. This 0 K nonmagnetic state is a poor

representation of the high-temperature paramagnetic states, which has dynamically

disordered moments. Therefore, it is best to describe ΣM as an indication of the degree

to which structural and magnetic degrees of freedom are coupled in a material, similar

to magnetovolume coupling terms in the Bean and Rodbell model, which has been

quite successful in analyzing magnetocalorics. [89, 111] The strong correlation of

∆SM with ΣM highlights the importance of magnetostructural coupling in first order

materials, but also indicates that magnetostructural coupling is important for strong

magnetocaloric performance in materials displaying second-order magnetic transitions.

The major advantages of ΣM as a screening parameter is that it is computationally

inexpensive and entirely material agnostic. Where more rigorous ab initio descriptions

of exchange-volume coupling or magnetic entropy require detailed knowledge of a

system, including the nature of the magnetic moments, the magnetic exchange mech-
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Figure 2.3: ΣM vs. TC for the known magnetocalorics and the candidate ferromag-
netic materials. For the known magnetocalorics, the area of the circle is proportional
to the material’s peak ∆SM with an applied field of 2 T. The grey line indicates
ΣM = 1.5; candidates above this line are predicted to show large ∆SM . MnCoP, a
candidate material with Σ = 3.03% which we have synthesized and measured, is
shown with area proportional to its ∆SM . [155–214]

anism, and the nature of the phase transition, ΣM can be rapidly calculated for any

material given only an ordered unit cell and no additional human input. Figure 2.3

shows ΣM calculated for all 167 materials in this study, including the 134 that have not

yet been studied for magnetocaloric effect, plotted against the experimental TC . Thirty

ferromagnets with ΣM > 1.5 are identified and listed in Table 2.2. Based on the corre-

lations observed in known magnetocalorics, these materials are likely to show strong

magnetocaloric effect and are therefore excellent candidates for experimental study.

We report here a first experimental verification of these predictions. MnCoP, an

othorhombic material with the TiNiSi structure (Pnma)[215], has ΣM = 3.03 and
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Figure 2.4: Magnetocaloric characterization of MnCoP, which shows a high ΣM of
3.03%. Top: Magnetization vs. temperature at different magnetic fields. Bottom:
∆SM , calculated from equation 2.2. The fields are 0.02 T, 0.05 T, 0.1 T, 0.3 T, 0.5 T,
1.0 T, 2.0 T, 3.0 T, and 5.0 T.

is therefore expected to have strong ∆SM near its Curie temperature of 583 K. We

prepared this compound and measured its isothermal entropy change, as shown in

Figure 2.4. MnCoP shows a maximum ∆SM of 3.1 kg−1 K−1 for an applied field of 2 T

and 6.0 J kg−1 K−1 for an applied field of 5 T. As shown in Figure 2.1 and Figure 2.2,

these values fit well into the observed correlation between ∆SM and ΣM .

Currently, the most commonly used parameter in the search for new magnetocalorics

is the saturation magnetization, MS. Within systems, including some first order sys-

tems, the magnitude of ∆SM is found to scale with MS and looking for high magnetiza-

tion compounds has often been a design principal in searching for new magnetocalorics

[79, 83, 216]. The theoretical MS of each of the materials in this dataset is easily
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calculated from the magnetic DFT calculations. Surprisingly, despite the widespread

acceptance of MS as a key determiner of ∆SM , the data shows poor correlation be-

tween MS and ∆SM . This can be seen in Figure 2.5, which is a visualization of the

cross-correlation matrix for the properties investigated in this study. MnAs and the

Fe2P-based “giant” magnetocalorics show larger ∆SM than Gd, despite having lower

MS. For the giant magnetocaloric effect materials, the failure of MS as a predictor of

∆SM can be understood as arising from the dominant role that the first-order mag-

netostructural transition plays in determining the entropy change. However, even for

second order materials with no known discontinuous structural transition at the Curie

temperature, deviation is expected. Using the Arrott-Noakes equation of state [217]

for a second order magnetic transition and making the mean field approximation gives

the following: [110]

∆SM(H1) = −1

2
a
[
M(H1)−M(0)

]
(2.5)

Where the maximum entropy change upon isothermal application of a field H1 is de-

termined by a, a phenomenological parameter dependent on the critical exponents.[
M(H1) −M(0)

]
is the difference between the magnetization under a field of H1 and

the spontaneous magnetization. Therefore, while large MS provides the potential for

large
[
M(H1) −M(0)

]
, the value of ∆SM(H1) will ultimately depend heavily on the

critical exponents and field-dependence of the magnetization curves.

The surprisingly poor correlation between calculated MS and experimental ∆SM

can therefore be explained in both in materials displaying first- and second-order mag-

netic transitions. In both cases, the possible entropy change of the spin system upon

magnetization is determined by the MS, but the portion of that total change that can be

caused by a finite magnetic field (e.g. 2 T or 5 T) is limited by other material properties

that are not captured in a calculation of MS.
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Figure 2.5: Visualization of the cross-correlation matrix for experimental (∆SM and
TC) and computed properties (all others). µmax is the maximum localized on any
ion in the compound, and ENM − EM is the energy difference between the structure
calculated without and with spin-polarization, in eV/atom. For each square, the color
represents Pearson’s r, which ranges from −1 (perfect negative correlation) to +1
(perfect positive correlation) through 0 (no correlation). Correlations involving ∆SM
use the 33 magnetocaloric materials (Table 2.1), while all other correlations use the
full dataset of 167 materials (Table 2.2 and Appendix Table 2.3).
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Analysis of aggregated materials data has become an important and insightful way

of understanding physical phenomena, especially as large databases of experimental

and computational data have been established. [75, 218–224] Statistical analysis, in-

teractive visualization, and machine learning allow for new and insightful ways of

understanding materials behavior and guiding research efforts. The experimental and

computed data in this study, provided in full in the Appendix and in an interactive web-

site currently hosted online at magnets.mrl.ucsb.edu, afford opportunities for this type

of analysis. For example, Figure 2.5 contains a cross-correlation analysis of the param-

eters investigated in this study, including measured ∆SM and TC and several properties

extracted from the DFT calculations. This analysis shows that ∆SM for applied fields

of both 2 T and 5 T is more strongly correlated with ΣM than with any other calcu-

lated property investigated. The percentage volume change between the nonmagnetic

unit cell and the magnetic unit cell also shows some correlation with ∆SM , although

less than the magnetic deformation. While the cell volume captures some of the struc-

tural differences that arise between the magnetic unit cell and nonmagnetic unit cell, it

fails to account for cases where significant unit cell shape changes occur without large

changes in cell volume. These sort of structural transitions can be important in mag-

netocaloric materials, for example in the case of the Fe2P-type compounds discussed

earlier. Numerous other correlations are found between various parameters. For ex-

ample, ENM − EM, which can be viewed as the energy benefit of a material becoming

magnetic, is much more strongly related to the maximum ionic moment size µmax than

to any other parameter, including the overall magnetizationMS. This suggests that

a large ionic moment is a sign of a highly stable magnetic ground state. Interestingly,

this analysis also shows that none of the investigated parameters correlates particularly

well with TC . As TC is an important parameter in screening magnets for a variety of

applications, including magnetocalorics, it will be valuable to investigate simple and
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general computational methods of predicting TC .

2.4 Conclusion

This contribution introduces a simple computational proxy for the screening of mag-

netic materials for magnetocaloric performance, ΣM , the magnetic deformation. This

proxy is validated using ∆SM values from reported magnetocalorics and new ∆SM

measurements. Based on application of this proxy to ferromagnets that have not yet

been measured for ∆SM , we propose 30 likely candidates for strong magnetocaloric

performance. The calculation of ΣM requires no knowledge of a material beyond it’s

crystal structure, so the method is easily applied to a large number of compounds.

While this study has restricted screening to known ferromagnets with relatively simple

unit cells and no rare earth elements, the proxy is quite general and could be used

across a large variety of systems. For example, by combining this proxy with phase sta-

bility analysis, [219] this proxy could be applied to screen large numbers of hypothet-

ical materials that are expected to be thermodynamically stable but have not yet been

experimentally investigated. Alternatively, this proxy can be used to screen composi-

tions within a single system to suggest compositions with optimal properties. Further-

more, as many known magnetocaloric materials have magnetic transitions other than

the transition from paramagnetic to ferromagnetic states, it would be profitable to ex-

pand this proxy to a wider range of materials by comparing the structures of materials

with other kinds of magnetic orderings, such as antiferromagnets and ferrimagnets.
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TC ∆SM (J kg−1 K−1) ref. ΣM MS ∆VM

(K) H = 2 T H = 5 T (%) (emu/g) (%)

MnAs 318 −20 −30 134 3.97 121.5 13.2
MnFeP2/3Si1/3 250 −16 135 5.02 171.1 7.10
MnFeGe1/3P1/3Si1/3 275 −14 −35 136 6.14 154.7 5.80
MnFeP1/3As2/3 325 −12 −33 137 5.06 141.7 6.63
MnFeP2/3As1/3 225 −11 −16 137 3.14 146.0 7.10
CrO2 396 −6.8 138 3.09 133.0 3.90
AlFe2B2 275 −4.5 −7.5 139 2.12 92.3 1.77
Mn5Ge3 300 −3.8 −9.4 140 2.33 152.5 11.3
Fe3C 475 −3.1 141 1.05 170.2 5.53
LaMnO3 300 −3 −7 142 1.43 71.2 7.42
MnCoGe 235 −3 −6 143 1.93 90.7 4.67
Mn5PB2 302 −2.6 −5 144 1.08 138.0 4.03
Y2Fe17 300 −2.5 −4.8 145 1.98 187.3 10.4
Mn3GaC 250 −2.5 −4.5 146 0.44 95.0 2.31
MnSi 31 −2.2 −3.55 147 0.23 66.9 1.20
Mn3Sn2 280 −1.9 −3.5 148 2.76 107.3 8.15
MnP 290 −1.8 −3.8 149 0.41 46.9 1.22
Mn3AlC 288 −1.6 −3.5 150 0.43 107.0 2.26
MnNi2Ga 329 −1.5 151 0.75 93.7 3.93
Fe5Si3 373 −1 −2.8 140 0.96 111.7 3.13
La2MnNiO6 280 −1 −2.1 152 0.27 57.2 1.40
MnFeGe 235 −0.75 −1.6 143 1.42 83.8 3.68
SrRuO3 160 −0.6 −2 153 0.17 47.3 0.84
Fe3GeTe2 225 −1.1 154 1.24 70.8 6.12

Ni 627 −1.4 −2.6 18 0.07 55.6 0.34
Fe2P 223 −1.5 −2.9 18 1.23 116.7 3.64
MnB 571 −5.1 −9.4 18 1.72 155.1 3.64
FeB 573 −1.7 −3.2 18 2.17 96.6 1.52
MnNiSb 765 −1.5 −3.0 18 1.61 94.9 8.50
MnNi2Sn 350 −1.2 −2.1 18 0.93 80.0 4.85
FeRu2Sn 545 −0.3 −0.6 18 0.67 61.7 3.49
MnFe2Si 250 −0.6 −1.6 18 0.39 86.1 2.03
MnCoP 583 −3.1 −6.0 18 3.03 114.9 5.53

Table 2.1: Selected experimental and calculated data for the magnetocalorics investi-
gated in this study. The Curie temperature (TC) and peak isothermal entropy change
(∆SM) columns represent experimental results, either aggregated from literature (top
section) or from new magnetic measurements in this study (bottom section). The
magnetic deformation (ΣM), saturation magnetization (MS), percentage volume dif-
ference between the magnetic unit cell and the nonmangetic unit cell (∆VM), and
density (ρ) are from DFT calculations performed in the present study. In each case,
the ∆SM is for the ferromagnetic to paramagnetic transition. MnB has also been
measured by Fries et al. [80] 51
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Table 2.2: Ferromagnetic compounds with large values of magnetic deformation, ΣM

(>1.5), indicating potential for good magnetocaloric properties. For each material, TC
is the experimental magnetic transition temperature (found in given reference). ΣM

and saturation magnetization (MS) are the result of DFT calculations. The complete
list of candidate compounds and calculated parameters can be found in the Appendix,
Table 2.3.

TC ref. ΣM MS

(K) (%) (emu/g)

Cr3Te4 317 155 6.09 83.7
MnCoAs 350 156 4.69 91.7
Cr2Te3 180 157 3.73 69.3
MnCoP 583 215 3.03 114.9
MnPtGa 220 158 2.40 65.5
CrNiAs 182 159 2.31 90.0
MnNb3S6 48 160 2.25 45.0
Fe16N2 810 161 2.17 213.4
FeCoP 425 156 2.16 78.0
Fe5SiB2 784 162 2.14 147.2
Fe3Pd 575 163 2.11 168.8
Fe3Pt 462 164 2.07 127.8
Fe4CoSiB2 675 165 2.03 117.9
Fe4N 769 161 1.93 232.0
Fe3N 550 166 1.88 187.8
MnGa2Sb2 310 167 1.85 34.7
Fe2CoN 488 168 1.84 155.4
MnTa4S8 75 169 1.84 21.7
CrNiP 140 156 1.84 104.3
MnGeAs2 340 170 1.82 83.6
Fe23Y6 485 171 1.79 152.8
Fe4MnSiB2 770 165 1.79 141.5
Fe3Ge 640 172 1.70 147.8
Ba2MnReO6 110 173 1.67 35.8
MnGe4 340 174 1.60 25.2
Sr3Ru2O7 104 175 1.59 39.7
MnGeP2 320 170 1.58 98.9
Fe3RhN 505 176 1.56 168.9
MnNb4S8 100 169 1.53 29.7
MnPdSb 500 177 1.52 66.3
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2.5 Appendix: Supplemental material

2.5.1 Sample synthesis and ∆SM(∆H,T ) measurements

Figure 2.6: Magnetocaloric characterization of Ni foil, Fe2P and Heusler MnFe2Si via
magnetic measurements. For Ni and Fe2P, the M(T )s were taken at fields of 0.1 T,
0.3 T, 0.5 T, 1 T, 2 T, 3 T, and 5 T. For MnFe2Si, the M(T )s were taken at fields of 0.1 T,
0.2 T, 0.5 T, 1 T, 1.5 T, 2 T, and 5 T.

Ni foil (0.125 mm thickness, ≥99.9 % purity) and Fe2P powder (99.5% purity) were

obtained from Aldrich.

The Heusler MnFe2Si was prepared by a rapid assisted microwave synthesis method,

which has been shown to be an effective way to synthesize intermetallics. [225] Sto-

ichiometric amounts of Mn, Fe, and Si powders, totaling about 1 g in mass, were

weighted and ground together with a mortar and pestle. The powder was pressed

into a pellet 6 mm in diameter and sealed in an evacuated silica ampoule which was

then placed in an alumina crucible filled with 7 g activated charcoal. The charcoal
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acts as a microwave susceptor. This crucible was placed in an alumina foam housing,

loaded into a 1200 W domestic Panasonic microwave (model NN-SN651B) and heated

at 70% power (840 W) for 2.5 minutes and then 90% power (1080 W) for 3 minutes.

The resulting compound was annealed in the evacuated ampoule for 5 days at 650◦C

to promote homogenization of the final product. The sample was confirmed to be the

correct phase by laboratory powder X-ray diffraction.

Figure 2.7: Magnetocaloric characterization of MnB and FeB via magnetic measure-
ments. For MnB, the M(T )s were taken at fields of 0.02 T, 0.05 T, 0.1 T, 0.3 T, 0.5 T,
1 T, 2 T, 3 T, and 5 T. For FeB, the M(T )s were taken at fields of 0.02 T, 0.06 T, 0.1 T,
0.2 T, 0.5 T, 1 T, 2 T, 3 T, and 5 T.

The compounds MnB and FeB were prepared by assisted microwave synthesis, us-

ing a procedure similar to MnFe2Si. Stoichiometric amounts of elemental Mn or Fe and

B powders were weighed out, including an extra 2 wt.% B to account for losses during

heating. The powders were ground and pressed into 300 mg pellets 6 mm in diameter.

Each pellets was sealed in an evacuated fused silica ampoule. The ampoule was placed
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in a crucible with 6.5 g activated charcoal which had been preheated in the microwave

to about 150◦C, and this was placed in an alumina foam housing. The samples were

microwaved at 70% power (840W) for 3 minutes and allowed to cool in the microwave.

Melting of the pellet was not observed. Pellets were annealed in evacuated ampoules at

1100◦C for 2 days, followed by air quenching. Weight loss of 1.9% was observed in the

FeB sample, which we attribute to loss of boron during the microwave step. Formation

of FeB and MnB were confirmed by laboratory powder X-ray diffraction.

Figure 2.8: Magnetocaloric characterization of half-Heusler MnNiSb and full-Heuslers
MnNi2Sn and FeRu2Sn via magnetic measurements. The M(T )s were taken at fields
of 0.1 T, 0.3 T, 0.5 T, 1 T, 2 T, 3 T, and 5 T.

Half-Heusler MnNiSb and Heusler MnNi2Sn were similarly prepared using assisted

microwave synthesis. The pure elements were ground together and pressed into 1 g

pellets and then sealed in evacuated silica ampoules and loaded into the microwaves

as described for MnB and FeB. MnNiSb was microwaved at 70% power (840 W) for

2.5 minutes and then annealed in the evacuated ampoule at 650◦C for 7 days before
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air quenching. MnNi2Sn was microwaved for 100% power (1200 W) for 3 minutes and

then annealed in the evacuated ampoule at 850◦C for 4 days before air quenching. The

phases were verified by laboratory X-ray diffraction.

FeRu2Sn was prepared as described previously. [124]

2.5.2 Sample synthesis and structural characterization of MnCoP

Figure 2.9: Rietveld refinement of the synchrotron XRD pattern of the MnCoP sample.
The pattern shows good agreement with the structural model previously reported
(TiNiSi-type, Pnma). [215]

MnCoP was made by assisted microwave reaction. Stoichiometric amounts of

Mn3P2, Co, and red P powders were ground in a mortar and pestle and pressed into a

pellet 6 mm in diameter, which was then sealed in an evacuated silica ampoule. The
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ampoule was placed in an alumina crucible surrounded by 7 g of activated charcoal that

had been preheated to 100◦C, which acts as a susceptor material in the microwave.

This crucible was then placed in a thermally insulating housing made from alumina

foam and microwaved at 70% power (840 W) for 2.5 minutes. The silica ampoule

was then transferred to a conventional furnace and the sample was annealed at 950◦C

for 17 hours before quenching in water. The sample was verified to show the Pnma

TiNiSi-type structure via Rietveld refinement of the synchrotron X-ray diffraction pat-

tern (Figure 2.9).

2.5.3 Calculation of the magnetic deformation ΣM

The following python functions can be used to calculate the degree of lattice de-

formation between two unit cells. Tested on python 2.7.10 with numpy 1.10.1 and

pymatgen 3.2.10 [132].
__copyright__ = "Copyright 2017, Joshua D. Bocarsly"
__license__ = "MIT"

from os.path import join as j
import numpy as np
from numpy import linalg as LA
import pymatgen as mg

def magnetic_deformation(nm_struct, m_struct):
’’’
Calculates the magnetic deformation, which is the degree of
lattice deformation between an optimized nonmagnetic structure
(non spin-polarized) and an optimized magnetic structure
(spin-polarized).

nm_struct and m_struct are pymatgen.core.structure.Structure
objects containing the nonmagnetic optimized cell and the magnetic
optimized cell.
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Returns the magnetic deformation expressed as a percentage (float).
’’’
lmn = nm_struct.lattice_vectors().T
lm = m_struct.lattice_vectors().T
return degree_of_lattice_deformation(lmn, lm)

def degree_of_lattice_deformation(L1, L2):
’’’
Calculates the degree of lattice deformation between two
unit cells.

The unit cells are provided as a 3x3 matrix, with each
column containing the cartesian representation of one
of the lattice vector.

Returns the degree of lattice deformation as a
percentage (float)
’’’
#calculate the transformation matrix from 1 to 2
L1_i = LA.inv(L1)
P = np.dot(L1_i, L2)
#calculate the lagrangian finite strain tensor, eta
I = np.identity(3)
eta = 0.5*(np.dot(P.T,P)-I)
#calculate the 3 eigenvalues of eta and return the
root mean square
w, v = LA.eig(eta)
dold = 100*(1./3.)*np.sqrt(w[0]**2 + w[1]**2 + w[2]**2)
return dold
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2.5.4 Calculated and collected data for ferromagnets

Table 2.3: Experimental Curie temperature TC and cal-
culated properties for the ferromagnetic candidate ma-
terials investigated in this study.

formula TC ref. ΣM Ms ∆VM ρ ENM−M µmax

(K) (%) (emu/g) (%) (g/cm3) (eV/atom) (µB)

Cr3Te4 317 155 6.09 83.7 22.67 6.40 0.27 3.4

MnCoAs 350 156 4.69 91.7 7.97 8.15 0.20 3.0

Cr2Te3 180 157 3.73 69.3 16.39 6.41 0.32 3.2

MnPtGa 220 158 2.40 65.5 8.22 11.74 0.37 3.7

CrNiAs 182 159 2.31 90.0 7.35 7.64 0.12 3.0

MnNb3S6 48 160 2.25 45.0 8.42 4.78 0.05 3.9

Fe16N2 810 161 2.17 213.4 11.47 7.73 0.04 2.8

FeCoP 425 156 2.16 78.0 3.28 7.45 0.09 1.8

Fe5SiB2 784 162 2.14 147.2 5.00 7.05 0.07 2.1

Fe3Pd 575 163 2.11 168.8 11.16 8.86 0.27 2.8

Fe3Pt 462 164 2.07 127.8 10.96 11.65 0.19 2.8

Fe4CoSiB2 675 165 2.03 117.9 3.76 7.23 0.05 1.6

Fe4N 769 161 1.93 232.0 10.20 7.27 0.26 3.0

Fe3N 550 166 1.88 187.8 6.89 7.48 0.16 2.1

MnGa2Sb2 310 167 1.85 34.7 4.85 6.85 0.06 2.9

Fe2CoN 488 168 1.84 155.4 5.90 7.68 0.12 2.2

MnTa4S8 75 169 1.84 21.7 7.57 7.13 0.05 3.9

CrNiP 140 156 1.84 104.3 5.32 6.70 0.05 2.5
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Table 2.3: Experimental Curie temperature TC and cal-
culated properties for the ferromagnetic candidate ma-
terials investigated in this study.

formula TC ref. ΣM Ms ∆VM ρ ENM−M µmax

(K) (%) (emu/g) (%) (g/cm3) (eV/atom) (µB)

MnGeAs2 340 170 1.82 83.6 9.62 4.84 0.18 3.8

Fe23Y6 485 171 1.79 152.8 9.45 6.98 0.15 2.5

Fe4MnSiB2 770 165 1.79 141.5 4.43 7.00 0.08 2.1

Fe3Ge 640 172 1.70 147.8 7.18 8.37 0.22 2.2

Ba2MnReO6 110 173 1.67 35.8 8.81 7.27 0.12 4.3

MnGe4 340 174 1.60 25.2 1.10 6.68 0.02 1.8

Sr3Ru2O7 104 175 1.59 39.7 1.89 5.90 0.01 1.4

MnGeP2 320 170 1.58 98.9 8.14 3.93 0.05 3.1

Fe3RhN 505 176 1.56 168.9 8.24 8.39 0.17 2.6

MnNb4S8 100 169 1.53 29.7 6.32 4.72 0.04 3.7

MnPdSb 500 177 1.52 66.3 8.01 8.15 0.23 3.2

FePt 750 178 1.49 72.1 7.84 14.91 0.34 2.9

MnCu2Sn 530 179 1.49 72.9 7.83 8.28 0.35 3.7

Fe3P 716 166 1.47 157.3 5.76 7.44 0.13 2.2

Mn3ZnC 353 180 1.44 161.7 7.56 6.94 0.14 2.7

CuCr2Te4 329 181 1.38 44.3 7.27 6.40 0.33 3.0

Fe2NiN 234 168 1.37 126.3 4.73 7.64 0.13 2.1

CuCr2S4 375 181 1.36 94.9 7.15 4.13 0.24 2.7

Sr2FeMoO6 420 173 1.35 7.3 7.11 5.56 -0.04 0.7
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Table 2.3: Experimental Curie temperature TC and cal-
culated properties for the ferromagnetic candidate ma-
terials investigated in this study.

formula TC ref. ΣM Ms ∆VM ρ ENM−M µmax

(K) (%) (emu/g) (%) (g/cm3) (eV/atom) (µB)

TaMn2B4 780 182 1.32 66.7 2.34 8.99 0.08 2.1

MnPtSn 330 183 1.30 55.5 6.82 10.25 0.56 3.8

MnPd2Sb 247 179 1.29 62.0 6.79 9.60 0.51 4.0

CuCr2Se4 430 184 1.27 59.3 6.69 5.71 0.30 2.9

CdCr2S4 86 185 1.25 97.2 6.55 4.19 0.38 2.9

Fe3Al 400 186 1.23 169.9 6.48 6.88 0.24 2.4

HgCr2S4 36 187 1.23 77.3 6.47 5.22 0.36 2.9

Fe3Y 549 171 1.22 82.4 5.51 7.18 0.10 2.1

Fe4MnPB2 650 165 1.21 140.7 4.23 7.19 0.08 2.2

MnCu2Al 600 179 1.20 94.9 6.29 6.68 0.27 3.4

Ba2FeMoO6 308 173 1.19 42.8 6.26 6.41 0.10 3.7

CdCr2Se4 130 185 1.17 63.0 6.14 5.53 0.41 3.0

Sr2FeReO6 400 173 1.16 32.7 6.07 6.73 0.10 3.7

HgCr2Se4 106 187 1.13 53.9 5.93 6.39 0.39 3.0

MnCu2In 520 179 1.13 69.9 5.91 8.33 0.36 3.6

MnNi2Sb 360 179 1.12 75.6 5.86 8.80 0.35 3.6

CrMn2B4 440 182 1.11 90.9 1.92 6.15 0.04 1.8

CrTa3Se6 120 160 1.08 16.0 4.08 8.78 0.07 3.1

WMn2B4 560 182 1.07 58.4 1.26 9.37 0.06 1.8
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Table 2.3: Experimental Curie temperature TC and cal-
culated properties for the ferromagnetic candidate ma-
terials investigated in this study.

formula TC ref. ΣM Ms ∆VM ρ ENM−M µmax

(K) (%) (emu/g) (%) (g/cm3) (eV/atom) (µB)

MnNi2Sn 344 179 1.07 78.7 5.61 8.71 0.35 3.6

MnPd2Sn 189 179 1.03 60.1 5.41 9.73 0.49 3.9

Fe7C3 523 188 1.02 151.3 3.71 7.86 0.07 2.0

MoMn2B4 590 182 1.01 78.7 1.54 6.96 0.06 1.8

Fe2Zr 600 189 1.01 84.3 5.30 7.80 0.11 2.0

ScFe2 545 190 1.00 94.2 3.80 6.23 0.09 1.8

MnCoSb 478 183 1.00 70.9 5.24 7.98 0.38 3.2

Co5Y 921 191 0.98 105.2 4.82 7.72 0.11 1.6

Fe5PB2 640 165 0.97 143.1 4.94 7.26 0.07 2.0

Mn5SiB2 628 162 0.94 131.5 3.64 6.83 0.07 1.7

Fe5C2 519 192 0.93 153.2 4.81 7.83 0.09 2.1

Fe2Y 550 193 0.93 86.0 4.89 7.04 0.17 2.0

Ni3Mn 750 161 0.93 119.4 4.88 8.52 0.26 3.2

Mn3InC 272 194 0.93 116.0 4.88 7.89 0.13 2.5

CrNb3S6 160 160 0.92 32.1 3.73 4.90 0.06 2.8

Ba2FeReO6 303 173 0.92 27.3 4.82 7.50 0.14 3.7

CrNb3Se6 105 160 0.92 21.1 3.43 6.57 0.08 3.0

ZrFe2 633 195 0.91 83.7 4.79 7.85 0.11 2.0

FeCo2Ge 980 196 0.83 126.1 4.35 8.74 0.32 2.9
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Table 2.3: Experimental Curie temperature TC and cal-
culated properties for the ferromagnetic candidate ma-
terials investigated in this study.

formula TC ref. ΣM Ms ∆VM ρ ENM−M µmax

(K) (%) (emu/g) (%) (g/cm3) (eV/atom) (µB)

FeCo2Si 1015 196 0.83 148.9 4.34 7.58 0.30 2.8

Fe3Ge 740 172 0.82 125.2 4.27 8.60 0.28 2.6

BaFeO3 110 197 0.81 83.8 4.25 6.42 0.22 3.0

Fe4CoPB2 515 165 0.80 108.6 3.51 7.46 0.05 1.6

Fe3Si 600 198 0.78 146.0 4.07 7.42 0.25 2.6

MnCo2Si 985 179 0.75 138.9 3.94 7.51 0.36 3.0

MnNi2Ga 379 179 0.74 93.7 3.89 8.26 0.31 3.4

FePd3 543 164 0.74 63.5 3.88 10.65 0.35 3.3

CoPt 840 199 0.74 49.0 3.12 15.73 0.16 1.9

Co2B 156 200 0.72 83.1 1.02 8.23 0.05 1.0

La2MnCoO6 230 201 0.69 68.7 3.58 6.82 0.15 2.9

FeNiP 95 156 0.68 45.6 1.46 7.37 0.05 1.4

FeCoAs 300 156 0.68 64.5 2.95 8.51 0.14 2.1

MnTa3S6 80 160 0.62 12.6 1.27 7.78 0.01 1.8

Co3B 474 200 0.61 105.6 2.09 8.35 0.08 1.3

MnCo2Sn 829 179 0.61 96.5 3.17 9.07 0.43 3.2

MnCo2Ge 905 179 0.59 113.7 3.07 8.69 0.39 3.1

MnCo2Al 697 202 0.46 112.6 2.39 7.21 0.31 2.7

Fe3ZnC 368 180 0.46 93.8 2.38 7.60 0.11 1.7
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Table 2.3: Experimental Curie temperature TC and cal-
culated properties for the ferromagnetic candidate ma-
terials investigated in this study.

formula TC ref. ΣM Ms ∆VM ρ ENM−M µmax

(K) (%) (emu/g) (%) (g/cm3) (eV/atom) (µB)

MnCo2Ga 694 179 0.45 94.3 2.37 8.67 0.32 2.8

MnB2 157 203 0.42 133.3 1.71 5.63 0.14 1.8

MnAl 650 161 0.41 129.8 1.99 5.35 0.17 1.9

VMn2Al 760 202 0.38 59.5 1.97 6.38 0.06 1.4

CoS2 130 204 0.36 45.2 1.86 4.92 0.01 0.9

BaRuO3 60 205 0.34 43.3 1.80 7.11 0.02 1.5

CrCo2Al 334 202 0.34 85.2 1.79 7.06 0.12 1.6

Fe3GaC 510 180 0.34 70.1 1.78 7.80 0.04 1.2

Sr2CrMoO6 420 173 0.31 26.7 1.60 5.73 0.07 0.5

Sr2CrReO6 620 173 0.31 10.8 1.59 6.96 0.07 1.1

CrBe12 50 206 0.29 47.4 1.06 2.49 0.01 1.7

VCo2Sn 95 202 0.27 57.3 1.42 8.80 0.06 1.1

Sr2CrWO6 458 173 0.25 22.0 1.31 6.86 0.07 2.3

TiCo2Sn 371 207 0.25 39.4 1.30 8.40 0.04 1.1

HfCo2Sn 394 208 0.25 26.9 1.28 11.31 0.04 1.1

VCoSb 58 209 0.24 24.1 1.27 7.80 0.04 1.2

ZrCo2Sn 448 208 0.24 34.1 1.26 8.80 0.05 1.1

CrCo2Ga 495 202 0.23 70.5 1.22 8.54 0.13 1.6

CoPt3 400 199 0.23 25.2 1.19 18.36 0.11 2.0
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Table 2.3: Experimental Curie temperature TC and cal-
culated properties for the ferromagnetic candidate ma-
terials investigated in this study.

formula TC ref. ΣM Ms ∆VM ρ ENM−M µmax

(K) (%) (emu/g) (%) (g/cm3) (eV/atom) (µB)

Mn3GeC 330 180 0.22 65.1 1.14 7.61 0.08 1.2

TiCoSn 134 210 0.21 9.2 1.10 6.50 0.00 0.6

MnNi2In 323 179 0.21 81.3 1.08 8.95 0.36 3.5

TiCo2Ge 384 207 0.20 47.2 1.07 7.96 0.04 1.0

VCo2Ga 358 226 0.19 46.8 0.99 8.32 0.05 0.9

CrFe2Al 210 186 0.18 5.0 0.93 7.00 0.00 0.2

NbCo2Sn 105 208 0.13 29.0 0.68 9.32 0.02 0.9

TiCo2Al 120 211 0.13 28.8 0.65 6.47 0.01 0.6

Au4V 44 212 0.12 12.7 0.56 16.36 0.06 1.8

Ni3Pt 450 199 0.10 34.8 0.51 12.70 0.04 0.8

FePd 760 178 0.09 110.2 0.46 10.48 0.39 2.9

NiPt 200 199 0.09 23.4 -0.46 15.85 0.01 0.7

Ni3Al 41.5 212 0.08 22.2 0.40 7.47 0.00 0.3

WMn2Sn 258 202 0.06 0.0 0.33 12.07 0.00 0.0

CrTa3S6 170 160 0.03 21.7 0.15 7.70 0.04 2.7

Co7La2 490 214 0.02 2.2 0.03 7.86 0.00 0.4

Co3Sn2S2 177 188 0.02 11.6 -0.08 7.23 0.01 0.4

MnPtSb 572 183 0.01 58.2 -0.07 11.20 0.20 3.6

ZrZn2 17 212 0.01 22.1 0.05 7.31 0.02 0.5
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Chapter 3

Computational screening of

magnetocaloric alloys

1 The magnetic deformation proxy introduced in Chapter 2 provides a way to rapidly

screen potential magnetocalorics to identify the strongest candidates for further exper-

imental study. As with most high-throughput density functional theory (DFT) screens,

this study was restricted to compounds with simple, well-defined crystallographic unit

cells due to difficulties in simulating atomic site disorder. However, experimentally, it is

often found that the highest-performing functional materials, for a variety of applica-

tions, are alloys and disordered materials which would be overlooked in conventional

searches. Here we extend the DFT-based magnetic deformation proxy presented in

Chapter 2 to screen magnetocaloric materials with atomic site disorder. This is accom-

plished by thermodynamic averaging of the magnetic deformation for ordered super-

cells across a solid solution. We show that the highly nonmonotonic magnetocaloric

1The contents of this chapter have substantially appeared in reference 88: C. A. C. Garcia, J. D.
Bocarsly,* and R. Seshadri. Computational screening of magnetocaloric alloys. Phys. Rev. Mater., 4
(2020) 024402. *corresponding author. © 2020 American Physical Society, reprinted with permission.
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properties of the disordered solid solutions Mn(Co1−xFex)Ge and (Mn1−xNix)CoGe are

successfully captured using this method.

This project was performed in collaboration with Christina Garcia and under the

mentorship of Ram Seshadri.

3.1 Introduction

Recent advances in computing and automated materials science frameworks [115–

117, 218, 227, 228] have enabled high-throughput in silico screening of crystalline

solids aimed at identifying candidate materials for a variety of applications including

structural materials [229–231], battery electrodes [227, 232], thermoelectrics [118],

photovoltaics [233, 234], and magnetocalorics [18], among many others. In these

projects, automated density functional theory (DFT) calculations are performed on a

large number of candidate structures and compositions that have either been pulled

from the literature or generated using a set of rules. Properties of interest are predicted

from the results of these first principles calculations, often making use of a proxy: a

simple quantifiable parameter that serves as an indicator of the more complex phys-

ical phenomenon [18, 119, 235]. While this strategy has met with success and has

expanded the breadth of materials systems under consideration for various applica-

tions, a major limitation is that these efforts have generally been limited to evaluating

compounds with simple unit cells, and without atomic site disorder (alloying). Conse-

quently, alloyed and solid-solution materials are excluded from these searches, despite

experiments suggesting that the highest-performing materials for a variety of applica-

tions often come from these families.

The importance of screening compositionally disordered materials is especially ap-
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parent in the field of magnetocalorics, where many of the highest-performing mate-

rials rely on substantial unit cell disorder and nonstoichiometry for their remarkable

properties, including (Mn,Fe)2−δ(P,Si) [64–67], La(Fe,Si)13Hx [68, 69], Gd5(Si,Ge)4

[82, 236], and a variety of substituted MnCoGe-based compounds [237, 237–239]. In

these materials, application of a magnetic field causes randomly oriented spins to align,

reducing the entropy of the spin system. Alternating cycles of adiabatic and isothermal

magnetization and demagnetization of a magnetocaloric can be used to drive a thermo-

dynamic cycle and build an efficient magnetic heat pump [47]. Such devices promise

to provide an energy-efficient and environmentally-friendly alternative to conventional

vapor-compression refrigeration and air conditioning [50, 103], which typically rely

on hydrofluorochlorocarbons, which are now known to be associated with high global

warming potential [240]. The primary metric used to quantify the performance of a

magnetocaloric is the entropy change experienced by the material upon isothermal ap-

plication of a magnetic H field at a temperature T , ∆SM(T,H). This parameter reaches

its peak value near a magnetic transition temperature Tc, where the spins are most sus-

ceptible to an external field. An effective magnetocaloric should therefore show a large

peak |∆SM(T,H)| at a useful temperature range.

For the high-performing magnetocaloric materials mentioned above, magnetic mo-

ments are strongly coupled to crystal structure, causing their magnetic transitions to

couple to discontinuous changes in the crystal symmetry or lattice parameters. Such

systems can show greatly enhanced (giant) magnetocaloric effects [82] around their

first-order magnetostructural phase transitions. In fact, magnetostructural coupling

can lead to an enhanced magnetocaloric effect even without this type of first-order

transition present [81, 85, 86, 241]. We previously introduced a simple DFT-based

proxy for magnetostructural coupling known as the magnetic deformation [18] ΣM —
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Figure 3.1: (a) Hexagonal and (b) orthorhombic structure types of MnCoGe, depicted
in the orthorhombic setting. The orthorhombic structure can be accessed from the
hexagonal structure by a displacive phase transition involving corrugation of the hon-
eycomb Co-Ge network.

a stand-in for magnetostructural coupling — obtained through comparing the degree of

lattice deformation between magnetic and nonmagnetic DFT structural optimizations.

In systems where the inclusion of magnetism in the DFT calculation causes a large

change in the optimized structure, we surmise that magnetostructural coupling must

be strong. In a survey of reported magnetocalorics without substantial unit cell disor-

der, we found that ΣM correlates well with the experimental peak ∆SM for transition

metal-based compounds, both for materials with known first-order magnetostructural

transitions and for those with no such transitions [18]. Consequently, ΣM can be used

to computationally screen magnetic compounds to identify promising magnetocalorics.

While the application of the magnetic deformation proxy was previously limited

to DFT-friendly compounds with no consideration of atomic site disorder, here we in-

troduce a method to allow for the calculation of ΣM in disordered solid solutions. In
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order to accomplish this, we consider the test case of MnCoGe-based alloys. MnCoGe,

an orthorhombic Pnma compound with a TiNiSi-type structure, shows an intermediate

peak ∆SM of −6 J kg−1 K−1 for an applied field H = 5 T [242]. This effect is in agree-

ment with the calculated value of ΣM = 1.93% [18]. However, it was reported in 2010

that inclusion of just two or three percent boron (e.g. MnCoGeB0.02) in the material

leads to a giant magnetocaloric effect with peak ∆SM of up to −47.3 J kg−1 K−1 [237].

This doped MnCoGe shows a coupled first-order magnetostructural transition, with

a higher-symmetry hexagonal Ni2In paramagnetic phase (Figure 3.1(a)) transforming

to a magnetic phase with a mixture of TiNiSi (Figure 3.1(b)) and Ni2In structures.

The TiNiSi structure is described by a subgroup (Pnma) of the spacegroup of the Ni2In

structure (P63/mmc), and is formed by a displacive phase transition involving corruga-

tion of the honeycomb Co-Ge lattice [243], as illustrated in Figure 3.1. Similar effects

to those of boron-doping can also be realized with a number of other atomic substi-

tutions, with giant magnetocaloric effects seen at disordered compositions including

MnCoGeC0.03 [237], Mn0.9Ni0.1CoGe [238], MnCoGe0.95Ga0.05 [239], and Mn0.98CoGe

[237].

Here, we propose a method by which the magnetic deformation proxy ΣM can

be used to screen compositionally disordered magnetic materials to identify promis-

ing magnetocaloric compositions. ΣM for a compositionally disordered material is

calculated by taking a Boltzmann-weighted average of the individual ΣM values for

enumerated ordered supercells of the disordered material. Using this technique, the

qualitative magnetocaloric behavior of two solid solutions of MnCoGe are successfully

reproduced: Mn(Co1−xFex)Ge [242] and (Mn1−xNix)CoGe [238]. In the first system,

substitution of Fe for Co has has been shown to cause a modest increase in peak −∆SM

at the intermediate composition x= 0.2 [242]. In the second, substitution of Ni for
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Mn has been shown to lead to a much larger increase in −∆SM , with a giant mag-

netocaloric effect observed at x= 0.1 [238]. In both cases, we show that the highly

nonmonotonic behavior of the solid solution is remarkably captured by the ensembled

magnetic deformation calculations, with only minor deviations. We investigate the

potential energy surfaces relevant to the DFT structural optimizations of individual su-

percell calculations for Mn(Co1−xFex)Ge and find that key cells experience double-well

potentials with local minima at the hexagonal and orthorhombic structures of MnCoGe.

This indicates that the ability of the structural optimization algorithm to traverse from

one local minima to the other is an important consideration with regard to the results

obtained from the magnetic deformation proxy calculations.

3.2 Methods

3.2.1 Supercell enumeration

For the solid solution systems studied, all possible orderings of the supercells up to

a specified multiple of the volume of the 12 atom MnCoGe primitive cell (Pnma, TiN-

iSi structure) were enumerated. For the Mn(Co1−xFex)Ge system, we chose two times

the primitive cell volume, allowing for x increments of 1/8 across the full composi-

tion range x= 0 to x= 1. For (Mn1−xNix)CoGe, supercells up to 3 times the primitive

cell volume were considered from x= 0 to 0.25, allowing for x= 1/12 and x= 1/6

compositions to be probed in addition to x= 0, 1/8 and 1/4. The Clusters Approach

to Statistical Mechanics (CASM) code [244–246] was used to enumerate these sym-

metrically distinct configurations and determine the multiplicity of each configuration.

These ordered supercells may vary in cell shape and are not, in general, simple 2×1×1
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or 3×1×1 stackings of the primitive cell. However, all cells do start with unit cell

parameters and atomic positions consistent with the MnCoGe Pnma symmetry, if the

atom identity on the mixed site is ignored. Table 3.1 lists the compositions for which

we apply this method along with the number of supercell configurations generated and

the maximum supercell size for each composition.

For the Mn(Co1−xFex)Ge system, a parallel set of supercells was also enumerated

with the same unit cell orderings but with the atom positions and unit cell parame-

ters adjusted to correspond to the symmetry of the Ni2In-type hexagonal (P63/mmc)

structure. The necessary transformation is possible for every supercell of the TiNiSi

structure because Pnma is a subgroup of P63/mmc and therefore the Ni2In structure

type can always be expressed within a Pnma-compatible unit cell.

MnCo1−xFexGe Mn1−xNixCoGe

x count Vmax x count Vmax

0 1 1 0 1 1
0.125 7 2 0.0833 9 3
0.25 29 2 0.125 7 2
0.375 41 2 0.1667 71 3
0.5 58 2 0.25 184 3
0.625 41 2
0.75 29 2
0.875 7 2
1 1 1

Table 3.1: Compositions considered (labeled by x) and the number (count) of sym-
metrically distinct, ordered supercells with composition x for the Mn(Co1−xFex)Ge
and (Mn1−xNix)CoGe systems. For each composition, Vmax is the volume of the largest
supercells enumerated, in multiples of the primitive cell volume.
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3.2.2 Magnetic deformation

For each enumerated cell, the magnetic deformation ΣM was calculated following

the procedure given in Ref. 18. The optimized structure for each configuration was ac-

quired using density functional theory (DFT) with and without spin polarization. Cal-

culations were performed using the Vienna ab initio simulation package (VASP) [128]

using the generalized gradient approximation (GGA) exchange-correlation functional

as parameterized by Perdew, Burke and Ernzerhof [129, 131]. Spin-orbit coupling was

not included. For each configuration, the spin-polarized relaxations were initialized

with magnetic moments of 3.0µB on each transition metal ion.

Meshes for DFT calculations were automatically generated with the number of k-

points set to 2500 divided by the number of atoms in the cell. Structural optimizations

were performed using the conjugate gradient algorithm with an energy convergence

criterion of 10−3 eV. The structural relaxations were run iteratively until the volume

change between subsequent relaxations was less than 2%. Once this convergence pa-

rameter was met, a final electronic optimization was performed for each enumeration

while keeping the structure fixed. The Python packages pymatgen and custodian

[132] were used to automate, monitor, and analyze the VASP calculations.

Based on the obtained optimized structures, the magnetic deformation ΣM is cal-

culated as the degree of lattice deformation (%) [87, 133] between the DFT optimized

nonmagnetic and magnetic structures. This is obtained by finding the transformation

matrix between the two relaxed structures: P = A−1
NMAM, where ANM and AM are the

lattice vectors of the nonmagnetic and magnetic relaxed unit cell, respectively. The

Lagrangian finite strain tensor (which removes any rotational component of P) is then

calculated as η = 1
2
(PTP − I), and the magnetic deformation is obtained as the root-
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mean-squared eigenvalues of η:

ΣM =
1

3
(η2

1 + η2
2 + η2

3)1/2 × 100 %. (3.1)

For the Mn(Co1−xFex)Ge system, in addition to the magnetic deformation calculated

using only orthorhombic starting cells, a global ΣM was calculated for each cell based

on the lowest energy nonmagnetic and the lowest energy magnetic structure obtained

in either the run that started with the hexagonal structure or the run that started with

the orthorhombic structure.

Although it is well-established that DFT often fails to localize 3d transition metal

electrons enough to accurately model the moments in magnetic intermetallics, we

chose not to include any Hubbard U correction terms in order to keep the calcula-

tions as simple (and generalizable) as possible, and to maintain compatibility with our

previous work [18] where it was found that ΣM performs well as a proxy for magne-

tocaloric effect across a diverse range of compounds without the use of U . While we

believe a GGA+U approach could allow for the more faithful reproduction of magnetic

and structural ground states observed in experiment, this method increases computa-

tional cost and requires careful selection of U terms for each individual transition metal

element in the compound, making it difficult to generalize to a high-throughput search.

3.2.3 Modeling disorder

We consider the aggregate ΣM for a given composition labeled by x to be deter-

mined by an ensemble of the ordered supercells. The aggregation may be done by a

weighted average of the calculated ΣM for each ordering i using the multiplicity Ωi as

the weight:
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ΣM,avg. =

∑
i

ΩiΣM,i∑
i

Ωi

. (3.2)

A more complete picture, however, considers the calculated energy of each enumera-

tion, considering that low energy states are more likely to be present in a true sample

of a disordered alloy. To approximate this, we define the Boltzmann weight of a con-

figuration i with composition x as

wi = Ωi exp

(
Ei − E0

kBT

)
(3.3)

such that the Boltzmann-weighted average ΣM is

ΣM,Boltzmann =

∑
i

wiΣM,i∑
i

wi
. (3.4)

Here, Ei is the spin-polarized energy of supercell i, expressed per the maximum super-

cell size (i.e. in units of eV per 24 or 36 atoms). E0 is the energy of the lowest-energy

enumeration for the composition x, and kB is the Boltzmann constant. The temper-

ature T was set to 300 K. In addition, we also tested setting the temperature to the

preparation temperatures of the alloys (around 1000 K), and this did not dramatically

change the presented results.

In addition to enumerating small supercells, we also tried calculations of ΣM on

special quasirandom structures, a different method commonly used for DFT modeling

of alloys [247, 248]. In this method, an alloy composition is modeled by a single large

supercell (here, 48 atoms) with occupation of the atomic sites chosen so as to match the

near-neighbor correlations of the true infinite disordered compound as well as possible.

75



Computational screening of magnetocaloric alloys Chapter 3

Unfortunately, this method was not as successful as the supercell enumeration method

for the tasks investigated presently. For a discussion of these calculations, the reader is

directed to the Appendix section 3.4.1.

3.2.4 Transition paths

In order to investigate the potential energy surfaces which control the DFT struc-

tural relaxations used to calculate ΣM , we performed transition path calculations on

a few selected atomic supercells of Mn(Co0.75Fe0.25)Ge between their hexagonal and

orthorhombic structures. Lattice parameters and atom positions of structures along

the path are interpolated between the end members, which are the relaxed hexagonal

(d = 0) and orthorhombic (d = 1) structures. The energies of structures along this path

were calculated without structural relaxation.

3.3 Results and Discussions

Experimental peak −∆SM values and computed ΣM data for the Mn(Co1−xFex)Ge

system are shown in Figure 3.2. MnCoGe and MnFeGe are both ferromagnets, and the

full solid solution between them can be prepared experimentally [242]. This solid solu-

tion features a transition from the orthorhombic Pnma structure of MnCoGe at x <0.2

to the hexagonal P63/mmc structure of MnFeGe at x > 0.2 [242]. Across this se-

ries, peak −∆SM decreases as x increases, except for at the phase boundary (x= 0.2),

where a peak in −∆SM reaching 9 J kg−1K−1 for an applied field of 5 T is observed.

Figure 3.2(c) shows the energies of the individually enumerated supercells relative to

the energies of the corresponding mixture of MnCoGe and MnFeGe. Many orderings
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across the full compositional range show negative formation energies, consistent with

the experimental observation that the solid solution forms and does not phase segre-

gate. As seen in Figure 3.2(b), the calculated ΣM values for individual ordered cells

span a range of values, from about 0.75% to 2.25%. The simple average of these ΣM

values somewhat follows the experimental trend of a general decrease in ∆SM with in-

creasing x interrupted by a peak near the middle of the compositional range. However,

the position and magnitude of the peak in ΣM are far off from the experimental results,

and therefore the correspondence between computation and experiment is poor. On

Figure 3.2: Comparison of (a) peak ∆SM values as measured by Lin et al. for ap-
plied fields of 2 T and 5 T [242] and (b) calculated ΣM vs. x for Mn(Co1−xFex)Ge.
In (b), each gray circle represents a single enumerated cell, with the area of each
circle proportional to its Boltzmann weight as calculated in equation 3.3. Both Boltz-
mann (equation 3.4) and naive (equation 3.2) averages of ΣM for composition x are
overlaid. (c) Energy of formation vs. x for each cell. The asterisk indicates the cell
indicated as cell B in Figure 3.5. The gray shaded areas (violin plot) visualize the
distribution of the supercell energies.
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the other hand, the Boltzmann-weighted average gives an excellent qualitative match,

with a maximum ΣM at x= 0.25, the closest computed composition to the peak in the

experimental data (x= 0.2). The peak in ΣM is broader than that seen in the ∆SM

data; however, the qualitative match is remarkable given the simplicity of the compu-

tational model and the many variables involved in the experimental preparation and

measurement of a magnetocaloric material.

Figure 3.3: Comparison of (a) experimental peak ∆SM values as measured by Zhang
et al. [238] and (b) calculated ΣM for (Mn1−xNix)CoGe (x ≤ 0.25). (c) Energies of
formation vs. x for the enumerated cells. Refer to the Figure 3.2 caption for additional
definitions.

Figure 3.3 shows the same analysis for a different solid solution of MnCoGe, the

(Mn1−xNix)CoGe system. In this case, introduction of a small amount of Ni (≈ 11%)

has been found to result in a giant magnetocaloric effect with peak −∆SM reaching

24 J kg−1K−1 for an applied field of 5 T [238]. As in the Mn(Co1−xFex)Ge system, this
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is due to the coincidence of magnetic and structural transitions, i.e. due to a first-order

magnetostructural transition, observed for samples with x between 0.08 and 0.12 (for

x<0.08 and x slightly greater than 0.12, the structural and magnetic transitions occur

at different temperatures). As alloying across the whole composition space 0≤x≤1

has not yet been reported, in order to set a reasonable limit to the computational cost,

ΣM was calculated only for x ≤ 0.25 for this system (Figure 3.3). For this compositional

range, the calculations presented here reproduce the experimental ∆SM reports with

a similar level of success as the study of the Mn(Co1−xFex)Ge system discussed above.

While the maximum ΣM is slightly misaligned from the experimental largest −∆SM

(x = 0.167 vs. x = 0.11, respectively), the qualitative shape and the magnitude of the

ΣM curve matches nicely to the experiment.

A direct comparison of the two systems under study reveals that the maximum

ΣM is 2.1 times larger in the (Mn1−xNix)CoGe system than in the Mn(Co1−xFex)Ge

system. Similarly, the ratio of the maximum Boltzmann averaged ΣM values is 2.7.

Even without experimental references, a computational screen comparing these two

systems would correctly conclude that (Mn1−xNix)CoGe is a more promising candidate

system of experimental study. Furthermore, such a conclusion would be reached even

if we had only considered supercells of up to size Vmax = 2 (24 atoms) for both sys-

tems. While the peak in ΣM at x = 0.167 (1/6) in (Mn1−xNix)CoGe would not have

been captured, the ΣM at x = 0.25 is still large enough relative to any values in the

Mn(Co1−xFex)Ge system to suggest that Ni is a more interesting dopant. A comparison

of ΣM and ∆SM values for the two systems on the same scale may be found in the

Appendix Figure 3.10.

In addition to ΣM and cell energy, we obtain information from our calculations

about the evolution of magnetic moments in these solid solutions. Figure 3.4 shows the
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Figure 3.4: Total (top) and local (bottom) evolution of the DFT magnetic moments for
(a) Mn(Co1−xFex)Ge and (b) (Mn1−xNix)CoGe. All of the individual transition metal
local moments from individual enumerated cells are shown as small dots, while the
Boltzmann-averaged local and total moments are shown as larger symbols connected
by lines. For Mn(Co1−xFex)Ge, experimentally measured 5 K saturated total magnetic
moments from Lin et al. [242] are plotted for comparison.

DFT total moment (top) and projected local moments (bottom) for Mn(Co1−xFex)Ge

and (Mn1−xNix)CoGe. As with the ensembled ΣM calculations, the total and local

moments shown are a Boltzmann-weighted average of all of the moments in all of

the enumerated supercell calculations. However, in this case, there are not substan-

tial differences between Boltzmann-weighted and simple averages. In the case of

Mn(Co1−xFex)Ge, a comparison to the reported experimental saturated moments at 5 K

is included [242], while we were unable to find such data for (Mn1−xNix)CoGe. From

this comparison, we see that the calculated moment is underestimated for MnCoGe

and overestimated for MnFeGe. As discussed in the methods section, it is likely that a

more faithful reproduction of the experimental moments would require a GGA+U ap-

proach. However, the general trend of decreasing moment with increasing Fe content

is captured by our calculations, and we can therefore use these results to draw insight
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into the local magnetic moment evolution. As Fe atoms are substituted in, they are

found to hold a larger local moment than the Co atoms they replace (about 1µB vs.

0.5µB). However, at the same time, the large Mn moments decrease in magnitude with

increasing x. The net effect is a decrease in total moment with x. In (Mn1−xNix)CoGe,

a decrease in total moment with x is also predicted; however, in this case, the decrease

is driven by the replacement of high-moment Mn atoms (3µB) with Ni atoms which

have very small moments (about 0.25µB).

Returning to the ΣM results, we noticed that for the compositions showing maximal

Boltzmann-averaged ΣM (x = 0.25 for Mn(Co1−xFex)Ge and x = 0.175 for (Mn1−xNix)CoGe),

the Boltzmann averages are dominated by a single enumerated cell which has signifi-

cantly lower energy than the rest of the cells. For example, in Figure 3.2(c), the energy

of formation for all of the enumerated cells is plotted versus x. At x= 0.25, the cell

marked with an asterisk is about 20 meV f.u.−1 lower in energy than all the other cells,

and therefore contributes dominantly to the Boltzmann-averaged ΣM . This special unit

cell also exhibits a larger ΣM than any of the other enumerations, and as a result this

single cell is entirely responsible for the peak at x= 0.25 in the Boltzmann-averaged

ΣM . Inspection of the calculations for this special cell revealed that the magnetic struc-

tural optimization resulted in a cell with atom positions consistent with the hexagonal

structure (Figure 3.1(a)), while the nonmagnetic structural optimization stayed in the

orthorhombic structure (Figure 3.1(b)) with which the calculation was initialized. For

the other enumerations at x= 0.25, both the magnetic and nonmagnetic unit cells re-

mained in the orthorhombic structure.

To understand this, we turned to calculations of the transition path energies be-

tween the hexagonal and orthorhombic structures of two representative enumerated

cells with x= 0.25: cell A is a cell that stayed in the orthorhombic structure for both
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Figure 3.5: Transition path energies between the hexagonal (MnFeGe-like, d= 0) and
orthorhombic (MnCoGe-like, d= 1) structures of two different enumerated configu-
rations of MnCo0.75Fe0.25Ge, (c) without and (d) with spin polarization. (a) Cell A
shows a transition path landscape which is characteristic of that experienced by the
majority of the enumerated cells, which remain orthorhombic after both nonmagnetic
and magnetic structural relaxations. (b) Cell B is the special cell marked by an asterisk
in Figure 3.2, which transformed to the hexagonal structure during the spin-polarized
relaxation.

magnetic and nonmagnetic optimizations, and cell B is the special cell that changed

structures during the magnetic optimization. For each cell, Figure 3.5 shows the en-

ergies of the transition paths with and without spin-polarization as functions of the

fractional hexagonal distortion d, with d = 0 corresponding to the hexagonal structure,

and d = 1 to the orthorhombic structure. Interestingly, for both cells, the nonmagnetic

calculation shows a global minimum at the orthorhombic structure while the magnetic

calculation shows a global minimum at the hexagonal structure. As the enhanced mag-

netocaloric effect around x= 0.2 in Mn(Co1−xFex)Ge is believed to arise from coupling

of the magnetic transition to a structural transition, it is interesting to note that the
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inclusion of magnetism in the DFT calculation changes the predicted structural ground

state. However, it is also important to note that the nonmagnetic DFT calculation

should not be considered a realistic model for the true high-temperature paramagnetic

state.

The transition path energies without spin polarization look qualitatively similar for

cell A and cell B, with a very shallow local minimum at the hexagonal structure and

a global minimum at the orthorhombic structure. In contrast, with spin polarization,

greater differences between the two cells are evident. Cell A exhibits a double well

potential with a barrier between the wells, while cell B has no barrier to relaxation

into the global minimum hexagonal structure. As the optimizations used to calculate

ΣM were initialized with an orthorhombic starting configuration, cell A relaxed into the

orthorhombic local minimum, while cell B was able to relax into the global minimum

structure. As a result of this feature of its potential energy surface, the DFT calculations

on cell B result in a lower energy and larger magnetic deformation than all other cells

enumerated at this composition. We can therefore conclude that the effectiveness of the

magnetic deformation proxy in identifying the extremal magnetocaloric composition in

this system is driven by the ability to conveniently identify a potential energy surface

with competing structural ground states whose energies are coupled to the system

magnetism, and which has low barriers to relaxation from one state to the other. These

features are consistent with the thermodynamic conditions necessary for a first-order

magnetostructural transition leading to an enhanced magnetocaloric effect.

Based on this analysis, we proceed to consider what role the incomplete struc-

tural relaxations in cells like cell A played in the evaluation of the overall ΣM . To

address this, a parallel set of DFT calculations was run with the enumerated super-

cells initialized in the hexagonal structure, instead of the orthorhombic structure. The
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Figure 3.6: Comparison of peak ∆SM values as measured by Lin et al. [242] (a)
and calculated ΣM vs. x (b) for Mn(Co1−xFex)Ge using global ΣM values computed
from calculations starting from both the orthorhombic and hexagonal structures, as
discussed in the text. Please refer to the Figure 3.2 caption for definitions.

nonmagnetic and magnetic structures used in calculating ΣM were then each taken

from the calculation that reached a lower energy state. The results are shown in Fig-

ure 3.6, which can be compared to Figure 3.2 in which only the orthorhombic initial-

ization was considered. Providing an alternate path to relaxation for each cell increases

the likelihood that the global energetic minimum is reached for each of the nonmag-

netic and magnetic optimizations. As a result, more cells change structure type be-

tween the nonmagnetic and magnetic unit cells and the ΣM,i values increase. Both the

Boltzmann and simple weighted averages of ΣM are seen to increase for all x<0.8 in

the Mn(Co1−xFex)Ge system such that the strong peak seen before at x= 0.2 for the

Boltzmann-averaged ΣM is smeared out and the qualitative match with the experimen-
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tal data is weakened. Nevertheless, the composition and magnitude of the peak in ΣM

remains very similar to the original calculations. Furthermore, this approach results

in the Boltzmann and naive averages converging to nearly the same values for each

composition. Therefore, if using this strategy to screen magnetocaloric systems, one

does not necessarily need to exhaustively perform DFT calculations on all possible enu-

merations; rather, reasonably accurate results could be obtained by averaging together

a small number of ΣM,i values (i.e, 5 – 10 cells) for each composition x.

Summary and Conclusions

In this work, we introduce a method for screening experimental magnetocaloric

behavior in disordered compounds (alloys) which employs the magnetic deformation

proxy ΣM in conjunction with the enumeration of relatively small supercells of vari-

ous compositions. We validate its screening utility by direct comparison to reported

experimental ∆SM measurements in Mn(Co1−xFex)Ge and (Mn1−xNix)CoGe, two sys-

tems where the magnetocaloric performance depends on x in a highly nonmonotonic

manner. In both cases, the method successfully predicts the presence and magnitude

of enhanced magnetocaloric effects in the solid solutions compared to MnCoGe, repro-

ducing the qualitative shape of the ∆SM vs. x curves and identifying the compositions

of the largest magnetocaloric effect with errors of δx ≈ 0.05.

Figure 3.7 provides a summary of these results, showing the correspondence be-

tween predicted ΣM and experimental peak ∆SM as compared to previous results ap-

plying ΣM to 33 ferromagnets without substantial atomic site disorder [18]. On this

plot, all of the calculated x points from the Mn(Co1−xFex)Ge system (Figure 3.2) are

plotted against the −∆SM of the nearest composition experimentally reported by Lin et
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Figure 3.7: Correspondence between peak values of experimental −∆SM for an ap-
plied field of 5 T and magnetic deformation ΣM . Gray circles show the results from
Ref. 18, which considered only ordered magnets.

al. [242]. In (Mn1−xNix)CoGe, where the experimental data are more sparse and the

composition with maximal ΣM somewhat deviates from the reported largest −∆SM

[238], the maximum ΣM (at x = 0.167) is plotted against the maximum −∆SM (at

x = 0.11). This plot demonstrates that the magnetocaloric effects of these complex

disordered systems are being screened with comparable accuracy to prior predictions

of ordered magnets.

The success of ΣM in predicting behavior of these complex MnCoGe-based mag-

netocalorics demonstrates that screening disordered magnetocalorics is a promising

route towards the discovery of exceptional magnetocaloric effects at unstudied com-

positions. This screening technique requires no information about the system other

than the known crystal structure of the parent compound (here, MnCoGe), and there-

fore we believe this approach will be quite generally applicable. Due to the many

supercells sampled (on the order of 200 for each system), the computational cost of
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obtaining ΣM on solid solutions is much larger than the cost of screening compounds

without compositional disorder. Nevertheless, it would be feasible to apply this screen-

ing method to searches on the order of tens, or perhaps hundreds, of systems. For

example, this method could be used to exhaustively screen elements for promise as

dopants for MnCoGe or another magnetocaloric material of interest.
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3.4 Appendix: Supplemental material

3.4.1 Special Quasi-random Structure calculations

Special quasirandom structures (SQSs) with different values of x in Mn(Co1−xFex)Ge

(0≤x≤1) and (Mn1−xNix)CoGe (x≤0.25) were generated using the mcsqs utility

[248]. An SQS is a single disordered supercell of finite size, constructed such that

the local atomic correlation distributions match well those of an infinite randomly dis-

tributed alloy. In this case, SQS unit cells containing 48 atoms (four times the primitive

orthorhombic TiNiSi-structured cell) were generated to have pair, triplet, and quadru-

plet correlations of radius ≤6 Å that best match the random state. The 48-atom cells

allow for compositions with x-spacing of 0.0625.

As shown in Figure 3.8 and Figure 3.9, this approach results in ΣM that closely

matches the naive (non-energy-weighted) average of the enumerated supercells, but

deviates from the Boltzmann average. This makes sense, as the SQS attempts to repro-

duce a fully random alloy, with no preference for energetically favorable local config-

urations. Unfortunately, this means that the SQS does not do a good job of predicting

experimental ∆SM in this system.
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Figure 3.8: (b) ΣM for Mn(Co1−xFex)Ge calculated using special quasirandom struc-
tures (SQSs) with 48 atoms each is shown compared to ΣM calculating using the
supercell approach (main text Figure 3.2) with either naive averaging (equation 3.2)
or Boltzmann averaging (equation 3.4). (a) shows the experimental peak ∆SM for
applied fields of 2 T and 5 T, as reported by Lin et al. [242]. The SQS approach gives
results similar to the naive average of the supercells, with some deviations.
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Figure 3.9: (b) ΣM for (Mn1−xNix)CoGe (x ≤ 0.25) calculated using special quasir-
andom structures (SQSs) with 48 atoms each is shown compared to ΣM calculating
using the supercell approach (main text Figure 3.3) with either naive averaging (equa-
tion 3.2) or Boltzmann averaging (equation 3.4). (a) shows the experimental peak
∆SM for applied fields of 2 T and 5 T, as reported by Zhang et al.[238]. The SQS
structure gives results similar to the naive average of the supercells.
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3.4.2 Comparison of ΣM and peak ∆SM for Mn(Co1−xFex)Ge and

(Mn1−xNix)CoGe

Figure 3.10: Direct comparison of computed Boltzmann-averaged magnetic de-
formation (ΣM) and reported peak ∆SM [238, 242] for Mn(Co1−xFex)Ge and
(Mn1−xNix)CoGe (x ≤ 0.25). This data is reproduced from the main text Figure 3.2
and Figure 3.3, but presented with the same y-axis scaling to show the magnitude
differences between the two systems.
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Chapter 4

Competition between magnetism and

bonding drives magnetostructural

coupling in MnAs

1 Chapters 2 and 3 have demonstrated that magnetostructural coupling, in a generic

sense, controls the magnetocaloric effect. Here, density functional theory calculations

are used to investigate the specific origins and implications of the coupling between

magnetism and crystal structure in one material. An understanding of the origins of

giant magnetostructural coupling is developed for the compound MnAs, a magnetic ma-

terial that has served as a prototype for many promising technologies including caloric

refrigeration, magnetic actuation, and spintronics. Electronic structure calculations re-

veal that the strong coupling between magnetism and crystal structure arises from an

orbital-specific competition between exchange energies and kinetic (bonding) energies

and that thermally activated spin-fluctuations drive the unusual first-order phase tran-

1This chapter is adapted from a manuscript in preparation: J. D. Bocarsly, M. Johannes, S. D. Wilson,
R. Seshadri, Magnetostructural coupling from competing exchange and chemical bonding.
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sition from high to low symmetry upon heating. The underlying mechanism raises the

prospect of an exotic paramagnetic state featuring local fluctuations in atomic positions

and bonding on the time scale of the moment fluctuations. The results should inform

the design of new materials with enhanced magnetostructural coupling, at the border

between structural and magnetic stability.

This project was performed in collaboration with Michelle Johannes and was super-

vised by Stephen Wilson, and Ram Seshadri. Professor Chris Van de Walle is thanked

for helpful discussions in the early stages of this project.

4.1 Introduction

Since the 1950s [89, 95, 249–252], MnAs has served as the prototypical material

for strong coupling between magnetism and crystal structure. A dramatic first-order

magnetostructural phase transition is observed at TC = 318 K, whereupon the ferro-

magnetic (FM) hexagonal structure transforms to a paramagnetic (PM) orthorhombic

structure with a 2.5% smaller unit cell volume. As the temperature is further increased,

the hexagonal structure is recovered via a continuous transition around Tt = 398 K. The

transition at TC is of great interest because it can be actuated by temperature, field,

and mechanical stress. In particular, a moderate magnetic field can be used to drive

giant entropy changes in MnAs, enabling magnetic refrigeration based on the magne-

tocaloric effect [12, 70, 82]. Other promising magnetocalorics, such as Gd5(Si,Ge)4,

MnFe(P,X), and doped LaMnO3 display similarly strong magnetostructural coupling

[18, 85, 102, 236, 253]; it is evident that, to advance magnetocaloric technology,

a microscopic and mechanistic understanding of giant magnetostructural coupling is

needed. More generally, it is of interest to determine how the various interactions in

93



Competition between magnetism and bonding in MnAs Chapter 4

Figure 4.1: Structure of MnAs in its (a) hexagonal and (b) orthorhombic forms. In (a),
the orthohexagonal cell is shown in dashed lines and, at the bottom, the arrows indi-
cate the directions of the atomic displacements that create the orthorhombic structure.
(c) The previously proposed C-type antiferromagnetic structure of the orthorhombic
phase. All correlations out of the shown plane are ferromagnetic.

metallic magnets, including Hund’s coupling, magnetic exchange, and chemical bond-

ing can be leveraged to couple degrees of freedom towards multifunctional behavior.

In the ground state hexagonal structure of MnAs, Mn atoms are arranged on a

hexagonal lattice (Figure 4.1). The Mn atoms have large spacing (3.72 Å) within the

basal plane, while there is short spacing (2.85 Å) perpendicular to the plane, through

face-connected octahedra. Upon heating above 318 K or applying pressures above

2 kbar [254], first-order transitions to orthorhombic symmetry are observed (Fig-

ure 4.1(b)). During these transitions, alternating rows of Mn atoms move towards each

other within the plane to create Mn–Mn zigzag chains with contacts lengths of 3.38 Å,

while alternating rows of As atoms move a similar distance in the perpendicular direc-

tion. In this letter, we refer to the magnitudes of these modes within the orthorhombic

cell as δMn = ∆ Mnz/c and δAs = ∆Asx/a, indicating deviations of the atoms’ fractional

coordinates from their ideal hexagonal position. At 318 K and ambient pressure, δMn
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and δAs are about 0.027 and 0.025, respectively [255].

There have been numerous attempts to explain the behavior of MnAs [89, 95,

252, 256–259]. Goodenough and coworkers proposed that the transitions are Mn3+

high-spin to low-spin transformations [71, 252, 254]. Conversely, Bean and Rodbell

proposed a phenomenological model where a first-order transition can be realized in

a sufficiently compressible material with a strongly volume-dependent magnetic ex-

change [89, 95]. This approach has found widespread success in modeling materials

with magnetostructural coupling, but does not provide a microscopic mechanism for

the phenomenology. Recent computational effort has come to the conclusion that the

orthorhombic structure above TC is actually antiferromangetic (AFM), with the Mn

moments alternating direction along the zigzag chains (C-type AFM, Figure 4.1(c))

[114, 256, 260, 261]. However, neutron diffraction points to a PM state without long-

range order [251], and paramagnetic scattering experiments [262, 263] and chemical

substitution studies [264] indicate ferromagnetic correlations and a local moment mag-

nitude that remains approximately constant across TC . Microscopic understanding con-

sistent with the experimental situation has, so far, clearly been missing. Furthermore,

a variety of unusual physical properties reported in MnAs are largely unexplained, in-

cluding the presence of large amounts of local disorder [100, 265], anomalous elastic

properties [98, 99], and extremely low thermal conductivity [266]

Here, we use electronic structure calculations on ordered and disordered magnetic

states to establish physical mechanisms for both the pressure-driven and temperature-

driven phase transitions in MnAs. Both transitions are found to arise from an orbital-

specific competition between exchange energies (intra-atomic Hund’s coupling and

inter-atomic magnetic exchange), which favor the hexagonal state, and kinetic ener-

gy/chemical bonding, which favors the orthorhombic states. Furthermore, our calcu-
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lations suggest that this competition becomes dynamic in the paramagnetic phase as

magnetic fluctuations are coupled to large atomic displacements accompanied by the

formation and dissolution of chemical bonds.

4.2 Results and discussions

We began our investigation by performing density functional theory-based calcula-

tions (DFT) [128–130] on MnAs using a generalized gradient approximation (PBEsol

[131, 267]). Starting with the experimental ambient pressure hexagonal [268] and

orthorhombic [255] structures and ferromagnetic moments, we fully relaxed the lat-

tice parameters and internal atomic coordinates. This resulted in cells with volumes

respectively 13% and 19% smaller than experiment, in contrast with the typical slight

overestimation of volumes associated with the PBEsol approximation [269]. Addition-

ally, the DFT energy of the orthorhombic cell was found to be lower than that of the

hexagonal cell by 181 meV f.u.−1, a result that is clearly unphysical given that, experi-

mentally, the ground state is ferromagnetic and hexagonal. Previous DFT studies have

not addressed this inconsistency [114, 270], presumably because a full relaxation into

the global orthorhombic minimum was not investigated.

Employing the DFT+U electron correlation correction, using the U − J = Ueff for-

malism of Dudarev [271], localizes the Mn d states that are systematically too dif-

fuse in standard DFT [272] and brings both the lattice parameters and magnetic mo-

ments (3.4µB per Mn) of the hexagonal cell into good agreement with experiment for

Ueff = 1.2 eV (see Appendix Figures 4.8 and 4.9). Perhaps more importantly, this Ueff

proves to be the critical variable to correct the trend in energetics, and the hexagonal

cell is now 92 meV f.u.−1 lower in energy than the orthorhombic one. The orthorhom-

96



Competition between magnetism and bonding in MnAs Chapter 4

Figure 4.2: (a) 2D energy surface of ferromagnetic MnAs as a function of Mn dis-
tortion and As distortion. (b) 1D energy surfaces of ferromagnetic (FM), antiferro-
magnetic (AFM), and paramagnetic (PM) MnAs as a function of Mn distortion. (c)
Corresponding Mn local moment magnitudes.

bic cell has a smaller moment of 2.4µB per Mn, which, along with its lattice parame-

ters, closely matches the experimental state obtained at low-temperatures by applying

pressure [273]. This indicates that the pressure-driven phase transition is consistent

with the Goodenough picture of a high-moment to low-moment transition. However,

the volume of this cell is 16% smaller than the ambient pressure orthorhombic cell

observed above TC and has a much larger Mn distortion (δMn of 0.061 vs. 0.027);

therefore this low-moment cell cannot explain the thermally-driven transition at TC .

Proceeding with Ueff = 1.2 eV, we investigated the energy surface of ferromagnetic

MnAs during its transition from high-moment hexagonal to low-moment orthorhom-
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bic, as a continuous function of δMn and δAs. Figure 4.2(a) shows 2D energy surface

composed of 900 calculations where Mn z and As x positions were held fixed, while

all other coordinates and the cell were allowed to freely relax. We obtain a double-

welled energy surface with local minima at the hexagonal structure (0,0) and in the

heavily-distorted low-moment orthorhombic structure discussed above (0.061, 0.053).

This analysis shows that the transition is driven primarily by the Mn distortion: mov-

ing the Mn atoms without movement of the As atoms can trigger the transition, but

not vice-versa. We therefore proceed to plot the 1D energy surface and local Mn mag-

netic moment as a function of δMn only (Figure 4.2(b-c)), where the As x position is

now allowed to freely relax along with the other structural parameters. The most no-

table feature is the sharp drop in the magnetic moment from 3.4µB to 2.4µB as the

hexagonal-to-orthorhombic phase boundary is crossed.

When we instead impose the C-type AFM structure, the energy surface looks very

different, with the hexagonal structure now at a maximum in energy. The double well

is replaced by a single energy minimum found at δMn = 0.05, and the local magnetic

moment dependence becomes virtually independent of δMn. The magnetic stabilization

energy (FM minus AFM), which is proportional to Mn-Mn exchange energy along the

zigzag chain, is at its most negative at δMn = 0, and changes sign to positive (favor-

ing AFM) at δMn = 0.035, consistent with the extended Heisenberg model investigation

by Rungger and Sanvito [270]. We note that the experimentally-observed ambient-

pressure orthorhombic cell δMn values (≤ 0.027) remain within the regime where ferro-

magnetic exchange dominates, confirming the experimentally observed ferromagnetic

correlations.

The calculated crossover between FM and AFM energies near the δMn of the experimentally-

observed orthorhomic structure is consistent with a spin-fluctuation-based paramag-

98



Competition between magnetism and bonding in MnAs Chapter 4

netic state. Since the dynamics of such a state are out of reach for DFT calculations, we

simulate this state using a special quasirandom structure (SQS) methodology [247],

which has recently been applied to paramagnets [274–276]. This approach involves

constructing a supercell (we used the 96-atom supercell shown in Figure 4.6(a)) and

adjusting quasirandom up and down moments on the Mn atoms such that the local

spin-spin correlations of the cell match the correlations of an infinite paramagnet (see

Appendix for details). When this disordered local moment cell is fully relaxed (gray star

in Figure 4.2(b-c)), it adopts an orthorhombic structure with an average δMn = 0.035,

a much better agreement with experiment (δMn = 0.027 at 318 K) than was seen in

the antiferromagnetic or low-moment ferromagnetic calculations. An energy surface

of the SQS cell was also calculated, showing a very shallow minimum around the ex-

perimental orthorhombic structure and a maximum at δMn = 0. By construction, the

SQS cells are higher than the FM and AFM states, as the fluctuations which stabilize

the paramagnet are not considered in the energy calculation. Nevertheless, we can

immediately see that any transition away from a high-moment FM state to a PM, AFM,

or low-moment FM state in MnAs will be accompanied by a distortion from hexago-

nal to orthorhombic. Thus it is the high-moment ferromagnetism itself that establishes

the high-symmetry lattice and any pressure or temperature sufficient to disrupt this

magnetic configuration will simultaneously drive the structural distortion.

To understand the origins of this behavior, we investigated the orbital bonding prop-

erties of MnAs. While Mn sits in a nearly perfect octahedron in the hexagonal struc-

ture, we found that the expected octahedral crystal field splitting is absent from the

electronic structure (see Appendix Figure 4.10). This indicates that direct Mn-Mn in-

teractions beyond the immediate Mn-As coordination shell play a large role in the elec-

tronic structure, reminiscent of the FeAs family of superconductors which also exhibit
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a strong and unusual magnetostructural coupling [277, 278].

Figure 4.3: Hexagonal, FM MnAs projected partial densities of states (pDOS) for the
five Mn d orbitals in the non-conventional orbital projection scheme described in the
text (the x, y, and z axes for this scheme are labelled in panel (f)). In the hexagonal
structure, all of the d orbitals except dz2 show pDOS characteristic of complete spin
polarization, with the majority spin states localized in a peak below the Fermi level
(Ef ) and the minority states localized about Ef . The dz2 orbital, on the other hand,
shows a much more dispersive structure with a lower magnetic moment, consistent
with the short Mn-Mn contact (2.75 Å) along the z axis causing d-orbital overlap and
a chain of metal-metal bonding along the z axis. This dz2 hybridization is illustrated
in (f), which shows the minority spin density from Ef−1 eV to Ef forming a 1-D band
along the z axis.

We therefore moved to an unconventional d orbital basis oriented according to the
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Mn-Mn contacts, as illustrated in Figure 4.3. In this scheme, the dz2 orbital lobes point

out of the plane, along the nearest-neighbor Mn-Mn contact, while one lobe of the

dx2−y2 orbital points along the Mn-Mn zigzag contact that is activated by the distor-

tion. In the hexagonal structure, all of the Mn d orbitals except the dz2 orbital show

partial DOS that are approximately half-filled with the majority spin states localized

2.5 eV below the Fermi level with unoccupied minority spin states above, as shown

in Figure 4.3(a-d). This electronic structure is stabilized by Hund’s coupling (i.e. the

intra-atomic exchange), which lowers the energy of the spin-polarized occupied states.

On the other hand, the dz2 orbital shows a much more dispersive DOS consistent with

a band formed by Mn-Mn bonding along the short contacts, as shown in Fig 4.3(e).

For this orbital, it is the kinetic energy benefit associated with chemical bonding that

stabilizes the electronic structure.

In this projection scheme, the dx2−y2 orbital shows large changes when a Mn distor-

tion is introduced, while the other d orbitals are comparatively unaffected (Figure 4.4).

As the distortion mode forces Mn atoms together in the x direction, overlap of the dx2−y2

neighboring orbitals makes full spin-polarization untenable due to the Pauli exclusion

principle, as electrons with the same spin cannot overlap spatially. This precipitates an

electronic transition as seen by the reorganization of the DOS in Figure 4.5(d). The

new electronic structure loses the Hund’s coupling stabilization, but partially compen-

sates the loss by forming Mn-Mn bonds. A newly formed zigzag bonding band can

be visualized as the partial charge density of the newly occupied minority states (Fig-

ure 4.5(e)). The competition between Hund’s coupling and bonding is clearly seen in

Figure 4.5(c), which shows the dx2−y2 moment and bond strength (estimated using the

integrated crystal orbital Hamilton population (–iCOHP) [279–283]) as a function of

δMn. As δMn increases, the moment drops precipitously while a metal-metal bond forms.
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Figure 4.4: Changes in the moment of each Mn d orbital as a function of Mn distor-
tion (δMn) for the ferromagnetic case. The dx2−y2 , which points one of its lobes along
the Mn-Mn zigzag contact that is activated by the Mn distortion mode, experiences
a drastic reduction in moment of 55% between the hexagonal and low-moment or-
thorhombic structure. On the other hand, the changes in the other orbitals are much
smaller, emphasizing the importance of the dx2−y2 orbital to the structural transition.

Furthermore, the orthorhombic distortion also increases the Mn-As and As-As –iCOHPs

(see Appendix Figure 4.12) as the asymmetric coordination optimizes bond distances.

Altogether, these bonding interactions explain the local stability of the low-moment

orthorhombic state.

Therefore, we can see that the high-moment hexagonal to low-moment orthorhom-

bic transition experienced by MnAs under pressure can be understood as arising from

a competition between Hund’s coupling and chemical bonding. This scenario is similar

to the competition between moment magnitude and chemical bonding which drives

the magnetostructural coupling in MnB [81]. At ambient pressure in MnAs, the Hund’s

coupling stabilization outweighs the bonding/kinetic energy consideration. However,
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Figure 4.5: Single-orbital properties of MnAs in the FM (a-e) and C-type AFM (f-i)
structures. (a) Mn dx2−y2 orbitals in the specially chosen basis, oriented along Mn-Mn
contacts. (b,d) Projected partial dx2−y2 DOS for the hexagonal and orthorhombic
structures, respectively. (c) Projected dx2−y2 moment and negative integrated crystal
orbital Hamilton populations as a function of Mn distortion. (e) Partial charge density
of the minority spin channel within 1 eV below the fermi level for ferromagnetic,
orthorhombic MnAs. (f-i) show the same data as (a-e), except for the AFM case.

the application of pressure forces a reorganization of the electrons to comply with the

Pauli principle, destabilizing the high-volume high-moment state in favor of a lower-

moment, more strongly bonded structure.

It is also instructive to look at the orbital changes in the AFM case [Fig 4.5(f-i)],

even though this magnetic structure is never observed experimentally, in order to un-

derstand how spin flips modify the system. In the AFM case, the Mn atoms that are

brought together by the distortion have opposite spins and the Pauli exclusion princi-

ple does not come into play. As the dx2−y2 orbitals begin to overlap, they are able to

hybridize and form a bond with similar strength to the ferromagnetic case, but with-

out disrupting the spin polarization. For this reason, the Mn local moment magnitudes

remain approximately constant as a function of δMn, and bonding and moment can all

be simultaneously optimized at δMn = 0.05. The resulting state is still higher in en-
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ergy than the ferromagnetic hexagonal state, however, due to the Mn-Mn interatomic

magnetic exchange (i.e. FM−AFM energy in Figure 4.2(b)), which is maximized at

δMn = 0.

Based on the analysis of the ordered FM, AFM and SQS states, we are now equipped

to understand why the ambient-pressure transition from ferromagnetic to paramag-

netic is coupled to a large structural distortion. The hexagonal ground state is not

optimized from a bonding perspective, but maximizes magnetic exchange energy and

is therefore lower in energy than all competing states. As temperature rises and spin-

flip fluctuations begin to set in, this exchange energy benefit is weakened, and, at

315 K, it becomes more favorable to structurally distort, forgoing the interatomic ex-

change energy in favor of the kinetic/bonding stabilization of the orthorhombic state.

The spin fluctuations aid this transition by introducing AFM pairs of Mn atoms along

the zigzag chains, allowing many of the dx2−y2 orbitals to maintain their Hund’s cou-

pling stabilization when distorting. All the competition, interestingly, takes place in the

dx2−y2 orbital channel. The small Mn-Mn contact length along the z2 orbital causes is

to remain in the bonded state at all temperatures, while very long Mn-Mn contacts in

the other orbital directions cause them to stay in their spin-polarized Hund’s coupled

states at all temperatures. Therefore, the key to this transition is the competition be-

tween exchange and bonding energies in half-filled Mn-Mn orbitals that are just on the

verge of possible overlap.

This interplay between magnetic exchange, magnetic moment, and structural dis-

tortion has interesting implications for the paramagnetic orthorhombic state. In MnAs,

when fully relaxing the SQS cell, individual Mn atoms move away from their symmet-

rical sites by up to 0.2 Å leading to very different local environments for different Mn

atoms. These large local distortions has not been seen other paramagnets simulated
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Figure 4.6: (a) Structurally-relaxed SQS used to simulate the paramagnetic state. (b)
Projection of the supercell atomic positions into a single orthorhombic cell, showing
Mn and As occupying a distribution of positions along the structural distortion modes.
(c) Distributions of bond distance and (d) negative integrated crystal orbital Hamilton
population for the 48 unique Mn-Mn zigzag contacts.

using this method [274–276]. Figure 4.6(a) shows the relaxed SQS cell, and Fig-

ure 4.6(b) shows the same cell with all of the atoms projected into a single primitive

orthorhombic unit cell. The Mn and As atoms cluster into elongated clouds along the

hexagonal-to-orthorhombic distortion modes, indicating that the paramagnetic state is

most stable with a distribution of δMn and δAs. In Figure 4.6(c-d), we have extracted

all 48 Mn-Mn contacts along the zigzag chains in the SQS cell, and plotted their bond

length (c) and bond strength (−iCOHP, (d)) as a function of whether the pairs of

atoms have the same spin direction or opposite spin direction. On average, the AFM

pairs have bond distances 0.1 Å shorter than ferromagnetic pairs, and bond strengths

about twice as strong. On the other hand, similar analysis for the other Mn-Mn con-

tacts in the structure finds no dependence of the bond lengths or strengths on the spin

correlation (Figure 4.7), highlighting once again that the competition-driven coupling
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Figure 4.7: Distributions of bond distances and –iCOHPs extracted from the relaxed
SQS cell, for (a) the out-of-plane Mn-Mn contacts and (b) the Mn-Mn contacts along
the orthorhombic b direction. These data are analogous to the data shown for the
Mn-Mn zigzag contact in Figure 4.6. Unlike the zigzag contact, the two contacts
shown here do not exhibit a dependence of bond length or –iCOHP on the spin cor-
relation. This observation highlights that the competition-driven magnetostructural
coupling is only active in a single Mn d orbital, the dx2−y2 orbital discussed in the
main text.

in MnAs occurs selectively in the Mn dx2−y2 orbitals.

This fascinating result implies that in the paramagnetic state of MnAs, thermal spin

fluctuations can be expected to couple to large atomic displacements accompanied by

the dynamic formation and breaking of metal-metal bonds. We predict this exotic

state is detectable by large and dynamic local-symmetry breaking [100, 265], as well

as anomalous phonons, magnons, and thermal and spin transport. In particular, this

state may be invoked to explain the extremely low thermal conductivity [266] and

the abnormal elastic properties [98, 99]. In understanding all of these properties, and

it becomes evident that traditional notions of spin and lattice independence will not
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be sufficient. Furthermore, the mechanisms for magnetostructural coupling driven by

competition between exchange and kinetic energy scales described here are expected

to be a general feature of other systems displaying strong magnetostructural coupling.

4.3 Appendix: Supplemental material

4.3.1 Electronic structure calculation methods

Density functional theory calculations of ordered magnetic states

Electronic structure calculations were performed using density functional theory

(DFT), as implemented in the Vienna Ab initio Simulation Package (VASP) [128] with

projector augmented wave (PAW) pseudopotentials [129, 130] within the Perdew-

Burke-Ernzerhof generalized gradient approximation (GGA) revised for solids (PBEsol)

[131, 267]. A DFT+U approach was adopted, using the U − J = Ueff formalism of Du-

darev [271], with the Ueff applied to the Mn d orbitals.

Once the appropriate Ueff = 1.2 eV value was chosen (see below), calculations of the

orthohexagonal unit cell (Figure 4.1(b)) with varying amounts of Mn distortion and As

distortion were performed. During the experimentally observed structural distortion

from hexagonal to orthorhombic, the Mn atoms move principally along the c lattice di-

rection, while the As atoms move along the a lattice parameter. Therefore, the param-

eters δMn = ∆Mnz/c and δAs = ∆Asx/a were used to parameterize the distortion space.

900 calculations were performed on a 30× 30 grid of δMn and δAs values ranging from

–0.03 to 0.08. The Mn z parameter and As x parameter were kept fixed, while all of

the other atomic coordinates and the unit cell were allowed to freely relax. Structural

relaxations with an ionic convergence criterion of 1 × 10−4 eV were performed three
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times iteratively to ensure convergence, and then static calculations with an electronic

convergence criterion of 1× 10−6 eV were performed. Monkhorst-Pack k-point grids of

6× 8× 6 were used, and all calculations were initialized with ferromagnetic moments

of 3µB on each Mn atom. Spin-orbit coupling was not included. In all calculations, the

final configurations maintained Pnma symmetry and ferromagnetic ordering.

Similarly, linear potential surfaces only as a function of δMn were calculated, with

the As z coordinate now being allowed to relax freely. For these calculations, an in-

creased k-point grid of 6 × 11 × 5 was used. The lattice parameters were initialized

by linearly interpolating between the lattice parameters of the fully relaxed hexagonal

structure (δMn = 0) and the local minimum energy orthorhombic structure, and then

allowed to relax freely. These calculations were performed using both ferromagnetic

and C-type antiferromagnetic moment initializations, and in all cases the magnetic or-

dering type stayed consistent with the initialization during relaxation. The results from

each of these calculations were analyzed to obtain the crystal orbital Hamilton popula-

tion (COHP) for nearby atoms and projected densities of states using the LOBSTER code

[279–283]. The projected densities of states were calculated using a non-standard ori-

entation of the d orbital basis set, as described in the main text. In order to do this, the

static VASP calculations that fed into the LOBSTER calculations were performed with

the MnAs structure rotated in 3d space such that correct Mn-Mn contacts were ori-

ented along the cartesian z and x directions. pymatgen [132] was used to perform

some of the cell manipulations and analysis, and VESTA [127] was used to visualize the

structures and charge densities.
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Simulation of paramagnetic state using special quasirandom structures

The paramagnetic state of MnAs was simulated using special quasi random struc-

tures (SQS) [247] obtained using mcsqs program [248] included within the ATAT pack-

age. A paramagnetic SQS is a supercell which is decorated with up and down moments

on the Mn atoms in such a way as to accurately reproduce the local spin-spin correla-

tions expected in a random, dynamic paramagnet using just a single cell. A 96-atom

SQS with supercell size 2× 3× 2 of the the primitive orthorhombic cell was generated

such that the 12 smallest pair correlations (radius up to 6 Å) and its first triplet correla-

tion (radius 3.4 Å) match those of the random state. A full structural optimization was

performed on this cell, starting with lattice parameters and atom positions from the

lowest-energy AFM cell. The Mn atoms were each initialized with magnetic moments

of positive or negative 3µB based on the constructed SQS, and symmetry was switched

off such that the individual Mn and As atoms are each allowed to move in any direction

and break the Pnma structural symmetry, and the cell is allowed to change shape arbi-

trarily. A Γ-centered k-point grid of 3×3×3 was used. This structural optimization was

performed several times iteratively, always resetting the initialized magnetic moments,

until a final force convergence of –0.005 meV Å−1 for all atoms was reached. The atoms

all moved substantially away from their Pnma positions, and the quasirandom mag-

netic moments on each Mn atom remained stable with an overall cell moment of nearly

zero. A static calculation with energy convergence of 1× 10−6 eV was then performed,

and the COHP was calculated.

Additionally, a 64-atom 2 × 2 × 2 SQS was generated such that the 17 smallest

pair correlations (radius up to 6.8 Å) match the random state. This cell was used to

approximately obtain an energy surface of the random state as a function of δMn by

performing selective dynamics structural relaxations on the SQS with fixed values of
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the Mn z parameters while all other atomic coordinates were allowed to fully relax.

Structural optimizations were performed using a Γ-centered k-point grid of size 2×4×2

and an energy convergence for the ionic loop of 0.001 eV. For each calculation in the

energy surface, these optimizations were performed three times iteratively to ensure

convergence.

4.3.2 Supplementary figures

Figure 4.8: Dependence of the MnAs distortion energy landscape on the Ueff = U − J
parameter added to the Mn d-orbitals. With Ueff = 0, the distorted orthorhombic low–
moment structure is erroneously lower in energy than the true (experimentally ob-
served) hexagonal ground state (δMn = 0). Upon adding the U correction, the hexag-
onal state is stabilized relative to the orthorhombic state and becomes lower in energy
for Ueff ,= 1.0 eV and above. The curve for the U value selected for use in this study
(Ueff = 1.2 eV) is shown in bold. It should be noted that the chosen value of Ueff is
dependent on the details of DFT calculations. For example, when we attempted to
use the standard PBE GGA instead of PBEsol, the qualitative behavior of the energy
curves remained the same but the optimal Ueff was found to be 0.5 eV.
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Figure 4.9: Dependence of (a) the local Mn moment and (b-c) fully relaxed lattice
parameters for hexagonal MnAs on Ueff . For each parameter, the experimental value
[254, 255] is shown as a horizontal line. U = 0 gives very large deviations from the
experimental situation, while a Ueff value of 1.2 eV correctly models the moment and
underestimates the hexagonal a and c parameters by just 0.8 % and 2.7 %, respec-
tively.

Figure 4.10: Hexagonal FM state partial densities of states (pDOS) for the Mn d
orbitals in the conventional octahedral projection scheme. While the t2g and eg sets
of orbitals are each approximately degenerate, both sets show multiple peaks and the
overall electronic structure does not exhibit the traditional splitting between localized
t2g and eg manifolds. For this reason, we found this projection scheme to be of limited
utility in studying the behavior of MnAs and moved to a projection scheme oriented
around the Mn-Mn contacts (below).
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Figure 4.11: Maps of magnetic moment and unit cell volume as a function of Mn and
As distortion magnitudes, from the calculations shown in main text Figure 4.2(a).
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Figure 4.12: Changes in MnAs bond strengths (estimated using the per cell change
in negative integrated crystal orbital Hamilton population, ∆–iCOHP) as a function
of δMn for (a) the ferromagnetic spin arrangement and (b) C-type antiferromagnetic
spin arrangement. The largest change in –iCOHP for a single bond is observed in the
Mn-Mn zigzag contact, as shown in the main text Figure 4.5. However, since there are
many more Mn-As and As-As contacts within the unit cell, the total changes in Mn-As
and As-As –iCOHPs per cell are generally than the Mn-Mn contribution. From these
calculations, it can be see that the overall bonding is optimized around δ= 0.06 for
the FM case, and δ= 0.05 for the AFM case.
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Chapter 5

Magnetostructural Coupling Drives

Magnetocaloric Behavior: The Case of

MnB versus FeB

1 As seen in Chapter 4, materials with strongly coupled magnetic and structural tran-

sitions can display a giant magnetocaloric effect, which is of interest in the design of

energy-efficient and environmentally-friendly refrigerators, heat pumps, and thermo-

magnetic generators. There also exist however, a class of materials with no known

magnetostructural transition that nevertheless show remarkable magnetocaloric ef-

fects. MnB has been recently suggested as such a compound, displaying a large mag-

netocaloric effect at its Curie temperature (570 K) showing promise in recovering low-

grade waste heat using thermomagnetic generation. In contrast, we show that isostruc-

tural FeB displays very similar magnetic ordering characteristics, but is not an effective

1The contents of this chapter have substantially appeared in reference 81: J. D. Bocarsly, E. E.
Levin, S. A. Humphrey, T. Faske, W. Donner, S. D. Wilson, and R. Seshadri. Magnetostructural cou-
pling drives magnetocaloric behavior: The case of MnB versus FeB. Chem. Mater. 31 (2019) 4873–4881.
doi:10.1021/acs.chemmater.9b01476 © 2019 American Chemical Society, reprinted with permission.
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magnetocaloric. Temperature- and field-dependent diffraction studies reveal dramatic

magnetoelastic coupling in MnB, which exists without a magnetostructural transition.

No such behavior is seen in FeB. Furthermore, the magnetic transition in MnB is shown

to be subtly first-order, albeit with distinct behavior from that displayed by other mag-

netocalorics with first-order transitions. Density functional theory-based electronic

structure calculations point to the magnetoelastic behavior in MnB as arising from a

competition between Mn moment formation and B–B bonding.

This project was performed in collaboration with Emily Levin and Sam Humphrey,

who made the samples, and Tom Faske and Wolfgang Donner who collected the in-

field diffraction patterns. The project was supervised by Ram Seshadri and Stephen

Wilson. I wish to thank Dr. Saul Lapidus (Argonne National Lab Beamline 11-BM) for

assistance with the data collection and Professor Barbara Albert for helpful discussions

on the subject of borides.

5.1 Introduction

While the Curie transition from a paramagnet to a ferromagnet is canonically a

continuous transition, there exist ferromagnets that display discontinuous first-order

transitions. This phenomenon can arise when magnetic and structural degrees of

freedom are so strongly coupled that the magnetic phase transition is accompanied

by a structural transition. Materials displaying such coupled transitions, including

MnAs,[70, 71] ferromagnetic, hole-doped LaMnO3,[253] Gd5(Si, Ge)4,[82, 113, 236,

284, 285] (Mn,Fe)2(P,Si,Ge,As),[64–67, 104] and La(Fe,Si)13Hx[68, 69] are of great in-

terest for their unusual functionality, including, variously, colossal magnetoresistance,

giant magnetovolume effects, and, most recently, giant magnetocaloric effects. The
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magnetocaloric properties stem from the fact that this type of first-order transition can

often be actuated using a modest magnetic field, leading to relatively small fields or-

dering a significant fraction of paramagnetic spins. By alternating cycles of adiabatic

and isothermal magnetization and demagnetization, these changes in entropy can be

leveraged to drive an environmentally-friendly and energy-efficient heat pump.[47]

Conversely, changes of temperature can be employed to build efficient thermomag-

netic waste heat regenerators.[107, 286, 287] The primary metric for magnetocaloric

performance is the peak entropy change that can be accomplished during isothermal

application of a given magnetic field, ∆SM,peak(H). For commercial applications, earth-

abundant materials that have substantial peak isothermal magnetic entropy changes at

low fields (ie. H = 1 T to 2 T) are attractive.

Giant first-order magnetostructural phase transitions are recognized by the usual

hallmarks of an abrupt change in the magnetization at the transition temperature ac-

companied by a peak in heat capacity, thermal hysteresis, and phase coexistence of the

two phases at the transition temperature. The structural phase transition may either

be from one crystallographic space group to another (e.g. the P63/mmc to Pnma tran-

sition seen in MnAs[71]), or it may involve two phases within the same structure but

with distinct lattice parameters (e.g. the transition in (Fe,Mn)2(P,Si)[85]). The latter

case is often termed a magnetoelastic transition.

While the giant magnetic entropy changes associated with first-order magnetostruc-

tural phase transitions are useful in applications, they pose engineering challenges.

The thermal and magnetic hysteresis associated with first-order transitions leads to in-

efficiencies and rate limitations when the material is cycled between magnetic states.

Large changes in structure during cycling can lead to fatigue and mechanical degra-

dation. Furthermore, thermal hysteresis greatly reduces the reversible adiabatic tem-
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perature change of a magnetocaloric. While these challenges can often be alleviated

using chemical tuning and device engineering,[74–76] a different solution that has

gained popularity recently is to change the composition of a first-order material in or-

der to weaken the magnetostructural coupling so that the transition becomes increas-

ingly second-order. At the border between first- and second-order transitions, one may

find a tricritical transition which has no hysteresis while maintaining a large ∆SM .[50,

85, 86, 104, 288, 289] In contrast, for systems without magnetostructural first-order

transitions, the main strategy for improving ∆SM has been to increase the magnetic

moment.[79, 83, 84] However, there exist several materials such as AlFe2B2,[78, 290]

Mn5Ge3,[291] CrO2,[292] MnCoP,[18] and MnB[18, 80] which show promising mag-

netocaloric properties without any known first-order magnetostructural or magnetoe-

lastic transitions. All of these materials have ∆SM values that are competitive with,

or exceed that of Gd metal despite having gravimetric magnetic moments at satura-

tion that are only between 30 % and 60 % as large.[108] All these materials also have

large values of magnetic deformation ΣM , a density functional theory-based indicator

of the strength of magnetostructural coupling,[18] suggesting that magnetostructural

coupling may play an underappreciated role in the good magnetocaloric properties of

these materials.

Here, we present the case study of MnB vs. FeB to demonstrate that magnetostruc-

tural coupling is the driving force behind a large magnetocaloric effect, even in a sys-

tem with no obvious first-order magnetostructural transitions. MnB and FeB are both

ferromagnets with the same structure (FeB-type, shown in Figure 5.1) and compara-

ble magnetic properties, but MnB has a large ∆SM of −10.7 J kg−1 K−1 for an applied

field of 5 T while FeB has an effect three times smaller. Interestingly, some anoma-

lous structural behavior near the Curie temperature of MnB was reported as early as
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Figure 5.1: Crystal structures at 300 K of MnB (a-c) and FeB (d-f) determined from
high-resolution synchrotron X-ray diffraction. (a) and (c) show the diffraction pat-
terns, along with their Rietveld refinement fits. Both samples have the “FeB" structure
(space group Pnma, no. 62) consisting of tightly bonded 1-D chains of B atoms with
the metal ions arranged around them, as can be seen in (b) and (e). The B–B chain
is almost unchanged between the structures, but slightly larger Mn-B contacts lead
to the MnB cell having a 4.3% larger unit cell volume. The difference in a, b, and c
lattice parameters are 1.1%, 0.97%, and 2.2%, respectively.

1975.[293, 294] However, this phenomenon was not explained, and MnB has not re-

ceived much attention until recently.[18, 80, 295–297]

We use high-resolution temperature-dependent synchrotron powder diffraction and

diffraction under a magnetic field to study the magnetostructural coupling in MnB and

FeB. We find that despite the similarities between the two compounds, MnB shows

dramatic anisotropic coupling between its lattice and magnetism while FeB does not.

We employ density functional theory calculations to understand the origin of this mag-

netostructural coupling as a competition between manganese moment formation (and

the associated volume effects) and B–B bonding. This competition leads MnB to be del-
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icately balanced between competing magnetic and structural considerations, yielding

a system where a small stimulus can drive large changes in structure and magnetism.

Furthermore, we determine the magnetic transition in MnB is in fact subtly first-order,

as revealed by phase coexistence between two isostructural phases with slightly dif-

ferent lattice parameters at the magnetic transition temperature. However, this subtly

first-order transition appears to be distinct from the giant magnetostructural or magne-

toelastic transitions seen in other magnetocalorics. The present observation is enabled

by the very high resolution of the synchrotron diffraction experiments. We propose that

similar behavior may also be revealed in other magnetocaloric compounds if they were

to be examined in similar resolution.

5.2 Materials and methods

Phase-pure powders of MnB and FeB were prepared by assisted microwave syn-

thesis, as reported previously[18]. Briefly, Mn (Alfa Aesar, 99.95%) or Fe (Aldrich,

99.9%) powders were ground in air with 2 % stoichiometric excess of crystalline B

powder (Alfa Aesar, 99.5%), pressed into pellets, and sealed in evacuated silica am-

poules. The ampoules were placed in a carbon-filled crucible and heated in a 1200 W

domestic microwave oven (Panasonic, model NN-SN651B) at 70% power (840 W) for

3 min. The pellets were then annealed in evacuated ampoules at 1100◦C for 2 days,

followed by air quenching. The samples were confirmed to be phase-pure MnB or FeB

prior to and after the final anneal. The excess B required is believed to be due to incom-

plete reaction of the boron starting material. The samples showed no signs of oxidation

or air-sensitivity, and are treated as air stable.

Magnetic measurements were performed on a Quantum Design Physical Property
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Measurement System (PPMS DynaCool) equipped with a Vibrating Sample Magne-

tometer (VSM) oven option which allows for the collection of magnetic data between

300 K and 1000 K. The magnetocaloric isothermal entropy change upon magnetization

(∆SM(H,T )) for each sample was determined using the appropriate Maxwell relation,

from magnetization M vs. T measurements taken while sweeping temperature through

the magnetic transition at several fixed magnetic fields between H = 0.1 T and H

= 5 T. The temperature derivatives of magnetization were calculated using Tikhonov

regularization,[298] as described in detail previously.[299] Raw measurement data are

presented in the Appendix Figure 5.11.

High-resolution synchrotron powder diffraction data were collected on Beamline

11-BM at the Advanced Photon Source (APS), Argonne National Laboratory using an

average wavelength of 0.414581 Å. Room temperature data were collected between 2θ

of 0.5◦ and 50◦. Temperature-dependent data was collected between 0.5◦ and 34◦ for

MnB (10 minute collection time per pattern), and between 0.5◦ and 28◦ for FeB (5

minute collection time per pattern). A calibrated Cyberstar Hot Gas Blower was used

to control the temperature. Patterns were collected continually while temperature was

ramped slowly cooled through the magnetic transition such that one diffraction pattern

was taken at every 3 K interval. Resulting patterns were refined using Topas Academic,

using sequential and parametric[300] refinement.

Temperature and magnetic-field dependent X-ray powder diffraction measurements

were performed on a custom-built laboratory diffractometer in transmission geome-

try (Mo Kα radiation, λ1 = 0.709320 Å, λ2 = 0.713317 Å, using the 2θ range from 7◦

to 67◦ with a step size of 0.0097◦). The instrument has been described in detail

elsewhere.[301] The sample powder was mixed with NIST 640d standard reference

silicon for correction of geometric errors. Temperature in the range from 300 K to 700 K
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was controlled by means of a custom SHI closed-cycle Helium cryofurnace. The heat-

ing rate between the measurements was 10 K min−1 and the sample temperature was

stabilized for 15 min. before data collection. Magnetic fields of up to 5 T were applied

for isofield warming and cooling protocols, as well as for isothermal field-application

experiments. Pawley analyses of the obtained diffraction patterns were carried out se-

quentially using TOPAS Academic. Example data and fits are available in the Appendix

Figures 5.13 and 5.14.

Spin-polarized density functional theory calculations were performed using the

Vienna Ab initio Simulation Package (VASP)[128] using projector augmented wave

(PAW) pseudopotentials[129, 130] within the Perdew-Burke-Ernzerhof (PBE) general-

ized gradient approximation (GGA).[131] First, the eight-atom unit cells of MnB and

FeB were relaxed with a force convergence of 0.001 eV Å−1 and a starting magnetic

moment of 3µB per transition metal ion. This resulted in lattice parameters a, b, c of

5.36, 2.96, and 4.07 Å for MnB and 5.32, 2.93, and 3.96 Å for FeB, which are within

reasonable agreement of the room temperature lattice parameters (given in Appendix

Table 5.1). Based on these structures, unit cells with systematically expanded and con-

tracted b lattice parameters were generated and ion-only relaxations were performed.

On these relaxed structures, static spin-polarized and nonspin-polarized calculations

were performed. The Crystal Orbital Hamilton Population (COHP) between pairs of B

atoms in the chain were calculated with the help of the LOBSTER code.[279–283]

5.3 Results and discussion

The results of Rietveld refinement of high-resolution MnB and FeB patterns col-

lected at room temperature are shown in Figure 5.1 and Table 5.1. Both patterns
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Figure 5.2: Comparison of the magnetism of MnB and FeB. (a) The two materials
show a nearly identical magnetic transition temperature, but MnB shows an uncon-
ventional shape of the M(T ) curve. (b) MnB has a saturation magnetization about
50% larger than that of FeB, (c) but shows a peak −∆SM about three times larger.

match the known orthorhombic Pnma structure (“FeB-type”),[302, 303] which con-

sists of 1D zigzag chains of closely spaced (1.8 Å) B atoms running along the b crystal-

lographic axis with Mn or Fe arranged in a distorted hexagonal network around these

chains. This results in a highly bonded framework, with each metal atom coordinated

by seven boron atoms within a sphere of 2.3 Åand six additional metal atoms within

2.7 Å. These diffraction patterns display anisotropic peak widths, which can be well-fit

using the Stephens peak-shape function[304] which accounts for (hkl)-dependent peak

broadening by assuming that different crystallographic directions may have different

amounts of inhomogenous strain. The anisotropy in peak shape is consistent with the

highly one-dimensional nature of the crystal structure.

MnB and FeB show very similar bond lengths and contacts, albeit with slightly larger

metal-B contacts in MnB leading to larger lattice parameters and a 4.3% larger unit cell
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volume for MnB. It should be noted the B–B bond lengths and the lattice parameter in

their direction of propagation are very similar in the two materials.

Figure 5.2 shows the magnetic characterization of pure samples of MnB and FeB.

MnB and FeB show remarkably similar magnetic ordering temperatures (560 K), de-

spite the magnetic behavior appearing to display some key differences. Under low

applied fields (less than about 0.1 T), M vs. T of FeB behaves as expected for a fer-

romagnet, uniformly increasing as temperature is lowered. MnB on the other hand,

shows an atypical maximum in the magnetization around 500 K, whose origin is not

known but may represent a spin reorientation or other magnetic transition. The gravi-

metric saturated magnetic moment of MnB is about 50% larger than that of FeB (1.65

µB/Mn and 1.05 µB/Fe). This difference in saturated moment is not nearly enough to

explain the dramatic difference in the magnetocaloric properties, with MnB showing a

three times larger magnitude of peak ∆SM . No resolvable thermal hysteresis was seen

in either material.

The large ∆SM in MnB compared to FeB is surprising, given the similarities in

structure, ordering temperature and ordered magnetic moment. However, when the

temperature-dependence of the synchrotron X-ray diffraction is examined (Figure 5.3),

striking differences become evident. In FeB, all of the peaks shift uniformly towards

higher Q upon cooling through the magnetic transition, demonstrating conventional

positive thermal expansion. In MnB, different peaks shift in different directions, in-

dicating highly anisotropic effects. Furthermore, pronounced kinks are visible in the

thermal evolution of most of the peaks at the magnetic transition temperature, suggest-

ing that the crystal structure is much more strongly linked to the magnetism in MnB

than in FeB.

Figure 5.4 shows the temperature evolution of the (020) peak of the two com-
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Figure 5.3: A section of the temperature-dependent diffraction dataset for (a) MnB
and (b) FeB. MnB shows highly anisotropic thermal evolution of the diffraction peaks,
including pronounced kinks at the Curie temperature. FeB, on the other hand, shows
only conventional thermal expansion.

pounds which corresponds to the lattice spacing parallel to the B–B chain direction.

In MnB, this peak shifts towards lower Q upon cooling, showing a negative coefficient

of thermal expansion in the b lattice parameter. Furthermore, around the magnetic

transition temperature, the peak broadens dramatically and can be seen to form a dis-

tinct shoulder (Figure 5.4b), indicating that two closely spaced peaks are present. This

effect is subtle enough that it would be undetectable at the resolution of most diffrac-

tion experiments, including laboratory X-ray diffraction or powder neutron diffraction.

However, with the resolution of the present experiment, the splitting of one peak into

two around the magnetic transition temperature is seen on all peaks with substantial

h or k character. In addition to the data shown in 5.4, a pattern taken at the fixed

temperature 576.1 K after temperature equilibration also shows this two-phase coexis-

tence, confirming that it is not a transient effect (Appendix Figure 5.12). This behavior
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Figure 5.4: Temperature evolution of the (020) peak in MnB and FeB through the
magnetic transition temperature. In MnB, the peak shifts dramatically to the left
upon cooling (a), and broadens near the magnetic transition temperature. Below and
above the magnetic transition, the peak has a well-behaved Lorentzian shape, but
near the Curie temperature, it requires two peaks to fit, indicating coexistence of two
phases (b). In FeB, the peak shifts to the right upon cooling (c) and maintains a con-
stant-width Lorentzian shape at all temperatures, including at the magnetic transition
temperature (d).

indicates that there is a region of phase coexistence between two phases around the

magnetic transition in MnB, a hallmark that the transition is actually first-order. In FeB,

on the other hand, no such behavior is observed.

In order to examine the thermal evolution of the structure, parametric Rietveld

refinements on both data sets were performed, allowing the noise in the refined pa-

rameters to be minimized. Results for FeB are shown in 5.5. The lattice parameters

and unit cell volume of FeB display well-behaved linear thermal expansion of all three
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Figure 5.5: Comparison of magnetic moment vs. temperature (a) and lattice para-
metric from parametric Rietveld refinement of temperature-dependent synchrotron
diffraction data (b) for FeB. In contrast to MnB, the lattice parameters of FeB all
show linear, moderate positive thermal expansion, with no obvious anomaly at the
magnetic transition temperature. Some anisotropy in thermal expansion can be seen,
evidenced by a larger coefficient of thermal expansion in the c direction than the a
and b direction.

cell parameters, with no observable change in slope at the magnetic transition tem-

perature. Some anisotropy is seen in the thermal expansion, with average coefficients

of thermal expansion of 7 ppm K−1, 12 ppm K−1, and 17 ppm K−1 in the a, b, and c

directions, respectively.

In contrast, the results of parametric refinement for MnB (Figure 5.7) demonstrate

anomalous behavior. If the refinement for MnB is set up so that only one crystal-

lographic phase exists in each pattern, the patterns well below and well above the
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Figure 5.6: (a) Quality of fit (Rwp) for parametric fit of temperature-dependent syn-
chrotron diffraction data. The purple squares show that case when a single crys-
tallographic phase is allowed, with the peak profile (Bragg peak widths) allowed to
vary independently for each pattern. This case cannot adequately fit the Bragg peak
splitting observed near the magnetic transition temperature, and a spike in Rwp is
observed in the grey boxed region. On the other hand, when two phases with slightly
different lattice parameters and each with a constant peak profile are included, the
Rwp is constant through the magnetic transition. The weight fractions of the two
phases refined from this fit are shown in (b), demonstrating that the magnetic tran-
sition is concurrent with the conversion from one crystallographic phase to the other,
confirming a first-order transition.

transition are described appropriately, but near the transition, Rwp (a measure of the

error in a Rietveld fit) increases dramatically, even if the peak profile is allowed to re-

fine independently for each temperature (Figure 5.6(a)). However, if two isostructural

Pnma phases with slightly different lattice parameters (about 0.05% difference in the

a and b directions) are included in the fit, the Rwp remains constant across the magnetic

transition. The two phases are found to coexist in a temperature region between 558 K

and 577 K, transitioning from 100% of the low-temperature phase at 558 K to 100% of
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Figure 5.7: Results of parametric two-phase Rietveld refinement of temperature-de-
pendent synchrotron diffraction data for MnB, compared with magnetization data.
(a) Magnetization as a function of temperature under an applied field H = 20 mT.
(b) MnB lattice parameters are shown relative to their 500 K value, and show highly
anisotropic thermal expansion including large negative thermal expansion in the b di-
rection. Furthermore, phase coexistence between two isostructural phases is seen in a
19 K window around the magnetic transition temperature, indicated with a gray box.

the high-temperature phase at 577 K (Figure 5.6(b)). As can be seen in Figure 5.7, the

temperature-range of this two-phase transition corresponds exactly to the width of the

magnetic transition. Taken together, these observations confirm that the magnetic tran-

sition in MnB is first-order. The phase coexistence over a temperature span of 20 K is

reminiscent of the first-order transitions in shape memory alloys, where strain buildup

causes the transformation to occur progressively, rather than all at once.[305] How-

ever, it is important to note that the differences in lattice parameters of the coexisting

MnB phases are not anywhere near as large as those seen in magnetocalorics displaying
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giant magnetocaloric effects at coupled first-order magnetostructural or magnetoelas-

tic transitions (often 1% or more). In fact, the changes in lattice parameters between

the two phases are less than the thermal expansion of each phase within the phase

coexistence region, and therefore the the structural part of the phase transition cannot

be considered primary. Rather, this transition appears to represent a different kind of

first-order phase transition than those previously seen in magnetocalorics. Its origin

and behavior are the subject of ongoing investigation.

Outside of the two-phase coexistence region, the thermal evolution of the lattice

parameters of MnB is also unusual. The a lattice parameter experiences a very large

positive thermal expansion across the full temperature range, with an average linear

coefficient of thermal expansion of 43 ppm K−1 across the dataset. On the other hand,

the b lattice parameter shows a similarly large negative coefficient of thermal expan-

sion,−38 ppm K−1. In the a and b directions, the positive or negative thermal expansion

is strongest at the magnetic transition temperature. The c lattice parameter is relatively

invariant with temperature, and the overall unit cell volume shows slight positive ex-

pansion. Both the c lattice parameter and the volume show some irregular behavior at

the magnetic transition temperature.

Like the lattice parameters, the bond lengths in MnB show anisotropic thermal evo-

lution (5.8). Notably, the closest Mn–B and B–B contacts decrease slightly as tempera-

ture is increased, as does the average Mn–Mn distance. However, the changes in bond

length are all small, and with no dramatic changes at the transition temperature that

would indicate a change in bond order. Rather, these anisotropic changes in bonding

indicate that some electronic redistribution is occurring as temperature is changing, as

will be discussed in the final section.

The structure evolution of MnB is clearly strongly affected by the magnetism, as
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Figure 5.8: Thermal evolution of selected bond lengths and contacts in MnB and
FeB, as fit from the parametric refinements. For MnB, the high-temperature phase
is indicated with solid symbols, and the low-temperature phase with empty symbols.
The atomic positions were constrained to be the same in the two phases for the pat-
terns where both phases exist, which is consistent with the positions above and be-
low the transition. In each compound, there exist two distinct metal-metal contacts
with length below 2.7 Å, seven distinct metal-boron contacts with length less than
2.3 Å(only the nearest is shown), and one distinct boron-boron contact. MnB shows
anisotropic thermal expansion of its bonds, while FeB shows only mild increases in
bond length as temperature is raised. Magnetic transition temperatures are repre-
sented as grey box for MnB (signifying the temperature range of phase co-existence),
and a grey line for FeB.

evidenced by the structural anomalies seen at the magnetic transition temperature.

For this reason, MnB was originally compared to invar (Fe-Ni) alloys, wherein low

thermal expansion is known to be caused by a magnetovolume effect.[293, 294] The

magnetovolume effect, which is based on theories of itinerant electron magnetism,

relies on the fact that large magnetization causes lattice parameters to expand.[306,

307] At low temperatures, the moment is at its largest, and its effect on expanding
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the crystal lattice is also at its largest. As temperature increases, fluctuations set in

and the magnetic moment weakens, causing a negative contribution to the thermal

expansion. This contribution may partially or completely offset the normal thermal

expansion of the material due to anharmonic phonons. Above the magnetic Curie

temperature, the thermal expansion typically returns abruptly to positive. In MnB

however, magnetostructural effects manifest in quite a different way. The thermal

expansion is marked by a change in cell shape, inducing both a strong negative thermal

expansion in the b direction and a strong positive thermal expansion in the a direction.

In addition, these effects persist, although somewhat weakened in magnitude, at least

150◦C (see Appendix Figure 5.15) above the magnetic transition temperature, which

is quite unusual, even in magnetocalorics with exceptionally large magnetostructural

coupling.[301, 307–309] This persistence suggests that the magnetism in MnB has

at least partly local character, and that the magnetostructural interaction is related

to a coupling between the moment magnitude and the Mn ion size. This coupling

may persist above the Curie temperature because the local moments still exist in the

paramagnetic regime.

5.3.1 Field Induced Magnetoelasticity

In order to directly probe magnetostructural coupling in MnB, we carried out X-ray

diffraction experiments as a function of temperature under a magnetic field. Diffraction

patterns were collected between 300 K and 700 K under no applied field and under an

applied field of 5 T. The difference in lattice parameters fit from these patterns is shown

in the top panel of Figure 5.9. Well above and well below the transition temperature,

no consistent effect can be resolved above the noise. However, near the Curie temper-

ature where the system is most susceptible to an external field, a substantial change
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Figure 5.9: Changes in lattice parameters induced by magnetic field. The top row
shows the relative change in lattice parameters upon application of a 5 T field, mon-
itored as a function of temperature. (a) MnB shows large induced magnetoelasticity
around its magnetic transition temperature, with a positive change in the b lattice
parameter and a negative change in the a lattice parameter. No changes are clearly
resolvable above the noise in FeB (b). The bottom panel shows how the lattice pa-
rameters evolve with magnetic field at fixed temperature near the magnetic transition
temperature. Once again, the changes are not clearly resolved in FeB (d), but are
seen to be large in MnB (c). Diffraction patterns were collected by Tom Faske and
Wolfgang Donner at TU Darmstadt.

in lattice parameters is seen upon application of the field in MnB, an effect which we

will term “induced magnetoelasticity.” As with the thermal expansion, this effect is

anisotropic: the a lattice parameter decreases upon application of the field, while the

b lattice parameter increases by nearly 0.1 %. In FeB, no induced magnetoelasticity

is resolvable. The observation of a maximum effect at 600 K in MnB as opposed to

570 K as seen in the magnetic measurements and synchrotron diffraction is most likely
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due to the large applied field increasing the transition temperature, as well as as slight

differences in the sample.

In the temperature-dependent experiment, the induced magnetoelasticity in the c

lattice parameter was not determined as the c lattice parameter displayed a sample

history-dependence, presumably related to the build-up and release of strains in the

material. However, the induced magnetoelasticity in all three lattice parameters was

resolvable in isothermal experiments, where the sample was held at a constant temper-

ature near the magnetic transition while fields ranging from 0 T to 5 T were applied.

These results are shown in the bottom row of Figure 5.9. Once again, no lattice param-

eter changes could be resolved in FeB above the noise. In MnB at 600 K, on the other

hand, the b lattice parameter expands upon the application of a magnetic field, reaching

a maximum expansion of 0.095(4)% (or 950 ppm) at 5 T, while the a lattice param-

eter contracts, reaching a contraction of −0.072(4)%. The c lattice parameter shows

a smaller expansion, which reaches 0.016(4)%. The Q-space resolution of the in-field

diffractometer is insufficient to identify the two coexisting structural phases that were

seen in the synchrotron diffraction, so it is somewhat ambiguous whether these large

magnetoelasticities are caused by intrinsic effects in the two coexisting phases them-

selves or by the field transforming part of the sample from one phase to the other. How-

ever, because the lattice parameter changes are almost twice as large as the maximum

difference in lattice parameter between the two phases in the temperature-dependent

synchrotron diffraction experiment, we can conclude that intrinsic magnetoelasticity in

the phases is at least partially responsible for the effect. This is also consistent with a vi-

sual inspection of the diffraction patterns (see Appendix Figure 5.14), which shows that

the diffraction peaks shift with applied field, rather than change shape. The observed

lattice parameter changes are large compared to conventional Joule magnetostriction
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found in all magnets (typical measured in ppm), but are smaller than values would be

observed at a giant first-order magnetostructural transition (often 1% or more). This

behavior positions MnB in an intermediate regime in terms of magnetostructural cou-

pling, suggesting that MnB is proximal to a magnetostructural tricritical point. The

explains the large, but not hysteretic ∆SM .

This observed anisotropic magnetovolume effect in MnB explains the strange ther-

mal expansion behavior. As MnB is heated from low temperature, its magnetic mo-

ment falls as fluctuations set in, and therefore the moment’s influence on structure is

decreased. On the other hand, when an external magnetic field is applied, the moment

strengthens and the inverse happens. Therefore, the changes in lattice upon application

of a field provide information about the magnetic contribution to the observed thermal

expansion. In FeB, this magnetostructural coupling is small, so the thermal expansion

is more or less unaffected by the magnetism. In MnB on the other hand, the anisotropic

magnetoelastic effect modifies the standard thermal expansion. In the b direction, the

magnetoeleastic effect is positive and large, which overwhelms the standard positive

thermal expansion and leads to a strong negative thermal expansion. In the a direction,

the negative magnetoelastic effect strengthens the positive thermal expansion leading

to an exceptionally large positive thermal expansion. In the c direction, the weaker pos-

itive effect offsets the thermal expansion leading to a fairly temperature-independent

lattice parameter, as is the case in invar.

5.3.2 Competing Interactions and Magnetostructural Coupling

In order to understand the origins of the unconventional thermal expansion and

magnetoelastic effect in MnB, we employ density functional theory (DFT) calculations

on both MnB and FeB. Noting that the strongest bonds in the system are the covalent B–
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Figure 5.10: Results of DFT calculations for MnB and FeB cells with contracted
and expanded b lattice parameter. (a) Integrated crystal orbital Hamilton popula-
tion (iCOHP) between B–B atoms in the chain, an indicator of the bond strength,
with more negative values indicating greater stability. (b) Evolution of the local mo-
ment magnitudes (normalized to their equilibrium values M0), which decrease as b
is contracted in MnB but stay constant in FeB. Similarly, (c) shows that the energy
stabilization from magnetization (difference in energy between a spin-polarized and
non-spin-polarized calculations) decreases as b is contracted in MnB, but stays con-
stant in FeB. These results demonstrate that MnB displays direct competition between
Mn moment formation and B–B bond formation, while FeB does not.

B bonds which run in a zig-zag chain along the b lattice parameter, we show the results

of DFT calculations for FeB and MnB unit cells with expanded and contracted b lattice

parameters in Figure 5.10. B–B bond strength (as indicated by the integrated Crystal

Orbital Hamilton Population, −iCOHP), Mn or Fe moment magnitude, and magnetic
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stabilization energy (Emag−Enonmag) are shown. In both compounds, contraction of the

b lattice parameter (up to about 20%) leads to an increase in the B–B bond strength, in-

dicating that the B–B are more elongated than they would prefer to be, absent of other

forces in the structure. On the other hand, contraction of the b lattice parameter leads

to a decrease in moment magnitude and magnetic stabilization in MnB, indicating that

the manganese magnetism would favor an expanded b lattice parameter. Therefore,

the equilibrium lattice parameter in MnB can be understood as resulting from the re-

sult of a competition between moment magnitude and B–B bond strength. In FeB, on

the other hand, the moment size and magnetic stabilization are virtually independent

of b-lattice parameter, and no such competition exists.

We propose that it is the competition between stabilizing the magnetism and the

bonding in MnB that leads to the strong and anisotropic magnetoelastic coupling. As

temperature is increased and magnetic fluctuations set in, the magnetic stabilization

weakens and the B–B bonds are able to exert their contractive forces on the structure,

leading to negative thermal expansion in the b direction and a decrease in the B-B

bond length and the closest Mn-B bond length. In this picture, the a lattice parameter

responds to the driving forces in the b lattice direction with a positive Poisson ratio,

alleviating some of the volumetric strain associated with the large decrease in b lattice

parameter. This causes the negative magnetoelastic effect in the a direction. The c

lattice direction is intermediate between these two cases since the B–B zigzag chains

sit mostly in the b-c plane. In addition to explaining the thermal evolution of the lattice

parameters, the competition-induced magnetostructural coupling in MnB can explain

its extraordinary magnetocaloric effect. Because MnB sits in an active balance between

magnetic and structural degrees of freedom, changes in magnetism or b lattice param-

eter can energetically compensate each other. This provides a low energy pathway for
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changing Mn moment magnitude, allowing a small stimulus (magnetic field) to cause

a large change in magnetic state and therefore magnetic entropy.

FeB has a smaller transition metal cation than than MnB, due to the increased nu-

clear charge as well as the lower magnetic moment. Comparing the room-temperature

crystal structures, the unit cell volume and metal-B bond lengths are all larger in MnB

than in FeB. However, the b lattice parameter and B–B bond lengths only show a small

increase, suggesting that the larger size of MnB is straining against the available size

of the metal site in the FeB structure, which is constrained by the strong B–B bonding.

In fact, MnB sits at a phase boundary: moving one column to the left on the peri-

odic table yields CrB, a transition metal monoboride with a modified structure (space

group Cmcm) from the Pnma structure of the common forms of MnB, FeB, and CoB.

In fact, MnB itself can be stabilized in either the Pnma (as studied presently) or a low-

temperature Cmcm structure.[302] Therefore, we expect that FeB does not show the

moment-bonding competition, and associated magnetostructural coupling that MnB

does because the smaller size of the Fe atoms is not straining the B–B bonds.

5.4 Conclusion

We have demonstrated that MnB shows anisotropic magnetoelastic coupling that is

driven by competition between Mn moment formation and B–B bond strength. These

results explain why MnB shows a large magnetocaloric effect of −10.7 J Kg−1K−1 at

5 T, while isostructural FeB with otherwise similar magnetic properties shows a much

smaller effect. While there is no change in the space group across the magnetic tran-

sition in MnB, coupling of magnetism and structure is evidently an important driver

of the magnetocaloric performance. Based on this result, MnB appears to be proximal
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to a magnetostructural tricritical point which allows for a transition with a large ∆SM

while maintaining negligible hysteresis.

In addition, we have shown that the magnetic transition in MnB is in fact very subtly

first-order with clear phase-coexistence at the magnetic transition, albeit the behavior

of the transition is quite distinct from the giant first-order coupled magnetostructural

transitions displayed by other magnetocalorics.

5.5 Appendix: Supplemental material

Table 5.1: Refined crystal structure of MnB and FeB from room temperature high-res-
olution synchrotron diffraction data (λ=0.414581 Å). GOF indicates the goodness of
fit, which is defined as the ratio between the weighted profile R factor Rwp, and ex-
pected R factor, Rexp. Numbers in parentheses are standard uncertainties in the last
given digit(s) from Rietveld refinement.

MnB (300 K) FeB (300 K)

spacegroup Pnma Pnma

a (Å) 5.5632 5.5020
b (Å) 2.9769 2.9482
c (Å) 4.1473 4.0596
V (Å)3 68.682 65.852
GOF 1.93 1.57
metal
x 0.17588(2) 0.17709(3)
y 0.25 0.25
z 0.12083(3) 0.11988(4)
Biso 0.158(2) 0.162(2)

boron
x 0.0341(2) 0.0363(2)
y 0.25 0.25
z 0.6128(3) 0.6141(3)
Biso 0.35(1) 0.29(1)
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Table 5.2: Refined lattice parameters and weight fractions for the high-temperature
phase of MnB from the temperature-dependent synchrotron diffraction data. Num-
bers in parentheses are standard uncertainties in the last given digit(s) from Rietveld
refinement. The values for temperatures from 590.1 K to 580.1 K are from the sin-
gle-phase parametric refinement, while the values for temperatures between 577.0 K
and 557.7 K are from the two-phase parametric refinement, with the lattice parame-
ters and weight fractions for the other (low temperature) phase given in Table 5.3.

T (K) a (Å) b (Å) c (Å) V (Å) weight
fraction (%)

590.1 5.60293(1) 2.96463(1) 4.15299(1) 68.9836(1) 100
586.6 5.60221(1) 2.96490(1) 4.15287(1) 68.9790(1) 100
583.3 5.60149(1) 2.96522(1) 4.15278(1) 68.9761(1) 100
580.1 5.60059(1) 2.96566(1) 4.15272(1) 68.9744(1) 100
577.0 5.60014(1) 2.96586(1) 4.15300(1) 68.9781(2) 77.0(3)
573.8 5.59912(2) 2.96646(1) 4.15306(1) 68.9805(3) 59.0(3)
570.5 5.59771(3) 2.96742(2) 4.15314(2) 68.9868(6) 43.3(4)
567.7 5.59668(4) 2.96811(3) 4.15335(2) 68.9936(9) 27.2(5)
564.3 5.59596(6) 2.96865(4) 4.15353(3) 69.000(1) 18.7(5)
561.1 5.59536(7) 2.96909(5) 4.15355(4) 69.003(2) 13.4(4)
557.7 5.59492(8) 2.96977(5) 4.15181(5) 68.985(2) 10.3(4)
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Table 5.3: Lattice parameters and weight fractions refined for the low-temperature
phase of MnB from the temperature-dependent synchrotron diffraction data. The
values for temperatures from 577.0 K to 557.7 K are from the two-phase parametric
refinement, with the lattice parameters and weight fractions for the other (high-tem-
perature) phase given in Table 5.2. The values for temperatures from 554.3 K to
500.0 K are from the single-phase parametric refinement.

T (K) a (Å) b (Å) c (Å) V (Å) weight
fraction (%)

577.0 5.59729(3) 2.96794(1) 4.15204(2) 68.9754(5) 23.0(3)
573.8 5.59619(2) 2.96834(1) 4.15252(1) 68.9791(3) 41.0(3)
570.5 5.59505(2) 2.96894(1) 4.15276(1) 68.9829(3) 56.7(4)
567.7 5.59400(1) 2.96952(1) 4.15280(1) 68.9842(3) 72.8(5)
564.3 5.59307(1) 2.97005(1) 4.15288(1) 68.9866(2) 81.3(5)
561.1 5.59215(1) 2.97051(1) 4.15289(1) 68.9859(2) 86.6(4)
557.7 5.59126(1) 2.97096(1) 4.15303(1) 68.9876(2) 89.7(4)
554.3 5.59070(1) 2.97130(1) 4.15296(1) 68.9876(1) 100
551.5 5.58991(1) 2.97163(1) 4.15291(1) 68.9845(1) 100
548.0 5.58914(1) 2.97196(1) 4.15286(1) 68.9820(1) 100
545.0 5.58845(1) 2.97227(1) 4.15282(1) 68.9798(1) 100
541.6 5.58782(1) 2.97253(1) 4.15278(1) 68.9775(1) 100
538.4 5.58718(1) 2.97278(1) 4.15272(1) 68.9743(1) 100
535.3 5.58656(1) 2.97300(1) 4.15265(1) 68.9707(1) 100
532.1 5.58601(1) 2.97321(1) 4.15261(1) 68.9682(1) 100
528.7 5.58547(1) 2.97343(1) 4.15256(1) 68.9658(1) 100
525.6 5.58499(1) 2.97362(1) 4.15253(1) 68.9636(1) 100
522.3 5.58443(1) 2.97376(1) 4.15243(1) 68.9584(1) 100
519.1 5.58393(1) 2.97393(1) 4.15237(1) 68.9550(1) 100
516.1 5.58345(1) 2.97409(1) 4.15233(1) 68.9524(1) 100
512.5 5.58301(1) 2.97426(1) 4.15228(1) 68.9498(1) 100
509.7 5.58248(1) 2.97437(1) 4.15218(1) 68.9443(1) 100
506.5 5.58202(1) 2.97450(1) 4.15210(1) 68.9404(1) 100
503.3 5.58159(1) 2.97463(1) 4.15204(1) 68.9371(1) 100
500.0 5.58140(1) 2.97470(1) 4.15202(1) 68.9359(1) 100
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Figure 5.11: Magnetization vs. temperature under a nine applied fields for FeB (a),
and MnB (b). These data are processed into the ∆SM data presented in the main
text Figure 5.2. At high field, the FeB M(T ) broadens out considerably while the MnB
remains relatively sharp, leading to a much larger peak ∆SM for MnB.

Figure 5.12: MnB (020) synchrotron diffraction peak from patterns taken while equi-
librated at temperatures well below the magnetic transition (a), near the magnetic
transition (b), and well-above the magnetic transition (c). This data is similar to the
data in the main text Figure 4, except that these patterns are taken at static temper-
ature after temperature equilibration. In (a) and (c), the diffraction peaks can be fit
with a single Lorentzian peak, while around the magnetic transition two Lorentzians
are required, indicating phase coexistence of two phases.
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Figure 5.13: Example Pawley fits of the diffraction data from the in-field, variable
temperature X-ray diffractometer (in this case, taken at 300 K with no applied field).
The samples (single phase MnB or FeB) have been mixed with NIST 640D standard
reference silicon and mounted on a graphite support. Both silicon and graphite phases
are included in the Pawley refinement, and the known silicon lattice parameter is used
to correct instrumental geometric errors.

Figure 5.14: Detailed view of the difference in MnB diffraction pattern under zero
applied field and 5 T applied field, taken at 600 K. Only the (200) and (020) peaks
are shown. The doublet peaks are from Mo Kα1 and Kα2 radiation. Upon application
of the field, an anisotropic magneto-elastic effect is seen, with some lattice peaks
with substantial h character moving to the right, and lattice peaks with substantial k
character moving to the left. The full patterns (along with those taken at other fields)
were fitted to give the data shown in the main text Figure 5.9(c).
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Figure 5.15: Lattice parameters fit from temperature and field-dependent XRD pat-
terns of MnB and FeB, normalized to their 300 K values at zero field. These refine-
ments were used to generate the induced magnetoelasticity (difference in lattice pa-
rameters upon application of a magnetic field) data shown in the main text, Fig-
ure 5.9. Due to a sample history effects observed in MnB in the c lattice parameter,
c, 0 T data are fit from a later run, after the sample had been cycled to remove any
history. Error bars, which are in general smaller than the data points, represent stan-
dard uncertainties from the Pawley refinements. Diffraction patterns were collected
by Tom Faske and Wolfgang Donner at TU Darmstadt.
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Chapter 6

Magnetoentropic signatures of

skyrmionic phase behavior in FeGe

1 At this point in the dissertation, we move away from the study of magnetocalorics

and focus on understanding long-period chiral magnetic structures in intermetallics,

using many of the same methods employed in the previous chapters. In this chapter,

we demonstrate that magnetocaloric measurements can rapidly reveal details of the

phase diagrams of high temperature skyrmion hosts, concurrently yielding quantitative

latent heats of the field-driven magnetic phase transitions. Our approach addresses an

outstanding issue in the phase diagram of the skyrmion host FeGe by showing that

DC magnetic anomalies can be explained in terms of entropic signatures consistent

with a phase diagram containing a single pocket of skyrmionic order and a Brazovskii

transition.
1The contents of this chapter have substantially appeared in reference 299: J. D. Bocarsly, R. F.

Need, R. Seshadri, and S. D. Wilson. Magnetoentropic signatures of skyrmionic phase behavior in FeGe.
Phys. Rev. B 97 (2018) 100404. doi:10.1103/PhysRevB.97.100404 © 2018 American Physical Society,
reprinted with permission.
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This project was a collaboration with Ryan Need, who grew the crystals, and was

supervised by Ram Seshadri and Stephen Wilson.

6.1 Introduction

Magnetic anomalies corresponding to skyrmion lattice ordering or “precursor” states

are well known in chiral helimagnets such as MnSi and FeGe [31–34, 310–313] and

were observed long before the first reciprocal space [36, 314] or real space [315] ob-

servations of magnetic skyrmions. In general, these anomalies appear as subtle bumps

and kinks in the magnetization expected for a ferromagnet near its magnetic transition

temperature, as illustrated in Figure 6.1. In skyrmion hosts, these features represent

magnetization steps expected for the first-order phase transitions between topologi-

cally distinct spin states. Unfortunately, in real materials these discontinuities are al-

ways smeared out by experimental convolution and inherent thermal/configurational

disorder. This often renders mapping the bulk magnetic phase diagrams of skyrmion

hosts a subtle endeavor, and discrepancies have arisen regarding the number of distinct

topological phases that exist in key materials [35, 316–320].

This problem is exacerbated in high temperature skyrmion hosts, where direct

calorimetric techniques identifying topological phase boundaries (e.g. heat capacity

studies) suffer from large lattice background signals. The B20 near-room-temperature

skyrmion host FeGe is a prominent example of this challenge, where several reports

suggest that the skyrmion A phase in FeGe is in fact broken into several sections, each

hosting distinct skyrmionic states [35, 316–318]. The inability to directly quantify the

entropic response from each of these phases in FeGe hearkens to parallel studies of

the low temperature skyrmion host MnSi, where similar multiple “A-phase” states were
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proposed [321] but eventually precluded via high resolution heat capacity measure-

ments [319, 322]. Resolving whether there is only a single pocket in the “A phase” that

hosts skyrmionic spin texture or multiple in FeGe remains an open question.

More broadly, the continued unveiling of magnetic skyrmions in materials near and

above room temperature and their potential uses in practical applications [323–330]

has further highlighted the need to quantify the thermodynamically distinct spin states

in their high-temperature magnetic phase diagrams. New materials continue to be

discovered, many with near-room-temperature skyrmion states [39, 325, 331–334].

Precise and quantitative techniques for rapidly interpreting magnetic anomalies in this

new realm of materials and for ultimately surveying thermodynamically distinct mag-

netic states in their phase diagrams are needed.

Here we present a rapid DC magnetization technique for mapping the magne-

tocaloric response of skyrmion hosts. This method is effective even at high temper-

atures and is sensitive to the field-driven entropy changes associated with entering/ex-

iting the first-order phase boundaries expected for topologically distinct spin states. As

a result, the magnetic phase diagram for a given compound can be mapped in under

24 hours, and the entropy changes associated with a given state can be quantified.

We leverage this technique to address an outstanding issue in the phase diagram of

the near-room-temperature skyrmion host material FeGe by demonstrating that the en-

tropic response can be understood via a single skyrmion “A-phase” and a nearby line

of first-order phase transitions representing Brazovskii transitions into a fluctuation

disordered state.
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Figure 6.1: (a) Crystal structure of cubic B20 FeGe (spacegroup P213), shown along
the (111) axis. (b) Magnetization as a function of field collected at 10 K is very sharp,
saturates at low field, and shows no hysteresis. (c) Magnetization as a function of
temperature collected under applied field H = 20 mT shows an anomaly near TC . (d)
M(T ) collected under different applied fields. This is a subset of the data set (18 total
fields) used to calculate the course-grained map of ∆SM (H,T ) shown in (e).

6.2 Methods

Magnetocaloric effects can be quantified as the magnitude of isothermal entropy

change upon magnetization, ∆SM(H,T ), near a magnetic phase transition. ∆SM(H,T )

is obtained from the Maxwell relation (dS/dH)T = (dM/dT )H , where S is the total

entropy, H is the magnetic field, M is the magnetization, and T is the temperature.

This allows the isothermal entropy change upon application of field H to be calculated

from bulk DC magnetic measurements at many fields and temperatures using

∆SM(T,H) =

∫ H

0

(
dM

dT

)
H′
dH ′ (6.1)
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Figure 6.2: The process for obtaining high-resolution magnetoentropic informa-
tion using equation 6.1. (a) DC M(T ) data taken at many closely-spaced fields
(24 fields between 5 and 120 mT) (b) Temperature derivatives of magnetization
dM/dT = dS/dH are calculated directly using Tikhonov regularization. For visual
clarity, the curves are each offset by 0.1 J kg−1 K−1 T−1. The antiderivatives of the cal-
culated derivatives are shown as colored lines in (a), and match the raw data (grey
crosses) very well. (c) Integrals of the dM/dT curves with respect to field give the
isothermal magnetic entropy change at each temperature and applied field. Curves
are each offset by 1 J kg−1 K−1.

Comparisons to heat capacity measurements carried out under field have validated the

use of this approach, even for the analysis of first-order phase transitions if suitable

measurement parameters are chosen [335–337]. Measuring M(T ) under different ap-

plied magnetic fields and calculating dM/dT allows a map of ∆SM(T,H) to be obtained

using equation 6.1.

To date, applications of these methods have been largely limited to using DC mag-

netization to calculate ∆SM(T,H) at a few temperatures and fields to evaluate materi-

als for applications in magnetic refrigeration [103] and to determine critical constants

[338]. For these applications, low data densities and simple numerical methods are

adequate. However, in order to apply these techniques to measure, in resolution, the
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entropic effects of the subtle field-driven phase transitions in magnetic skyrmion hosts,

far higher data densities are required and more sophisticated data processing is needed

to separate signal from noise.

To demonstrate this concept, single crystals of the high temperature skyrmion host

FeGe were grown using a standard iodine vapor transport technique (see Appendix sec-

tion 6.4.2) and a Quantum Design DynaCool Vibrating Sample Magnetometer (VSM)

was used to collect two datasets: a “course-grained” set taken while sweeping tempera-

ture at a rate of 7 K min−1 with fields ranging from 20 mT to 5 T and a “fine-grained” set

taken while sweeping at a rate of 1 K min−1 at closely-spaced fields around the magnetic

transition. The former was taken to evaluate the general high field magnetocaloric re-

sponse and the latter to analyze the skyrmion phase transition. By operating the VSM

continuously, tens of thousands of data points are collected in an ≈18 hour measure-

ment span. The dM/dT numerical derivatives cannot be calculated using traditional

finite differences without introducing unnacceptable noise. Rather, a statistical tech-

nique based on Tikhonov regularization [298] was employed. Briefly, the derivatives

are determined so as to simultaneously minimize the deviation of their antiderivatives

from the data and the roughness. From these smooth derivatives, the integrals with

respect to field were evaluated to obtain ∆SM(T,H). Details of the technique are in-

cluded in the Appendix section 6.4.1.

6.3 Results and discussion

Figure 6.1(a) shows the B20 magnetic lattice of FeGe looking along the (111) axis

of the cubic unit cell. A chiral spin state is known to manifest below 280 K in this

system with the helix propagating along this (111) wave vector and moments rotating
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Figure 6.3: Detailed magnetoentropic maps of FeGe near the ordering temperature.
(a) A map of dM/dT = dS/dH reveals clear ridges (red) and valleys (blue) indi-
cating lines of first-order phase transitions. Note that the ridges and valleys are ac-
tually continuous; the segmented appearance is an artifact of the 2-D interpolation.
(b) Map of ∆SM (T,H). (c) dM/dH calculated from the DC magnetization dataset.
(a) is used to find the phase boundaries of the phase diagram drawn on (b), where
solid lines represent first-order phase transitions.The dashed line between C and P
indicates a continuous transition. The dashed line between FD and FP represents a
crossover. P: paramagnetic, FD: fluctuation disordered, FP: field polarized, C: conical,
SkX: skyrmion lattice, TCP: tricritical point.

in the plane orthogonal to this axis. Upon applying a modest field, this helical spin

state rapidly tilts into a conical phase and eventually into a polarized ferromagnet state

as shown in Figure 6.1(b). The low-field susceptibility χ(T ) is shown in Figure 6.1(c)

and the characteristic cusp near TC is apparent. Magnetization data at higher fields are

shown in Figure 6.1(d) while the resulting ∆SM determined from this course-grained

sampling of the phase diagram is shown in Figure 6.1(e). As expected, a negative peak

in ∆SM is seen near the magnetic ordering temperature as the magnetic field aligns

paramagnetic spins and decreases the entropy of the system.

At lower fields, however, the magnetization and magnetocaloric behavior are more

complex. Figure 6.2(a) illustrates how the low-field magnetization evolves as a func-

tion of temperature under a series of closely spaced fields near the magnetic ordering
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temperature. This rich behavior is then processed into dM/dT at each temperature and

field point as shown in Figure 6.2(b). The final integrated ∆SM curves are plotted in

Figure 6.2(c). These data are then presented in Figure 6.3 as (T,H) maps of dM/dT ,

∆SM , and instantaneous DC susceptibility dM/dH near the onset of the “A phase" cusp.

dM/dT = dS/dH can be viewed as a thermodynamic capacity which gives com-

plementary information to traditional measurements of heat capacity C = T (dS/dT ).

Peaks and valleys in dS/dH can indicate field-driven first-order phase transitions and

ultimately can give entropies of transitions. In the map shown in Figure 6.3(a), the

high-field region is blue, indicating the conventional (negative) magnetocaloric behav-

ior of a ferromagnet discussed above. At lower fields and temperatures, however, a

white region (dS/dH ≈ 0) can be seen with clear ridges (red lines) and valleys (blue

lines) corresponding to phase transformations within that region.

When integrated over field (∆SM), the phase regions separated by features in

dS/dH are visualized in terms of their entropy, as seen in Figure 6.3(b). The sharp

nearly-vertical phase line near 276 K denotes a line of first-order phase transitions be-

tween the ordered state and the fluctuation disordered state, as discussed later. At

temperatures below this first-order line, a single, small pocket of increased entropy

(about 0.3 J kg−1 K−1) is observed about the expected skyrmion phase. All other points

in the white region, which corresponds to the ordered helical and conical phases, can

be reached without a change in entropy from the zero-field state. The observation that

the skyrmion lattice shows distinctly higher entropy than the conical phase is consis-

tent with the idea that the skyrmion lattice is stabilized by thermal fluctuations. As

further reference, Figure 6.3(c) shows a map of static dM/dH illustrating the onset of

an enhanced susceptibility at ≈ 279 K, far above the first-order line and indicative of

the onset of the fluctuation disordered regime. Anomalies in the susceptibility map of
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Figure 6.3(c) bracket both the upper and lower field phase boundaries of the single “A

phase" skyrmion state resolved in the ∆SM map.

The assignment of a skyrmion lattice pocket approximately 3 K in width and 10 mT

in height within the conical phase is consistent with previous phase diagrams of FeGe

based on AC and DC susceptibility, specific heat, and small angle neutron scattering

measurements. [35, 316–318] However, variations in AC susceptibility and SANS

neutron scattering intensities caused speculation that the conventional skyrmion state,

termed the A1 pocket, was neighbored by between one and three additional “A phase”

pockets. Notably none of the signatures of these new “A phase” pockets arise from ther-

modynamic measurements nor via the identification of broken symmetries, and here,

our thermodynamic magnetoentropic measurements resolve that none of those regions

except the expected main A-phase show increased entropy relative to the helimagnetic

state. Therefore, we conclude that the previous signatures of additional states near the

“A phase” arise from dissipative processes or mixed phase regions due to the nearby

line of first order Brazovskii transitions. Any true thermodynamic phases must have

much smaller skyrmion numbers than the skyrmion lattice phase and entropies nearly

indistinguishable from the topologically trivial helical and conical phases.

To further quantify the entropies associated with the phase boundaries in Fig-

ure 6.3(a), Figure 6.4(a) shows dS/dH vs. H cuts at fixed temperatures across the

phase diagram of FeGe. At temperatures below the skyrmion lattice phase (Figure 6.4(a)),

the conical to field polarized phase transition can be seen as a sudden change in slope of

the dS/dH vs. H curve. At all fields below this critical field, it can be seen that dS/dH

is zero. This indicates that there is no change in entropy as the system is polarized

from the helical magnetic state, through the conical state until the collinear ferromag-

netic state is reached. Once in the ferromagnetic state, application of a magnetic field
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suppresses spin fluctuations, reducing entropy as expected. One consequence of this

constant entropy in the low-field phase, is that there is no signature in dS/dH for the

helical to conical phase transition at low field.

Figure 6.4: (a-c) shows dS/dH vs. H at four representative temperatures. Field-
-driven phase transitions are easily found: first-order transitions show up as peaks
(ii-vi) in the this thermodynamic capacity, while continuous phase transitions show
up as changes in the slope (i). Integration of the peaks gives entropies of transitions
and latent heats, as shown in Table 6.1. (d) gives a reproduction of the heatmap of
dS/dH vs. T and H, as shown in Figure 6.3b with the slices shown in (a-c) overlaid
as dashed colored vertical lines. Refer to the caption of Figure 6.3 for the definitions
of the phase abbreviations.

Turning to Figure 4 (b), dS/dH cuts along H near 274.5 K show there is both a

peak and a valley prior to entering the field polarized state. Hence as field is increased,

there is first an absorption of heat and then a release of heat. This is consistent with the

expected entropic signature of first-order phase transitions into and out of the skyrmion

lattice phase based on heap capacity measurements of low-temperature skyrmion hosts

[317, 320, 322]. These peak and valley features form the extended ridges in (H,T )

space (Figure 6.3(b)) that define the top and bottom of the skyrmion lattice phase.
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Table 6.1: Latent entropies and heats of transitions as determined by integrating the
dS/dH curves shown in Figure 6.4. The errors are a generous estimate based on
performing the integration at several closely-spaced temperatures.

transition ∆S (mJ kg−1 K−1) Q (mJ kg−1)

(i) C→ FP na na
(ii) C→ SkX 0.25(5) 69(14)
(iii) SkX→ C −0.35(5) −96(14)
(iv) C→ SkX 0.9(1) 248(28)
(v) SkX→ C −0.29(2) −80(6)
(vi) C→ FD 0.81(3) 223(8)

At higher temperature (T ≈ 276 K), the nearly vertical ridge in the dS/dH is split

into a lower and an upper section by the intersection of the skyrmion phase boundaries

(Figure 6.4(d)). This vertical ridge indicates another line of first-order phase transi-

tions where the application of a magnetic field disorders the system. This is consistent

with the theory of a Brazovskii scenario of a strong fluctuations driving the magnetic or-

dering into a line of first-order transitions terminating in a tricritical point at nonzero

field (here, around 50 mT) [339–341]. Crucially, because the slope of this ridge in

(T,H) space is negative, application of a field drives the system from the ordered he-

limagnetic state to the fluctuation disordered state: hence the sign of the dS/dH is

positive. Therefore, this unique transition appears as a striking line of anomalous (pos-

itive) dS/dH on the magnetocaloric maps. The entropies associated with crossing each

of these phase boundaries are summarized in Table 6.1.

This global picture shows that the very complex shape of the DC magnetic anomalies

in FeGe can in fact be elegantly associated with the magnetoentropic response expected

for a phase diagram containing a single thermodynamic A phase (skyrmion lattice)

contained within the conical phase that borders out of a line of first-order Brazovskii

transitions. To verify that features of this phase diagram were not affected by the use

of several single crystals, the same procedure was carried out on a fixed single crystal
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(≈ 0.1 mg) and yielded the same phase diagram (see Appendix Figure 6.7). This is

consistent with observations of very low anisotropy fields in FeGe [311].

In summary, we have demonstrated a rapid magnetoentropic mapping technique

that harnesses DC magnetization data to resolve the magnetic entropies associated

with the complex phase diagrams of helimagnets in very high resolution. This tech-

nique allows for the clear demarcation of thermodynamic phase boundaries in FeGe,

which have been difficult to study in traditional calorimetry measurements due to a

high ordering temperature and accompanying large lattice background. We observe

clear entropic signatures of transitions into and out of a single skyrmion lattice phase

as well as observe a nearly vertical line of first-order transitions terminating in a tricrit-

ical point, consistent with the first-order Brazovskii transition observed in MnSi. The

technique presented here is expected to be of significant utility for the rapid discov-

ery and study of new skyrmion hosts, especially those with transitions near and above

room temperature.
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6.4 Appendix: Supplemental information

6.4.1 Mapping magnetoentropy using a vibrating sample magne-

tometer

Principles of measurement and data analysis

In the study of magnetocaloric materials, the isothermal change in entropy upon

application of a magnetic field, ∆SM(T,H), is routinely calculated from magnetization

data by leveraging the thermodynamic Maxwell relation:

(
∂S

∂H

)
T

=

(
∂M

∂T

)
H

(6.2)

Here, S is the total entropy, H is the magnetic field, M is the magnetization, and T is

the temperature. This implies that the isothermal entropy change upon application of

field H can be calculated from magnetic measurements by equation 6.1, reproduced

here:

∆SM(T,H) =

∫ H

0

(
dM

dT

)
H′
dH ′

In this contribution, we use a vibrating sample magnetometer to rapidly collect

M(T,H) data to evaluate equation 6.1 in high resolution. The data is collected con-

tinuously while slowly ramping temperature at different fixed magnetic fields. This

procedure gives a very high density of data points along the temperature axis (many

points per Kelvin). While in principle this data density is beneficial, the small T and

M differences between neighboring points means that simple numerical differentiation
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via the finite difference method (dM/dT ≈ ∆M/∆T ) gives extremely large errors that

far outweigh the signal. This problem persists even if spline smoothing is applied to

each M(T ) before the finite differences are taken. To avoid this problem and use the

data density to our advantage, we employ a statistical Tikhonov regularization pro-

cedure to calculate the numerical derivative. In this method, a derivative curve of a

dataset is directly calculated such that it has minimum roughness while still having an

antiderivative that matches the magnetization data closely. Given a set of observations

(measurements) of magnetization, M̂ , this means finding a curve, M ′, that minimizes:

Q(M ′) =

∫ Tmax

Tmin

|M(T )− M̂(T )|dT + λ

∫ Tmax

Tmin

|M ′′(T )|2dT (6.3)

The first term is the total deviation of the M , the antiderivative of M ′, from the

observations M̂ . The second term is the roughness of the derivative curve. λ is a

regularization parameter that determines the relative importance of the two terms such

that larger values of λ lead to a smoother calculated derivative, potentially at the cost

of fidelity to the observations. A procedure to calculate these derivatives has been

implemented by Stickel in the Python package scikit.datasmooth [298]. A suitable

λ may be inferred from the data directly; however, it is generally better to manually set

this parameter by eye, as shown in Figure 6.6.

Numerical integration does not present the same noise issues as numerical deriva-

tion, so the integration step may be performed using the standard trapezoid method.

Measurement Procedure and data analysis

Here, we include an example procedure used to collect DC magnetization data

and transform it into mangetoentropic maps. Sample Python code (magentro.py) to
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Figure 6.5: Comparison of finite differences and Tikhonov regularization for calculat-
ing the derivative of magnetization as a function of temperature (H = 30 mT) taken
on a single crystal of FeGe (see Section III, below). The top graphs show the magneti-
zation data and antiderivatives of the calculated derivatives, which are shown on the
bottom graphs. (a) The finite difference method gives an unusable derivative domi-
nated by noise. (b) The regularization method gives a smooth derivative that matches
the input data well.

analyze DC magnetization data to create magnetoentropic maps is included with the

Supplemental Material of ref. 18.

1. The M(T,H) data set must be collected with high data density along the tem-

perature axis. In the case of the fine-grained magnetoentropic mapping of 0.75

mg of FeGe, the data points were taken with 5 seconds of averaging of the VSM

signal while sweeping temperature at a rate of 1 K/min from 282 K to 268 K

(approximately 12 points/ K). This temperature sweep was repeated under 24

different applied fields, ranging from 5 mT to 120 mT in increments of 5 mT.

The sweep rate and averaging time were chosen so that many points would be
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Figure 6.6: Calculation of regularized derivative of FeGe M(T ) data collected at
H=10 mT with different choices of the regularization parameter λ in equation 6.3.
(a) λ is too small. The antiderivative matches the input data well, but the derivative
itself is unnacceptably noisy. (b) λ is chosen appropriately. The calculated derivative
is reasonably smooth and has an antiderivative that matches the input data well. (c) λ
is too large. The derivative is oversmoothed and the antiderivative no longer matches
the data. Note that λ must be determined for each data set.

collected across each feature of interest (magnetic anomaly). Faster sweep rates

and shorter averaging times are possible for samples with larger moments.

2. Abnormal measurement points are removed and placed the data set is placed

into S.I. units. If using a Quantum Design VSM, this can be accomplished using

the function magentro.prep_qdvsm_file(). Data for all fields should be be

included in a single measurement data file. In addition, if there are random

outlier measurements, it may be beneficial to manually remove them at this stage.

3. The data set is split into individual M(T ) sweeps at fixed fields. For each one,

the numerical derivative is performed by minimizing equation 6.3. In general,
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this step should be tried with multiple values of λ to visually choose an optimum

value that is acceptably smooth while still having an antiderivative that matches

the input data. Larger values will give smoother derivatives, while smaller val-

ues will match the input data more closely. Oftentimes the same λ can be used

for all fields. Sometimes, however, it is advantageous to choose a different λ

for each applied field, moving from smaller values at low fields to larger values

at high fields. Figure 6.6 shows an example of correctly choosing λ. The func-

tion magentro.process_MTs() calculates the derivatives for a data set given a

λ value (or λ values for each field). Note that the derivative curve is effectively

continuous, but it is actually calculated and provided as a collection of discrete

(temperature, value) points.

Alternatively, good values of λ may be inferred from the data using a variety of

numerical methods, as outlined in Ref. [298]. However, we have found that it is

generally easier to simply choose the λ parameters manually.

4. Numerical integrations of the derivatives with respect to field are performed using

the trapezoid method at each temperature to give ∆SM(T,H). This step is also

performed by magentro.process_MTs().

5. The smoothed magnetization, derivatives (dM/dT = dS/dH), and ∆SM have

now been obtained as a function of temperature at the fixed measurement fields.

This may be plotted as is (magentro.plot_property_as_lines()) or further

processed into 2-D (T,H) heat maps (magnetro.plot_property_as_map()).

Furthermore, cuts may be taken along the field direction at any temperature to

create figures like Figure 4 in the main text (magentro.plot_H_cut()).
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6.4.2 Details of the preparation of B20 FeGe single crystals

FeGe crystals in the B20 structure (P312) were grown using iodine vapor transport

from precursor powder and iodine in a 130:1 mass ratio. The precursor FeGe powder

was generated by arc melting pieces of Fe and Ge (99.999%, Sigma Aldrich) together

under an argon atmosphere. The arc melted pellet was flipped and remelted at least 12

times to increase mixing and homogeneity, and subsequently annealed under vacuum

in a sealed quartz ampoule at 580◦C for a period of 7 days. This procedure resulted

in FeGe powder that was 25% B20 and 75% B35 as determined by Rietveld analysis

of x-ray powder diffraction data. The powder and iodine (99.999% Alfa Aesar) were

then sealed in one end of a quartz ampoule under vacuum below 5 × 10−5 mbar. The

ampoule was placed in a three zone tube furnace with the precursors held at 570◦C, the

middle zone at 565◦C, and the far end at 570◦C for fourteen days. The middle portion

of the ampoule, with smooth side walls, was chosen to be the cold deposition region

to reduce the number of nucleation sites. In subsequent crystal growths subsequent,

small (<100 um diameter) B20 crystals were placed in the middle of the ampoule

to act as nucleation sites. Successful crystal growth using this procedure resulted in

B20 crystals roughly 250 um in diameter with a truncated octahedron morphology.

The B20 phase of these crystals was confirmed via single crystal X-ray diffraction and

SQUID magnetometry.

6.4.3 Magnetoentropic map of a single FeGe single crystal

In order to verify that the magnetoentropic maps presented in the main text were

not largely influenced by the use of multiple single crystals, we performed the same

measurement on a single crystal (about 0.03 mg, arbitrarily oriented). The results
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are shown in Figure 6.7. The results are qualitatively the same, although there is much

more noise in the single crystal measurement due to weak signal. Due to the very small

size of the crystal, the weight is not known precisely, and therefore the magnitude of

the values in Figure 6.7 should not be treated as exact.

Figure 6.7: Magnetoentropic maps of a single FeGe crystal. (a) Sample of the DC
magnetization data (grey crosses) overlayed with the antiderivatives of the regular-
ized derivatives, showing a very good fit despite experimental noise. (b) Map of
dM/dT showing ridges and valleys matching those in Figure 3 in the main text. (c)
Map of ∆SM (T,H) with phase diagram overlayed. Solid lines indicate first-order
transitions. The dashed line between C and P indicates a continuous transition. The
dashed line between FD and FP represents a crossover. P: paramagnetic, FD: fluctua-
tion disordered, FP: field polarized, C: conical, SkX: skyrmion lattice, TCP: tricritical
point.
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Chapter 7

Deciphering structural and magnetic

disorder in the chiral skyrmion host

materials CoxZnyMnz (x + y + z = 20)

1 CoxZnyMnz (x+ y+ z = 20) compounds crystallizing in the chiral β-Mn crystal struc-

ture are known to host skyrmion spin textures even at elevated temperatures. As in

other chiral cubic skyrmion hosts, skyrmion lattices in these materials are found at

equilibrium in a small pocket just below the magnetic Curie temperature. Remark-

ably, CoxZnyMnz compounds have also been found to host metastable non-equilibrium

skyrmion lattices in a broad temperature and field range, including down to zero-field

and low temperature. This behavior is believed to be related to disorder present in the

materials. Here, we characterize the atomic and magnetic disorder in CoxZnyMnz us-

1The contents of this chapter have substantially appeared in reference 342: J. D. Bocarsly, C. Heikes,
C. M. Brown, S. D. Wilson, and R. Seshadri. Deciphering structural and magnetic disorder in the
chiral skyrmion host materials CoxZnyMnz (x + y + z= 20). Phys. Rev. Mater. 3 (2019) 014402.
doi:10.1103/PhysRevMaterials.3.014402 . © 2019 American Physical Society, reprinted with permis-
sion.
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ing neutron and synchrotron diffraction, density functional theory calculations, DC and

AC magnetic measurements, and the magnetoentropic mapping method introduced in

Chapter 6. We demonstrate that Co has a strong site-preference for the diamondoid

8c site in the crystal structure, while Mn tends to share the geometrically frustrated

12d site with Zn, due to its ability to develop a large local moment on that site. This

magnetism-driven site specificity leads to distinct magnetic behavior for the Co-rich 8c

sublattice and the Mn on the 12d sublattice. The Co-rich sublattice orders at high tem-

peratures (compositionally tunable between 210 K and 470 K) with a moment around

1 µB/atom and maintains this order to low temperature. The Mn-rich sublattice holds

larger moments (about 3µB) which remain fluctuating below the Co moment ordering

temperature. At lower temperature, the fluctuating Mn moments freeze into a reen-

trant disordered cluster-glass state with no net moment, while the Co moments main-

tain order. This two-sublattice behavior allows for the observed coexistence of strong

magnetic disorder and ordered magnetic states such as helimagnetism and skyrmion

lattices.

This project was performed in collaboration with Colin Heikes and Craig Brown,

who helped with the neutron data collection, and was supervised Ram Seshadri and

Stephen Wilson. I would like thank Weiwei Xie for helpful insights and Neil Dilley for

help with the high-temperature magnetic measurements.

7.1 Introduction

Chiral magnetic nanostructures, including skyrmions and other long-wavelength

modulated spin structures, have been the subject of intense and increasing research

attention in the past decade. From an applications viewpoint, skyrmionic spin textures
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are exciting because they promise to enable magnetic racetrack memory and other

kinds of low-power, high-density spintronics [13]. From a scientific viewpoint, the

discovery of skyrmion spin textures has revealed the tremendous diversity of magnetic

nanostructures that can form spontaneously in seemingly simple magnetic materials

[36, 38, 39, 315, 333, 343].

A goal in the search for new bulk skyrmion hosts has been to find materials that

can exhibit these spin textures in a broad temperature range around room temper-

ature. In most bulk skyrmion hosts, stable skyrmion lattices are only observed in

a narrow temperature and field pocket just below the magnetic Curie temperature

[299, 319, 320, 344]. The stability of skyrmion lattices in this pocket is understood to

arise from a combination of long-range magnetic interactions and thermal fluctuations

[36, 345]. A true room-temperature skyrmion lattice in a bulk material was first re-

ported in 2015 with the discovery of a hexagonal lattices of Bloch skyrmions in β-Mn

structured CoxZnyMnz (x+ y + z =20, z ≤ 7) [325] compounds. This family has Curie

temperatures than can be compositionally tuned between about 210 K and 470 K, with

each composition hosting skyrmions near its Curie temperature.

Beyond the equilibrium phase diagram, the topological protection of skyrmions im-

plies the possibility of long-lived metastable skyrmions outside of the narrow pockets

of stability. Indeed, by starting in the stable skyrmion lattice phase and quenching

temperature, long-lived metastable skyrmion lattices have been observed in several

bulk skyrmion hosts. In the chemically well-ordered material MnSi, cooling rates of

hundreds of kelvins per second are needed to achieve this state [346]. In a high-

pressure cell, this state is achieved with moderate cooling rates [347], a phenomenon

that has been attributed to disorder induced by pressure inhomogeneities. Alternately,

the intrinsically chemically disordered B20 compound Fe1−xCoxSi exhibits long-lived
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Figure 7.1: The β-Mn crystal structure, comprising 8c and 12d atomic sites, is dis-
played in its two chiral enatiomers, P4132 (a) and P4332 (b). The two structures
differ only in handedness, and therefore should have the same formation energy, with
individual crystallites of a sample forming in one or the other configuration. The ori-
gin of each cell has been translated by 1/4 of a unit cell from the standard setting
such that the chiral four-fold screw axis (41 or 43) is centered in the cube face. The
connecting lines indicate 12d–12d contacts of length ≈2.7 Å, showing how the 12d
sublattice is constructed of equilateral triangles arranged in a helix. The 8c sublattice,
on the other hand, can be viewed as a distorted diamond lattice.

metastable skyrmions with moderate cooling rates at ambient pressure [344].

As in Fe1−xCoxSi, a metastable skyrmion lattice may be formed in CoxZnyMnz by

cooling through the stable skyrmion lattice pocket at moderate rate. This metastable

phase is observed in a broad temperature and field range, including down to zero field

and from above room temperature down to at least 20 K [332, 348]. At low temper-

atures and fields, the skyrmion lattice in Co8Zn8Mn4 goes through a reversible transi-

tion from hexagonal to square symmetry, while approximately maintaining the overall

number of skyrmions. Remarkably, this ordering appears to coexist with disordered

spin glass behavior at low temperature [37]. For a Mn-rich composition, Co7Zn7Mn6, a
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second type of stable skyrmion lattice has recently been observed at low temperature

in addition to the typical hexagonal lattice which is formed near the Curie temperature

[37]. This low-temperature skyrmion lattice is disordered, and is suggested to be stabi-

lized by short-range frustrated magnetic fluctuations in the CoxZnyMnz magnetic ions,

as opposed to the thermal fluctuations which stabilize the skyrmion lattice near the

Curie temperature. Given these observations, it is clear that the disorder in CoxZnyMnz

drives new and interesting magnetic behavior. However, little has been done to charac-

terize the atomic and magnetic disorder in this system, and understand its origins and

couplings.

A large amount of atomic and magnetic disorder is possible in the highly-flexible

β-Mn structure, which is shown in Figure 7.1. This structure consists of two crys-

tallographic sites: a small eightfold site (8c) which forms a distorted diamondoid

network, and a larger twelvefold site (12d), which forms a geometrically frustrated

hyperkagome lattice. β-Mn itself is proposed to show a spin liquid state [349], a prop-

erty which is driven by geometric frustration in the 12d sublattice. Certain substitu-

tions into β-Mn drive the system into a spin-glass with antiferromagnetic correlations

[349, 350], while nanoparticles of ε-Co, which have β-Mn structure, appear to be ferro-

magnetic [351]. Other compositions include the superconductors Li2(Pt/Pd)3B [352]

and Rh2Mo3N [353].

CoxZnyMnz compounds crystalize in this structure across a broad volume of the

ternary phase diagram stretching from β-Mn itself, to Mn0.6Co0.4 and CoZn [354]. Due

to the similar electronegativities and atomic radii of Mn, Co, and Zn, it is expected

that the elements could mix on either of these two sites, leading to a material with a

large amount of compositional disorder within the unit cell. Establishing the atomic

distribution over the two sites is crucial to understanding the magnetic properties of
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this system, as ions on the two atomic sites are expected to have different magnetic

properties due to the different sizes and topologies of the two sites. In fact, in pure

elemental β-Mn, Mn atoms on the 12d site are found to have much stronger local

magnetic moments than on the 8c site [349, 355].

In this contribution, we characterize the nature of the atomic and magnetic disorder

in the skyrmion host materials CoxZnyMnz using neutron and synchrotron diffraction,

density functional theory calculations, and DC and AC magnetic measurements. The

high-temperature diffraction and DFT results demonstrate that the Co atoms have a

site-preference for the 8c site, while Mn and Zn atoms tend to distribute randomly on

the larger 12d site, which is geometrically frustrated. The Mn site preference is driven

by the Mn atoms’ ability to develop a large moment (about 3 µB) when sitting on

this site. The magnetization measurements and low-temperature neutron diffraction

reveal distinct magnetic behavior between the Co sublattice and the Mn/Zn sublattice.

The Co atoms order ferromagnetically at high temperature (between 100 K and 470 K,

depending on composition) and remain ordered down to low temperature. The large

Mn moments tend not to align completely with the ferromagnetic Co matrix, but rather

maintain dynamically fluctuations below the Co moment ordering temperature and

even at high magnetic fields. At lower temperatures, the dynamic Mn moments freeze

into a completely disordered re-entrant cluster spin glass state while the Co sublattice

remains mostly ferromagnetically ordered. This two-sublattice behavior allows for the

coexistence of disordered and spin-glass magnetic states with ordered magnetic states,

such as helimagnetic, conical, and skyrmion lattices.
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7.2 Methods

7.2.1 Sample preparation

Five samples of CoxZnyMnz with nominal compositions Co10Zn10, Co9Zn9Mn2, Co8Zn10Mn2,

Co8Zn9Mn3, and Co7Zn7Mn6 were prepared from the elements, using a procedure sim-

ilar to previous reports [325, 353]. Stoichiometric amounts of Co powder, Zn shot, and

Mn pieces totaling 0.5 g were weighed and sealed in an evacuated silica ampoule. The

ampoule was heated to 1000 ◦C for 24 hours and then slowly cooled to 925 ◦C over the

course of 75 hours. Finally, the sample was held at 925 ◦C for 48 hours before quench-

ing to room-temperature in a water bath. For Co8Zn9Mn3 and Co7Zn7Mn6 this same

procedure was performed with 5 g of starting material for neutron diffraction experi-

ments. This solidification procedure yielded shiny metallic slugs. In cases where Mn

was present, some green spots on the slug or green powder was found in the ampoule.

X-ray diffraction revealed this green powder to be mainly MnO, and in all but the most

Mn-rich sample (Co7Zn7Mn6), this powder was easily removed from the metallic slug.

The slugs were then pulverized for study by X-ray and neutron diffraction and magne-

tization.

7.2.2 Diffraction and Rietveld Refinement

After preparation, samples were initially checked for rough phase composition using

a Pananalytical Empyrean X-ray diffractometer with Cu Kα radiation (λ(Kα1) = 1.54056 Å,

λ(Kα2) = 1.54439 Å) equipped with a PIXcel 1D detector. Powdered samples were

placed on a zero background plate and measured in Bragg-Brentano (reflection) geom-

etry. In order to minimize the effects of Co and Mn fluorescence in the CuKα beam, the
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detector was set to reject low-energy photons.

High resolution synchrotron powder diffraction data were collected on the Co10Zn10,

Co8Zn9Mn3, and Co7Zn7Mn6 samples using beamline 11-BM at the Advanced Photon

Source (APS), Argonne National Laboratory using an average wavelength of 0.414581

Å. Patterns for Co8Zn9Mn3 were collected at 350 K and 100 K, for Co7Zn7Mn6 at 300 K

and 100 K, and for Co10Zn10 at 300 K.

Neutron powder diffraction data were collected on the Co8Zn9Mn3 and Co7Zn7Mn6

samples using the BT-1 32 detector neutron powder diffractometer at the NCNR, NIST.

A Cu(311) monochromator with a 90◦ take-off angle, λ = 1.5402(2) Å, and in-pile

collimation of 60 minutes of arc were used. Data were collected over the range of

3-168◦ 2θ with a step size of 0.05◦. Samples were sealed in vanadium containers of

length 50 mm and diameter 6 mm inside a dry He-filled glovebox. A closed-cycle He

cryofurnace was used for temperature control between 14 K and 350 K. Patterns were

collected for Co8Zn9Mn3 at 350 K, 100 K, and 14 K, and for Co7Zn7Mn6 at 300 K, 150 K,

100 K, and 14 K.

Rietveld refinement of all patterns was performed using the TOPAS Academic soft-

ware. The synchrotron patterns were fit using full-Voight peaks with peak width deter-

mined by a standard crystallite size term and a microstrain term for the Lorentzian and

Gaussian components (four parameters). In most cases, the Gaussian components of

the Voight peaks refined to zero and purely Lorentzian peak shapes were used. Diffrac-

tometer peak asymmetry was handled using a fixed axial divergence asymmetry correc-

tion based on the instrument geometry. The neutron diffraction patterns were fit using

purely Gaussian Stephens peak shapes [304] (two parameters) as well as a standard

Gaussian size broadening term (one parameter).

For Co8Zn9Mn3 and Co7Zn7Mn6, synchrotron and neutron diffraction patterns were

170



Structural and magnetic disorder in CoxZnyMnz (x+ y + z = 20) Chapter 7

collected on identical samples at identical temperatures above and below the mag-

netic ordering temperatures. These pairs of patterns were simultaneously corefined

to yield an optimal structure. In the corefinements, synchrotron and neutron phases

were allowed to have different lattice parameters, peak shapes, and instrumental pa-

rameters. Atom positions, atomic displacement parameters, and weight percent of a

MnO impurity in the Co7Zn7Mn6 sample were kept fixed between the two patterns.

To limit possible systematic errors in the refinement results caused by the very large

intensity of the synchrotron diffraction patterns compared to the neutron diffraction

patterns, the weights of the synchrotron data points were globally decreased by a con-

stant factor (0.2 for Co8Zn9Mn3 and 0.65 for Co7Zn7Mn6). This factor was chosen so

that
∑

iwi(Yobs − Ycalc)
2/Ndata was approximately equal for the synchrotron and neu-

tron data sets.

The Co8Zn9Mn3 sample was analyzed for composition using X-ray fluorescence on

a Rigaku Primus IV using semiquantitative analysis. A bulk piece of the sample was

polished flat, and measured at 10 different 1mm spots across the surface of the sam-

ple to obtain an average composition and standard deviation. The room temperature

densities of Co8Zn9Mn3 and Co7Zn7Mn6 powder samples were measured using a mi-

cromeritics AccuPyc II 1340 helium pycnometer. Ten measurements of the volume of

each sample were performed and used to calculate an average and standard deviation

of the density.

7.2.3 Density Functional Theory

In order to evaluate the relative energetics of atomic site preferences, density func-

tional theory calculations were performed using the Vienna Ab initio Simulation Pack-

age (VASP) [128] using projector augmented wave (PAW) psuedopotentials [129, 130]
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within the Perdew-Burke-Ernzerhor (PBE) generalized gradient approximation (GGA)

[131]. Spin-orbit coupling was not included. Symmetrically distinct colorings of the

disordered 20-atom cubic unit cell were generated using the CASM code [244, 246].

The energies of each ordering were calculated by first performing two sequential struc-

tural optimizations (conjugate gradient algorithm), and then a static calculation with

the relaxed structure. Energy convergence criteria of 10−5 eV for the electronic loops

and 10−4 eV for the ionic loops were used. During the structural optimizations, unit

cell shape, volume, and ion positions were allowed to relax. All atoms were initialized

with an initial collinear magnetic moment of 3µB.

7.2.4 Magnetic measurements

Magnetic measurements were performed using a Quantum Design DynaCool PPMS

equipped with a Vibrating Sample Magnetometer (VSM), using both the low-temperature

mode (2K to 400 K) and the high-temperature oven option (300 K to 900 K). For the

low-temperature mode, powdered samples were measured in polypropylene capsules.

For the high-temperature mode, as-cast pieces were sanded into thin, flat pieces (1 mg

to 5 mg) and cemented onto the high-temperature oven stick using alumina cement

(Zircar). Various measurements at fixed fields and temperatures were performed for

each sample. In order to probe the paramagnetic Curie-Weiss behavior, magnetization

as a function of temperature under an applied field of 1 T was collected upon warming

above the magnetic transitions to temperatures up to 800 K. At temperatures between

600 K and 900 K, each of the samples showed a kink in the magnetization that appeared

irreversible and therefore was assumed to indicate some reaction with the sample en-

vironment. Therefore, data at and above this magnetic feature was discarded. Given

these experimental constraints, linear Curie-Weiss fits with no residual magnetization
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term were obtained for all samples except Co10Zn10.

AC magnetic susceptibility was obtained on the Co7Zn7Mn6 sample using a Quan-

tum Design MPMS XL. The real (χ′) and imaginary (χ′′) parts of the susceptility as a

function of temperature was measured on the sample of Co7Zn7Mn6 under a DC field

H = 20 mT with various excitation frequencies. The sample was measured upon warm-

ing, after cooling under the 20 mT DC field.

In addition, indirect magnetocaloric measurements were performed using DC mag-

netization. The magnetic entropy change associated with isothermal magnetization of

a material ∆SM , which is a function of the temperature T and applied magnetic field

H, is obtained from magnetization data using the Maxwell relation:

(
∂S

∂H

)
T

=

(
∂M

∂T

)
H

(7.1)

In this equation, S is the total entropy, H is the magnetic field, M is the magnetization,

and T is the temperature. Therefore, the isothermal entropy change upon application

of field H can be calculated from magnetic measurements at many fields and tempera-

tures by:

∆SM(H,T ) =

∫ H

0

(
∂M

∂T

)
H′
dH ′ (7.2)

The underlying magnetization data for this calculation was collected as continuously

collected magnetization vs. temperature sweeps under several different fields (Ap-

pendix Figure 7.13). The derivatives were calculated using a regularization procedure

[298], as described in Ref. 299, and the integrals were calculated using the trapezoid

method.
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7.3 Results and discussion

7.3.1 Atomic structure and site preferences

Figure 7.2: Synchrotron and paramagnetic neutron diffraction patterns for (a)
Co10Zn10, (b) Co8Zn9Mn3, and (c) Co7Zn7Mn6. For Co10Zn10 (a), the synchrotron
diffraction pattern is shown along with Rietveld fit to the P4132 β-Mn structure (i). A
0.25 wt.% ZnO secondary phase is observed, which can be seen in an expanded view
(ii). Refined structures are shown both with partial occupancies indicated by the atom
coloring (iii) and anisotropic atomic displacement parameters displayed as 90% prob-
ability ellipsoids (iv). For Co8Zn9Mn3 (b) and Co7Zn7Mn6 (c), combined synchrotron
(i) and neutron (ii) Rietveld refinements above the magnetic Curie temperatures are
shown. The Co8Zn9Mn3 shows only the β-Mn phase, while the Co7Zn7Mn6 sample
shows a 3.12(3) wt.% MnO secondary phase, which, due to structure factor differ-
ences between X-ray and neutron diffraction, appears much stronger in the neutron
pattern. The refined structural details are described in table 7.1 and 7.2.

Rietveld refinement of synchrotron powder diffraction for Co10Zn10 is shown in Fig-

ure 7.2a., the reported β-Mn structure (P4132) [356] fits the observed synchrotron

diffraction pattern at room temperature very well, with a small wurtzite ZnO [357]
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impurity (0.25(2) wt%). The 8c site is found to be uniformly occupied by Co, while

the 12d site has a random distribution of about 80% Zn and 20% Co, giving a final

composition of Co10.24(14)Zn9.76(14), very close to the nominal starting composition of

Co10Zn10. No peaks violating this model are found, and the data quality is sufficient to

refine well-behaved anisotropic displacement parameters (Figure 7.2a-iv). The struc-

tural parameters determined using this refinement can be found in tables 7.1 and 7.2.

As Mn is added to this structure, the site preferences become more complex to de-

termine. X-ray diffraction, which is sensitive to the electron density of a crystal struc-

ture, is poorly suited to distinguishing between elements with similar electron count,

such as Mn and Co. On the other hand, neutrons are scattered by nuclear interactions

and magnetization density, and can therefore give complementary information to X-ray

diffraction. At first glance, the large contrast between the neutron scattering lengths

of Co, Zn and Mn (2.48 fm, 5.68 fm and −3.73 fm, respectively) would seem to make

neutron powder diffraction an ideal tool to study the atomic site preferences in these

materials. However, since there are only two sites in the β-Mn structure, only a sin-

gle compositional degree of freedom may be stably refined using the Rietveld method

(other degrees of freedom will correlate with the pattern scale factor). In other words,

when performing Rietveld refinement, one cannot allow occupancies for Co, Zn, and

Mn on the two sites to refine independently, but must constrain the compositions such

that only a single compositional parameter is refined. Simultaneous refinements be-

tween synchrotron XRD and neutron diffraction can improve the overall fit and allow

for refinement of an additional compositional degree of freedom, although the com-

positional information given by the synchrotron pattern is fairly limited. Therefore, in

order to determine the correct ordering in CoxZnyMnz compounds, we jointly refine the

synchrotron and neutron data using several plausible models, and distinguish between
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equally-well-fitting models by comparing their predicted results to reference measure-

ments such as X-ray Fluorescence compositional analysis and density measurements

performed using helium gas pycnometry.

Figure 7.2b shows neutron and synchrotron diffraction patterns taken on a single

sample of material with nominal composition Co8Zn9Mn3. A joint Rietveld refinement

between the two histograms has been performed. Both datasets shows no peaks except

those expected for the β-Mn phase, indicating that the sample is phase pure. Rietveld

refinement was performed using several compositional models. Given that the 8c site

is entirely filled by Co in Co-Zn compounds [353], a natural starting guess is a con-

figuration where the 8 Co atoms per unit cell sit on the 8c site and 9 Zn atoms and 3

Mn atoms are randomly distributed on the 12d site. This gives a reasonably good fit to

the data (overall Rwp=12.38). If Mn has a strong site-preference for the 8c site, on the

other hand, it would be expected to displace Co from the 8c site to the 12d site, which

gives far worse fit (Rwp=13.78). In addition, various models with Zn on the 8c all give

very poor fits.

The fit may be improved by allowing a fraction of the Mn (14%) to move to the

8c site, displacing an equivalent amount of Co to the 12d site (Rwp = 12.36). No such

improvement is found when allowing Zn to move onto the 8c site. This model fits the

synchrotron and neutron data very well and gives physically reasonable refined struc-

tural parameters with the overall composition Co8Zn9Mn3. However, we may expect

that the sample deviates from the nominal composition due to the observation that

MnO was formed and discarded during the sample preparation. Therefore, we ana-

lyzed the sample using X-ray fluorescence (XRF) compositional analysis, which gave an

Mn-deficient composition, Co8.302(14)Zn8.869(15)Mn2.829(6). Rietveld refinements assuming

this empirical composition were also performed, and yielded very similar results to the
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nominal composition refinements, with a slightly better overall fit (Rwp = 12.35). In

this model, 18% of the Mn is found on the 8c site while 82% is on the 12d site, giv-

ing a site configuration of (Co7.58(3)Mn0.42(3))8c(Zn8.87Mn2.41(3)Co0.72(3))12d. The refined

density (7.805(7) g cm−3) is in agreement with the density determined by helium py-

cnometry (7.78(5) g cm−3). The fit given by this model, as well as drawings of the

determined structure, is shown in Figure 7.2b. In addition, refined parameters are

reported in tables 7.1 and 7.2.

We also performed synchrotron and neutron corefinements for data collected on a

Co7Zn7Mn6 sample, which is a relatively Mn-rich CoxZnyMnz composition (Figure 7.2c).

This sample was found to contain about 3% MnO by weight, present in equal quantities

in the neutron diffraction pattern and the synchrotron diffraction pattern. Fortuitously,

this impurity serves as an internal standard between the two scans, fixing the scale fac-

tor of the neutron pattern relative to the synchrotron pattern. This constraint allows for

stable refinement of an additional compositional degree of freedom, and, as a result,

there is much less ambiguity in this refinement than in the refinement of Co8Zn9Mn3.

Based on the structures of the Co10Zn10 and Co8Zn9Mn3 samples, a natural first guess

for the structure of Co7Zn7Mn6 is a model with Co and Mn sitting on the 8c site, and

Mn and Zn on the 12d site.

The compositions of both sites may be independently refined, yielding a structure

that matches both the synchrotron and neutron patterns very well, as shown in Fig-

ure 7.2c and reported in tables 7.1 and 7.2. This refinement gives a total composition

of Co7.04(4)Zn7.43(3)Mn5.53(5), with a 3.12(3)% MnO secondary phase. The mixture of

these phases (neglecting oxygen) gives a total composition of Co6.85(2)Zn7.23(2)Mn5.92(4),

very close to the nominal composition. In addition, the mixture density is calculated to

be 7.56(2) g cm−3, in agreement with a measurement of the density determined by He
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Table 7.2: Site-specific structural properties of CoxZnyMnz samples from Rietveld re-
finement of synchrotron and neutron diffraction. The 8c site has coordinates (x,x,x),
and the 12d site has coordinates (1

8 ,y,y + 1
4). Numbers in parentheses are standard

uncertainties in the last given digit(s) from Rietveld refinement. The type column
indicates the type of diffraction data used: synchrotron (S), neutron (N), or joint
synchrotron and neutron (S+N).

T (K) type site properties

site composition 8c x or 12d y Beq

Co10Zn10 300 S 8c Co8 0.06429(5) 0.419(9)
12d Co2.24(15)Zn9.76(15) 0.20296(4) 0.588(7)

Co8Zn9Mn3 350 S+N 8c Co7.58(3)Mn0.42(3) 0.06479(4) 0.670(8)
12d Co0.72(3)Zn8.87Mn2.41(3) 0.20279(3) 0.812(6)

100 S+N 8c 0.06522(3) 0.269(5)
12d 0.20299(2) 0.345(4)

14 N 8c 0.0652(4) 0.25(5)
12d 0.2029(2) 0.27(4)

Co7Zn7Mn6 300 S+N 8c Co7.04(4)Mn0.96(4) 0.06477(3) 0.521(5)
12d Zn7.43(3)Mn4.57(3) 0.20271(2) 0.703(5)

150 N 8c 0.0637(7) 0.6(1)
12d 0.2029(4) 0.30(6)

100 S+N 8c 0.06489(2) 0.100(4)
12d 0.20270(2) 0.190(3)

14 N 8c 0.0649(4) 0.1(1)
12d 0.2029(2) 0.17(4)
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pycnometry (7.53(2) g cm−3).

Samples of Co9Zn9Mn2 and Co8Zn10Mn2 were also prepared and checked for phase

content with laboratory XRD. The patterns are found in Appendix Figure 7.12. The

Co9Zn9Mn2 sample is found to be pure β-Mn, with no observable secondary phases at

the resolution of the experiment. Co8Zn10Mn2 was found to contain about 20% of γ-

brass Co2.6Zn10, which is observed in Co-Zn materials when the Zn:Co ratio deviates too

far above 1:1 [358]. By mass balance, the remaining 80% β-Mn phase is expected to

have the composition Co8.8Zn8.7Mn2.5, which has a nearly 1:1 Zn:Co ratio. The γ-brass

has a very low magnetic moment and therefore is not expected to have a significant

impact on bulk magnetization measurements, and so this sample was included in the

magnetization studies with the mass corrected to remove the nonmagnetic impurity.

Although all samples exhibit slight deviations from the nominal compositions, the

samples will be referred to by their nominal compositions for the remainder of this

article. The experimental compositions are used in calculating moments and in per-

forming magnetic neutron refinements. Crystallographic information files containing

the final refined structures, including anisotropic atomic displacement parameters, for

the Co10Zn10, Co8Zn8Mn3, and Co7Zn7Mn6 samples are included in the Appendix.

7.3.2 Energetics of site preferences

In order to verify and rationalize the observed patterns of site preferences and site

mixing in CoxZnyMnz, we performed density functional theory (DFT) calculations. Ta-

ble 7.3 and Table 7.4 show the result of DFT calculations for various hypothetical unit

cells with the overall compositions Co10Zn10 and Co8Zn9Mn3, respectively. In each case,

we start with a presumed “ground state” for each composition with Co completely occu-
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pying the 8c site and the remaining elements randomly occupying the 12d site. Then,

we consider alternate configurations generated by taking between one and three Zn

or Mn atoms from the 12d site and swapping them with Co atoms from the 8c site.

Because all of the configurations studied, including the “ground state”, involve atomic

site disorder, five randomly selected colorings of the single 20-atom β-Mn unit cell were

considered for each configuration, with the average energy (with standard deviation)

of those five cells reported.

As can be seen in tables 7.3 and 7.4, the energy of the unit cell increases mono-

tonically as Zn is switched onto the 8c site in Co10Zn10 and as Mn or Zn is switched

onto the 8c site in Co8Zn9Mn3. Linear regression of the calculated cell energies vs. the

number of non-Co atoms on the 8c atoms gives a rough estimate of the energy penalty

associated with these sorts of anti-site defects. In Co10Zn10, this penalty is 516(20) meV

per Zn atom moved onto the 8c site. In Co8Zn9Mn3, the penalty is 210(20) meV/Mn

atom on the 8c site and 540(30) meV/Zn atom on the 8c site.

Our experimental samples were prepared by heating to high temperature, slowly

cooling to 925◦C = 103 meV/kB and then quenching to room temperature. Therefore,

we expect the room temperature samples to contain some amount of disorder frozen in

Table 7.3: DFT calculations of Co10Zn10 with various atomic configurations. For each
configuration, five unit cells with randomly selected orderings of Co and Zn have been
calculated, and average properties (with standard deviations) are reported. Energies
are given in reference to the energy of Co8-Co2Zn10.

configuration Zn on ∆E Co moment (µB) volume

([8c]-[12d]) 8c site (meV) 8c 12d (Å3)

Co8-Co2Zn10 0 0(114) 1.33(7) 1.2(3) 248.0(6)
Co7Zn1-Co3Zn9 1 596(64) 1.32(12) 1.43(7) 249.1(3)
Co6Zn2-Co4Zn8 2 1067(69) 1.31(15) 1.48(7) 249.8(5)
Co5Zn3-Co5Zn7 3 1564(88) 1.29(11) 1.47(7) 251.0(4)
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during the quench from high temperature. However, based on the quench temperature

(103 meV/kB), we expect that Zn atoms swapped onto the 8c site (∆E = 516 meV to

540 meV) will be quite rare in both Co10Zn10 and Co8Zn9Mn3. In Co8Zn9Mn3, however,

Mn may be swapped onto the 8c site at a far lower energy penalty (210 meV≈ 2kBT )

and therefore we expect a substantial amount of Mn to be found on the 8c site in the

samples prepared by quenching, even though this disordered configuration represents

a non-minimum internal energy. This prediction matches our refined structure for

Co8Zn9Mn3 exactly, which has Mn predominantly on the 12d site, with some mixing

(0.43(3) Mn per 20 atom unit cell) onto the 8c site. Based on this energetic analysis,

we expect that that quantity of Mn on the 8c site could be reduced by slowly cooling

to room temperature (300 K = 26 meV) rather than quenching from high temperature,

although we have not explored this experimentally.

In addition to validating the Rietveld refinements, the DFT calculations also allow

us to probe the origin of the site preferences exhibited by Co, Zn, and Mn. According

to Xie et al. [356], the site preference of Co for the 8c site in CoZn may be explained

by the smaller size of metallic Co compared to Zn (125 pm and 134 pm 12-coordinate

atomic radii [359].) Indeed, tables 7.3 and 7.4 show the unit cell volume is seen to in-

crease as Zn is switched to the 8c site in both Co10Zn10 and Co8Zn9Mn3, indicating that

configurations with Zn on the 8c have non-optimal packing, due to a size mismatch.

The case of Mn, on the other hand, is more complex. Mn has 12-coordinate atomic

radius of 127 pm, and therefore should behave similarly to Co on the basis of size ar-

guments. However, the DFT calculations show that unit cell volume actually decreases

as Mn is switched to the 8c site, despite the energy of the cell increasing. This suggests

that atomic packing considerations favor Mn on the 8c site, even more strongly than

Co. However, the calculations reveal a key difference between Co and Mn: magnetism.
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In both Co10Zn10 and Co8Zn9Mn3, each Co atom generally holds a local moment of

between 1.1 and 1.4 µB, with no clear systematic difference between the 8c and 12d

site. Mn, on the other hand, holds a moment of between 3.2 and 3.3 µB if it is on the

12d site and a moment between 2.1 and 2.4 µB if it is on the 8c site (Table 7.4).

The larger Mn moment observed when the Mn is on the 12d site makes sense,

as the larger site allows the Mn d-orbitals to localize more than the smaller 8c site.

The formation of a large local moment on Mn provides a magnetic energy savings for

the structure, which is seen in the difference in the non-spin-polarized DFT energies

(last column of Table 7.4) and spin-polarized DFT energies for the two structures.

As Mn is moved to the 8c site, and its moment decreases, the stabilization due to

spin-polarization of the electronic structure decreases. In fact, the non-spin-polarized

calculations show that, in the absence of magnetism, Mn prefers to sit on the 8c site,

displacing Co to the 12d site. Therefore, we may conclude that the Mn site-preferences

are driven by a competition between size and magnetism: the non-optimal packing

associated with having Mn on the 12d site is offset by the energy savings associated

with the development of large local moment on the Mn atoms when they are on the

12d site.

In the case of Co7Zn7Mn6, there is not enough Co to fill the 8c site and so the

lowest energy state is expected to contain 7/8 Co and 1/8 Mn on the 8c site. DFT

calculations of this configuration (Co7Mn1-Zn7Mn5) give Mn moments of 3.18(7)µB

and 1.9(1.0)µB for the 12d and 8c sites, respectively and Co moments of 1.30(14)µB

for the 8c site. These moments are very similar to the moments calculated for Co10Zn10

and Co8Zn9Mn3, suggesting that the atoms, and in particular Mn on the 12d sites, hold

largely localized magnetic moments. While a full energetic analysis of the site pref-

erences of this highly disordered composition has not been performed, we expect the
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energy cost of switching additional Mn or Zn atoms from the 12d site to the 8c site

in Co7Zn7Mn6 to be similar to those calculated for Co10Zn10 and Co8Zn9Mn3. How-

ever, because the 8c site is already substantially disordered in Co7Zn7Mn6, switching

additional Mn onto that site will yield only a modest increase in entropy compared to

switching Mn onto the completely ordered 8c site in Co8Zn9Mn3. This explains why we

do not observe a significant amount of Co on the 12d site in the Co7Zn7Mn6 sample.

Based on neutron and synchrotron powder diffraction data, compositional probes,

and density functional theory calculations, we can build up a picture of how the 8c

and 12d sites are expected to be populated in arbitrary CoxZnyMnz compounds. The

preference for the 8c site is as follows: Co > Mn� Zn. Therefore, given a CoxZnyMnz

composition, up to 8 Co atoms will fill the 8c site, with the remainder (if x < 8) being

filled by Mn. The remaining Co, Zn, and Mn atoms will be found on the 12d site. If

x ≥ 8, and there is Mn present, a fraction of the Mn is likely to mix onto the 8c site,

particularly in samples quenched from high temperature. This means that, in all sam-

ples containing Mn, there is substantial compositional disorder on both atomic sites,

although the 12d site is generally more disordered. While atomic packing considera-

tions would favor Mn on the 8c site, it instead favors the larger 12d site because of its

ability to develop a large (approximate 3µB) local moment on that site.

7.3.3 Magnetic Properties

While it is known that at low field these materials form various long-wavelength

modulated magnetic structures, including helimagnetic, conical, and skyrmion lattice

phases, [37, 325, 332, 348] the local magnetic structure that is being modulated is not

well established. In particular, the magnetic behavior appears to indicate some glassy

character to the magnetism at low temperature [37]. In this section, we carefully
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Figure 7.3: Magnetization data for CoxZnyMnz samples. The top row shows suscepti-
bility M/H as a function of temperature under an applied field H = 20 mT, showing
both zero-field cooled (ZFC, dashed dashed-lines) and field-cooled (FC, solid lines)
measurements. For Co8Zn9Mn3 (d) and Co7Zn7Mn6 (e), measurements taken at
H = 200 mT, are also shown. For all samples except Co10Zn10, the high-temperature
magnetization, taken under an applied field H = 1 T is shown as inverse susceptibility
(χ−1, dotted lines), demonstrating Curie-Weiss behavior at high temperature. The
bottom row shows magnetization M as a function of applied field H at various tem-
peratures for each material. For each temperature, a full five-branch hysteresis loop is
shown, although no significant magnetic hysteresis is observed in any loop except for
at 2 K in Co7Zn7Mn6. The unit emu mol−1 Oe−1 is equal to 4π × 10−6 m3.

consider magnetization data on the five CoxZnyMnz compositions in light of the atomic

distributions determined in the previous sections, building up a picture of the local

magnetic structure of CoxZnyMnz.

Figure 7.3 shows DC magnetization data collected on five different CoxZnyMnz

compositions. Magnetization as a function of temperature under a low applied field

(H = 20 mT), displayed in the top row, shows that all five compositions display an

onset of magnetic order that looks generally like ferromagnetic ordering, with Curie

temperatures ranging from 470 K for the most Co-rich sample (Co10Zn10) to 210 K for

the most Mn-rich sample(Co7Zn7Mn6).

Below the ordering temperature, however, the susceptibility deviates from that ex-
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Figure 7.4: AC magnetic susceptibility measurements of Co7Zn7Mn6. (a) Shows the
real (in-phase, χ′) part of the AC susceptibility, while (b) shows the imaginary (out-
-of-phase, χ′′) part. At high temperatures, the AC susceptibility resembles the DC
susceptibility shown in Figure 7.3. However, at low temperatures, χ′ drops and there
is a peak in χ′′ indicating glassy dynamics of the spins. The right side of the figure
shows the dependence of this feature on the frequency of the applied AC field. The
locations of the peak in χ′′ increases by about 4.5 K as the excitation field frequency
is increased from 1 Hz to 997 Hz. The measurements were collected while warm-
ing, after cooling under a DC field H = 20 mT. The unit emu mol−1 Oe−1 is equal to
4π × 10−6 m3.

pected for a standard ferromagnet. In particular, in samples with nonzero Mn content,

an additional magnetic feature is observed in the low-field susceptibility. Upon cooling

to around 120 K, there is a pronounced downturn in both the ZFC and FC magnetiza-

tion, as has been previously reported in these compounds [37, 325]. The magnitude

of this downturn seems to generally increase with increasing Mn content, and in the

most Mn-rich composition (Co7Zn7Mn6), the downturn is accompanied by a large in-

crease in the difference between the ZFC and FC curves. This divergence is concurrent

188



Structural and magnetic disorder in CoxZnyMnz (x+ y + z = 20) Chapter 7

Figure 7.5: Magnetic properties of CoxZnyMnz alloys derived from the data in Fig-
ure 7.3. (a) and (b) show properties as a function of the amount of Mn relative to
Co in the sample. (a) With increasing Mn, the Curie temperature drops from 470 K
(Co10Zn10) to 210 K (Co7Zn7Mn6). (b) Upon addition of Mn into Co10Zn10, the aver-
age saturated moment on the magnetic ions (Mn and Co) initially increases up until
Mn makes up about 20% of the magnetic ions in the structure. Adding additional
Mn results in a decrease in the average moment. The average moments are obtained
from the magnetization at T = 2 K and H = 5 T. For (a) and (b), the data points corre-
spond to, in order from left to right, Co10Zn10, Co9Zn9Mn2, Co8Zn10Mn2, Co8Zn9Mn3,
and Co7Zn7Mn6. (c) shows a comparative view of the high-field portions of the 2K.
M(H) loops that are shown in Figure 7.3. For each sample, the magnetization at 2
K is expressed in units of µB per magnetic ion and the magnetization at H = 1 T is
subtracted in order to highlight the size of the moment change experienced by the
material at high field. For Co10Zn10, only a small moment change is seen, indicating
that the moments in Co10Zn10 are (very nearly) completely polarized by a 1 T field.
For Co7Zn7Mn6, on the other hand, the moment rises by about 0.08µB per magnetic
ion (around 14%) between 1 T and 5 T, indicating that the material still contains un-
polarized spins at 1 T. Samples with smaller amounts of Mn fall in between Co10Zn10
and Co7Zn7Mn6.

with the onset of magnetic hysteresis as observed in loops of the magnetization as a

function of magnetic field (Figure 7.3e-ii, 2 K). Both of these observations point to mag-
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netic irreversibility in Co7Zn7Mn6 at low temperature. For all other compositions, and

for Co7Zn7Mn6 at higher temperatures, no such hysteresis is observed and a relatively

small difference between the ZFC and FC magnetization curves is seen.

Figure 7.4 shows AC magnetic susceptibility for Co7Zn7Mn6, the most Mn-rich com-

position in this study. AC susceptibility as a function of temperature was measured on

the sample of Co7Zn7Mn6 with three different excitation frequencies (f = 1 Hz, 30 Hz,

and 997 Hz). Above about 70 K, the real part of the susceptibility (χ′) mirrors the field-

cooled DC susceptibility shown in Figure7.3e-i. Above the Curie temperature (around

200 K), the imaginary part of the susceptibility (χ′′) is very nearly zero, indicating that

the system responds quickly to applied magnetic field. This is expected for a magnetic

material in its paramagnetic regime. Below 200 K, a small χ′′ signal appears, consistent

with the small loss expected due to the onset of magnetic order.

Below 70 K, the real part of the susceptibility deviates from the field-cooled DC

susceptibility, dropping precipitously. Simultaneously, the imaginary part of the sus-

ceptibility increases, comes to a peak around 30 K, and then falls off again. As seen on

the right part of Figure 7.4 Both χ′ and χ′′ show a clear dependence on the excitation

frequency—the onset of the downturn in χ′ and the peak in χ′′ increase in temperature

by about 4.5 K as the excitation frequency is increased from 1 Hz to 997 Hz. These

features in χ′ and χ′′ are a clear hallmark of glassy behavior.

The shift in freezing temperature as a function of applied frequency gives infor-

mation about the magnetic interactions involved in the freezing process of a glassy

magnetic system [360]. The relative shift in freezing temperature per decade of fre-

quency, δTf = ∆Tf/(Tf∆ log10(f)) is 0.038. Canonical spin glasses, such as dilute Mn

in Cu or Au, have values of δTf of the order of 0.005. On the other hand, superpara-

magnets show much larger values on the order of 0.1 to 0.3. The intermediate value
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of δTf in Co7Zn7Mn6 is consistent with that of a “cluster glass", where clusters of spins,

rather than individual spins, make up the building blocks of the spin glass. This is the

expected state for a spin glass with a large concentration (larger than a few percent) of

magnetic ions, as is the case with the 12d sublattice of Co7Zn7Mn6.

As can be seen in the magnetization vs. field loops, the saturated magnetization

of all of the compounds monotonically increases as temperature is lowered, indicating

that the low- temperature downturn seen in the 20 mT M(T ) is purely a low-field phe-

nomenon. For Co8Zn9Mn3 and Co7Zn7Mn6, we also show ZFC and FC measurements

taken at H = 200 mT (Figure 7.3d-e). At this higher field, the low-temperature down-

turn in susceptibility has nearly disappeared and the irreversibility between ZFC and

FC measurements has closed.

Magnetic properties extracted from the data in Figure 7.3 are shown in table 7.5

and plotted in Figure 7.5. As seen in Figure 7.5, many of the magnetic properties

follow trends with the relative amount of Mn to Co in the unit cell, quantified as

nMn/(nMn + nCo). The magnetic transition temperature Tc monotonically decreases as

Mn is added (Figure 7.5a), indicating that ferromagnetic exchange is weakening. The

average magnetic saturation per magnetic ion (Co and Mn), on the other hand, shows

non- monotonic behavior (Figure 7.5b). The moment first rises as small amounts of

Mn are added to the structure, then falls as larger amounts (3 or more Mn per unit

cell) are added (Figure 7.5). This behavior, at least at first glance, appears to disagree

with the density functional theory calculations, which indicate that each Co should

contribute a moment of about 1.3 µB while each Mn contributes a moment of about

3.2 µB (or 2.4 µB if it is on its minority 8c site). Based on these calculations, we would

expect that addition of Mn will uniformly increase the saturated magnetic moment. For

Co10Zn10, Co9Zn9Mn2 and Co8Zn10Mn2, the measured magnetic moment per formula
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unit is reasonably consistent with these local moment values (within 15%). For the

more Mn-rich compositions Co8Zn9Mn3 and Co7Zn7Mn6, the experimental saturated

moment is far smaller than predicted.

This apparent disagreement can be explained by non-collinearity of the Mn spins.

The DFT calculations considered only collinear ferromagnetic moments; therefore,

while the calculations highlight the importance of a large local moment on the Mn

atoms (energy scale on the order of eV), they do not necessarily inform the lowest

energy orientation of those moments (energy scale on the order of meV). Here, we

propose an understanding of the magnetic structure of CoxZnyMnz that is consistent

with both the DFT and the magnetic measurements. In our model, Co10Zn10 behaves

as a local ferromagnet, with Co spins collinearly aligned within a unit cell. When a

small number of Mn atoms are added to this system, they hold, as predicted by the

DFT, a large local moment. These local moments order via the dominant exchange

field established by the surrounding Co moments and tend to align ferromagnetically

with the Co moments, increasing the susceptibility and saturation magnetization of the

system. As more Mn is added, Mn atoms become more likely to have Mn-rich neigh-

borhoods and therefore are less subject to the ferromagnetic exchange field established

by the Co moments. The Mn moments tend less toward order, and more towards the

native behavior of Mn in the β-Mn structure, which has a disordered ground state.

Therefore, we see that after the addition of about two Mn atoms per unit cell, the

saturated moment begins to decline with the addition of Mn.

In this picture, the Mn spins are more-or-less dynamically disordered at temper-

atures below the apparent ordering temperature of the Co moments, with a partial

tendency to align with the Co spins. The low-temperature downturn in susceptibility,

then, can be understood as glassy freezing of clusters of the Mn spins into a stati-
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cally disordered spin glass, at which point the Mn spins no longer respond to a small

magnetic field. In the most Mn-rich sample, this transition is even accompanied by a

dramatic increase in magnetic hysteresis, consistent with the onset of sluggish magnetic

dynamics in the frozen state.

Figure 7.5c shows a detailed view of the high-field portion of the magnetization as

a function of field for each sample at 2 K with the magnetization at 1 T subtracted off

to highlight differences in the high-field magnetic behavior. In this high-field regime,

the chiral magnetic modulations are believed to be completely field-polarized such

that no long-wavelength structures persist. Co10Zn10 experiences very little change in

moment between 1 T and 5 T. The total moment in samples containing Mn, on the other

hand, increases with application of large magnetic fields. In particular, the moment of

Co7Zn7Mn6 rises about 0.08 µB/mag. ion (14%). This suggests that the moments are

not fully polarized at 1 T, or even 5 T, consistent with our model of disordered Mn on

the 12d site.

7.3.4 Sublattice-specific magnetic ordering

Based on the magnetization data, we have inferred that the Mn and Co moments

behave very differently in CoxZnyMnz materials. In order to clarify this behavior, low-

temperature neutron diffraction measurements were performed on the Co8Zn9Mn3 and

Co7Zn7Mn6 samples. The long-wavelength helimagnetic groundstate will, in principle,

give a neutron diffraction pattern that looks very much like the diffraction pattern of

the unmodulated unit cell, except with magnetic satellite peaks around some of the

magnetic Bragg peaks. In this case, however, the modulation period is so long that

the expected reciprocal-space splitting will be too small to see in the resolution of our

powder neutron diffraction experiment. Because of this, we are able to model the
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neutron diffraction patterns as if the long-period modulation does not exist, refining

for only the local magnetic structure.

Figure 7.6 shows low-temperature neutron diffraction patterns, along with Rietveld

fits, for the Co8Zn9Mn3 sample. The site occupancies have been fixed from the para-

magnetic (350 K) synchrotron-neutron corefinement. The 100 K pattern is corefined

with a synchrotron pattern taken at the same temperature (shown in Appendix Fig-

ure 7.11a), while the 14 K pattern is refined on its own. Upon cooling through the

magnetic transition, the intensity of several peaks is increased, and two new peaks at

low Q (1.4 Å−1 and 3.67 Å−1) appear. These two peaks can be indexed as the allowed

peaks (110) and (111) in the β-Mn unit cell, which have a very low structure factor

in the paramagnetic phase. No magnetic peaks are observed at structurally-forbidden

positions, indicating that the magnetic unit cell and the paramagnetic unit cell are the

same.

For magnetic Rietveld (co)refinements on this sample, a simple collinear ferromag-

netic spin structure was assumed. In this model, the Co and Mn on the 8c site have

a single, linked moment, and the Co and Mn on the 12d site have a different linked

moment. This means that the refinement is probing the average ordered moment of

the Co and Mn on the 8c and 12d sites. As can be seen in Figure 7.6, this model fits the

neutron patterns at both 100 K and 14 K data well, with no discripencies in peak inten-

sities between the model and the magnetic peaks in the data. At 100 K, the 8c magnetic

ions are found to hold moments of 1.00(6) µB and the 12d magnetic ions are found to

hold moments of 0.99(28) µB (table 7.6). For the 8c site, which is mainly comprised

of Co, this value is of reasonable agreement with the DFT moment (about 1.3µB). On

the 12d site, however, the magnetic ions are mostly Mn, and this refined moment is

smaller than the DFT moment (3.3µB). This is consistent with our understanding of
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the Mn spins as dynamically disordered, with only a partial tendency to align in the

direction of the Co spins at 100 K.

At 14 K, below the glass freezing temperature, similar magnetic diffraction is ob-

served. A close look at the pattern reveals that the magnetic intensity is actually weaker

in the 14 K pattern than the 100 K pattern. Such behavior is unusual in ferromagnets,

where at low temperature fluctuations are suppressed and the observed ordered mo-

ment is at its largest. As seen in Table 7.6, refining the 14 K pattern gives moments

on the 8c and 12d site of 0.80(8)µB and 0.1(4)µB, respectively. The moments on both

sites have decreased relative to the 100 K data, but the moment on the Mn-rich 12d site

has decreased much more than that on the Co-rich 8c site. This supports our hypothesis

that the frustrated and glassy behavior observed in the magnetization data is driven by

the Mn spins on the 12d site, while the Co atoms on the 8c site remain largely ferro-

magnetic. At 100K, the Mn spins may be dynamically disordered with some preference

to align themselves with the ferromagnetic exchange field of the Co atoms, while at

14 K the disordered Mn spins are frozen into a glassy state with no long-range align-

ment or net moment. The minor drop in moment on the 8c site may be attributed to

the small amount of Mn-Co antisite mixing, which was noted earlier.

Table 7.6: Results of magnetic Rietveld refinement of neutron diffraction data. Msat

is determined DC magnetization data. Numbers in parentheses are standard uncer-
tainties in the last given digit(s) from Rietveld refinement. χ2 is equal to (rwp/rexp).

T mom. per mag ion (µB) total moment Msat (H = 2 T) χ2

(K) 8c 12d (µB/f.u.) (µB/f.u.)

Co8Zn9Mn3 350 0.84
100 1.00(6) 0.99(28) 11(1) 12.1 0.98
14 0.82(8) 0.15(41) 7.0(1.4) 12.3 0.98

Co7Zn7Mn6 300 0.80
100 0.64(5) 0.75(16) 6.3(1.0) 6.7 0.85
14 0.38(4) 0 3.0(3) 7.3 1.05
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Figure 7.6: Magnetic neutron Rietveld refinements for the Co8Zn9Mn3 sample at
100 K and 14 K. (a) shows how a magnetic contribution to the pattern grows in below
the magnetic ordering temperature. Tick marks underneath the 350 K pattern indi-
cate allowed nuclear peaks for the β-Mn structure; no magnetic intensity is seen at
forbidden peak positions, however some magnetic peaks occur at allowed structural
peak positions which have nearly zero intensity in the paramagnetic pattern. (b) and
(c) shows a close view of the temperature evolution of the largest structural peaks,
the (221) and (310). In both cases, the peak is seen to have a larger intensity at 100 K
than 14 K, driven by the larger magnetic contribution (orange) at 100 K than 14 K.

In the Co7Zn7Mn6 sample (Figure 7.7), the magnetic contribution to the 100 K pat-

tern is even smaller than in the Co8Zn9Mn3. A Rietveld refinement assuming collinear

ferromagnetism gives a moment of 0.64(5) µB per magnetic ion on the 8c site and

0.75(16) µB per magnetic ion on the 12d site (Table 7.6). These small ordered mo-

ments suggest that, as seen in the magnetization data, the Co7Zn7Mn6 sample shows

more magnetic disorder than the Co8Zn9Mn3 sample. Nevertheless, at this tempera-
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Figure 7.7: Magnetic neutron Rietveld refinements for the Co7Zn7Mn6 sample at
100 K and 14 K. Below the observed magnetic ordering temperature (210 K), a small
magnetic contribution is found to grow in to the β-Mn structure. The paramagnetic
to antiferromagnetic transition of MnO at 118 K is also seen. This transition is ac-
companied by a rhombohedral structural distortion, which, along with the magnetic
ordering, changes the space group from Fm3m to the monoclinic group Cc2/c′ [361].

ture, both the Co spins and the Mn spins apparently have some tendency to order, as

seen by the nonzero refined moment, which is consistent with the saturated magnetic

moment at 100 K (6.3(1.0) µB vs. 6.7µB). Like in Co8Zn9Mn3, the magnetic contribu-

tion to the pattern drops as the sample is cooled through the observed glass transition.

At 14 K, the moment on the 12d site refined to zero, and so was fixed to zero while

the 8c site was allowed to refine to 0.38(4) µB. This suggests that, as was the case

in Co8Zn9Mn3, the 12d site is completely magnetically disordered at low temperature

while the Co-rich 8c site maintains some net order.
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In a conventional spin glass, the spins transition directly from a fluctuating para-

magnetic state to a frozen glass state as temperature is lowered. Here, we see that

the Mn spins in CoxZnyMnz go through at least three regimes. At the observed Curie

temperature of the material, the moments transition from a paramagnetic state at high

temperature to a dynamically fluctuating, yet partially-ordered state, at intermediate

temperatures. At lower temperature, the spins freeze into a fully disordered spin glass,

with no net moment. Based on this behavior, we may characterize these materials

as“reentrant” spin cluster glass, as has been observed in some other systems [362–

365]. An interesting feature of such systems is that, because the system transitions

from a spin glass state to a “ferromagnetic” state, upon warming, the “ferromagnetic”

state must have higher entropy than the glass state, despite its being an ordered state.

In this case, this apparent contradiction is resolved by the fact that the ferromagnetic

state is in fact a dynamic, fluctuating state which is only partially ordered, and there-

fore has a higher entropy than the frozen spin glass.

7.3.5 Nature of the magnetic transitions in CoxZnyMnz

In order to further understand the effect of the Mn moment disorder on the mag-

netic properties of CoxZnyMnz materials, we characterized the magnetocaloric prop-

erties of the samples using indirect isothermal entropy change measurements, which

can be obtained from DC magnetization data. Isothermal magnetic entropy upon ap-

plication of fields up to 5 T is shown in Figure 7.8 for the five samples studied. In each

case, the dominant effect is negative, i.e. application of a magnetic field decreases the

entropy of the system, as is typical for a ferromagnet, where an applied field suppresses

spin fluctuations. As expected, the largest negative effect is observed near the observed

Curie temperature, where the spins are most easily polarized by an external field.
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Figure 7.8: Magnetocaloric evaluation of CoxZnyMnz. ∆SM (T,H), the entropy
change of the material upon isothermal magnetization to magnetic field H, is cal-
culated from magnetization data using equation 7.2. Larger |∆SM | values indicate a
larger magnetocaloric effect. (a) ∆SM as a function of temperature for several ap-
plied field values for three CoxZnyMnz compositions. The largest effect is seen at the
Curie temperature for each material. (b) Peak values of ∆SM as a function of applied
field for five CoxZnyMnz compositions. (c) Peak ∆SM for different CoxZnyMnz com-
positions as a function of magnetic saturation of the composition. There is a clear
relationship between magnetocaloric effect and magnetic moment in these samples.

As can be seen in Figure 7.8c, the peak magnetocaloric effect is observed to be di-

rectly related to the low-temperature saturation magnetization, which in turn is related
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Figure 7.9: (a) Temperature dependence of the power law exponent, n, of the mag-
netocaloric effect (∆SM (H) ∝ Hn). This exponent is obtained from linear fits of
log-log plots of ∆SM vs. field for applied fields between 500 mT and 5T, as shown
for the critical temperatures in (b). For all samples, the power law exponents are
found to show a standard shape, characteristic of a continuous magnetic transition.
The minimum n in each curve is the critical exponent nc, which occurs at the critical
temperature Tc. The dashed line shows the expected critical exponent for the mean
field model, nc = 2/3. As Mn content increases, nc increases relative to the mean field
model value, suggesting increasingly disordered magnetic interactions.

non-monotonically to the composition (Figure 7.3b). While saturation magnetization

is not, in general, a good predictor of magneticaloric effect [18], it is often the case

that ∆SpkM correlates with saturation magnetization within a specific family of materials

[79, 83, 103, 216, 366], particularly in cases where there are no structural transitions

concurrent with the magnetic transition.

Using this ∆SM data, we have performed an analysis of power law exponents as-

sociated with this magnetic entropy change, ∆SM(H) ∝ Hn. At the critical point
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temperature Tc this exponent is a critical exponent (∆SM(H,T = Tc) ∝ Hnc). For a

continuous magnetic transition, this nc can be related to the other magnetic critical ex-

ponents of the system by applying equation 7.2 to the Arrott-Noakes equation of state

[217, 367], yielding:

nc = 1 +
1

δ

(
1− 1

β

)
(7.3)

δ and β are the standard critical exponents relating H to M and M to T , respectively,

and are readily available for various of magnetic exchange models, giving nc = 2/3 for

the mean-field model, and lower values for Ising, Heisenberg, and XY models. Beyond

the critical behavior, it has been found that the power law relation ∆SM ∝ Hn often

holds across a broad temperature range, with n showing a distinctive temperature

evolution, increasing from nc to 1 as temperature is decreased and increasing from nc

to 2 at the temperature is increased.

As seen in Figure 7.9, this canonical shape of nc is observed for all CoxZnyMnz sam-

ples when considering only the high field data (H ≥0.5 T). The minimum exponent

(nc), which is seen at the critical temperature Tc, however, evolves as Mn is added. For

CoZn, the exponent is 0.68(1), which is comparable to the mean field theory value. As

Mn is added, nc rises monotonically reaching 0.85(2) for Co7Zn7Mn6. Any values of

nc larger than 2/3 cannot be explained with the standard models of ferromagnetism

(mean field, Heisenberg, XY, and Ising). However, elevated values are generally ob-

tained for ferromagnetic bulk magnetic glasses [367–371], where magnetic interac-

tions are disordered and multi-scale. Taken together, Figs. 7.8 and 7.9 show that the

CoxZnyMnz samples behave, at fields above about 0.5 T, as ferromagnets with continu-

ous transitions and reduced effective moments due to the fluctuating Mn spins. These

Mn spins serve to progressively disorder the overall magnetic interactions, including

those felt by the Co atoms.
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Figure 7.10: Magnetoentropic analysis of the low-field behavior of Co8Zn9Mn3. (a)
Representative M vs. T data under three different applied fields. The slope of many
such curves, ∂M/∂T = ∂S/∂H is shown as a heatmap in (b), with colorbar chosen
symmetrically about zero to highlight the areas of conventional (negative, blue) and
inverse (positive, red) magnetocaloric effect. (c) Heatmap of the isothermal entropy
change upon application of a given magnetic field at a given temperature ∆SM (T,H),
which is obtained by integrating (b) in the field direction (equation 7.2). This analysis
reveals three clear areas: (i) A blue region at high temperature and field representing
the region in which the sample is behaving as a conventional field-polarized ferromag-
net or paramagnet. In this regime, application of a magnetic field suppresses fluctua-
tions and decreases entropy. (ii) A white region at low temperatures and fields, where
the system shows a long-period helimagnetic or partially polarized conical magnetic
phase. In this region, application of a magnetic field causes the planes of spins in the
conical structure to progressively cant in the direction of the field, but has little effect
on the entropy of the system. (iii) A red pocket just below the Curie temperature.
This corresponds to the phase region where a hexagonal skyrmion lattice has been
observed in this class of materials and other cubic skyrmion hosts. The increased en-
tropy in this region is due to increased entropy in the skyrmion lattice relative to the
helical or conical phases. However, due to the disorder in the sample, it is difficult to
resolve this feature into clear phase boundaries, and differentiate it from a Brazovskii
transition.

The lower-field magnetocaloric effect is expected to be more complex in skyrmion

hosts materials as the various first order phase transitions between the skyrmion lat-

tice phase and other chiral and non-chiral phases manifest themselves as anomalies

in the magnetization and magnetocaloric effect [299]. Figure 7.10 shows a detailed
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measurement of the low-field magnetocaloric effect in a 0.74 mg piece of Co8Zn9Mn3.

A region of positive (red) ∆SM , indicating high entropy relative to the conical, heli-

cal, or ferromagnetic phases, can be seen in the field- temperature phase diagram just

below the magnetic ordering temperature, where the equilibrium skyrmion lattice is ex-

pected. This is consistent with our understanding of the skyrmion lattice as a dynamic,

fluctuation-stabilized phase. In the case of FeGe, this anomalous magnetocaloric be-

havior can be resolved into a phase diagram involving first-order transitions between

the skyrmion lattice phase and the surrounding conical phase and a separate first-

order Brazovskii transition [339, 341] between the ordered phases and a fluctuation-

disordered phase at higher temperatures [299]. In the case of our CoxZnyMnz samples,

these individual phase transition lines are difficult to resolve due to macroscopic dis-

order in the samples. Appendix Figure 7.14 shows a comparison of the M(T ) of a

66 mg piece and a 0.74 mg piece of the same Co8Zn9Mn3 sample. The smaller piece

shows a clear bump (precursor anomaly) in the magnetization just beneath the onset of

magnetic ordering, while the larger sample shows no such anomaly. This bump, when

processed through equation 7.2, becomes the anomalous magnetocaloric signal asso-

ciated with the skyrmion lattice formation. Apparently, in larger samples, the subtle

anomaly is completely smeared out by compositional variation across the sample, or

by an inhomogenous demagnetizing field. Even in the 0.74 mg sample, some smearing

of this feature occurs relative to the signal seen in small single crystals of well-ordered

metal-metalloid compound like FeGe or MnSi.
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7.4 Conclusions

The CoxZnyMnz system of high-temperature skyrmion hosts presents an interesting

case of coexistence of several types of magnetic interactions. Like previously stud-

ied skyrmion host materials, CoxZnyMnz shows a low-field phase diagram made up

of a variety of long-wavelength (λ between 100 nm and 200 nm) modulated magnetic

structures, including several types of skyrmion lattices. Here, we have carefully char-

acterized the atomic and magnetic disorder in CoxZnyMnz materials with various com-

positions, explaining the exotic local magnetic structure that those chiral modulations

are built upon.

Through synchrotron and neutron diffraction, as well as DFT total energy calcula-

tions, we find that both the 8c and 12d site of CoxZnyMnz have atomic disorder. Neu-

tron and synchrotron diffraction, as well as DFT calculations, show that the 8c atomic

sublattice is mostly filled with Co atoms, while the larger 12d site is mostly filled with

Mn and Zn. Mn’s stability on the large 12d site is driven by its ability to develop a large

local moment on that site.

DC and AC Magnetic measurements, and magnetic neutron diffraction refinements

clarify the disordered magnetic behavior of these materials. CoxZnyMnz shows two-

sublattice magnetic behavior, with coexistence of small, ferromagnetic Co moments

behaving like a conventional ferromagnet, and large, dynamically disordered Mn mo-

ments which continue fluctuating below the ordering temperature of the Co spins, and

ultimately freeze into a reentrant clustered spin glass at low temperature while the Co

spins remain largely ordered. This behavior is observed in all of our samples containing

Mn, with the magnetic signatures of disorder and glassiness increasing with increasing

Mn concentration.
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This unique magnetic structure allows for the dramatic and novel skyrmionic phase

behavior recently observed in the CoxZnyMnz system. For example, in Co8Zn8Mn4, a

metastable skyrmion lattice is observed down to low temperatures, including below the

magnetic glass transition temperature [348]. In Co7Zn7Mn6, a new type of equilibrium

disordered skyrmion lattice is found near the glass transition temperature [37]. In both

cases, the observations are attributed to the influence of disorder. The two-sublattice

magnetic structure allows for the coexistence of ordered magnetism (on the Co atoms)

and disordered (on the Mn atoms) magnetism. This means that long-range ordered

skyrmion lattice phases may coexist with, and be influenced by, a disordered magnetic

glass system.

7.5 Appendix: Supplemental material

7.5.1 Additional diffraction patterns
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Figure 7.11: Synchrotron powder diffraction of Co8Zn9Mn3 and Co7Zn7Mn6 at 100K,
displayed with fit from Rietveld co-refinement with neutron data shown in Figure 7.

206



Structural and magnetic disorder in CoxZnyMnz (x+ y + z = 20) Chapter 7

Figure 7.12: Laboratory X-ray diffraction of Co9Zn9Mn2 (a) and Co8Zn10Mn2 (b),
displayed with Rietveld fit. The Co9Zn9Mn2 sample shows no resolvable impurities,
while the Co8Zn10Mn2 samples contains 20.1(6) wt.% of the β-brass Co9.2Zn8.3Mn2.5
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7.5.2 Magnetization vs. temperature for CoxZnyMnz samples

Figure 7.13: Magnetization as a function of temperature at different applied fields
for each of the samples. This data is processed into the ∆SM , and its power law
exponent, as displayed in the main text Figs. 8-9.
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7.5.3 Sample size dependence of precursor anomaly in Co8Zn9Mn3

Figure 7.14: Comparison of magnetization vs. temperature under an applied field of
5 mT for two different pieces taken from a single sample of Co8Zn9Mn3. The smaller
piece shows a clear precursor anomaly- a small bump below the Curie temperature-
while the larger piece does not. This may be caused by compositional disorder across
the sample, or an inhomogeneous demagnetizing field. The larger sample contains a
range of different magnetic transition temperatures, smearing out the subtle magnetic
precursor anomalies. The smaller sample shows comparatively clearer behavior.
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Chapter 8

Conclusions and future directions

In this dissertation I have presented several studies aimed at establishing a predictive

understanding of the links between magnetism and crystal structure in intermetallics.

In the case of magnetocalorics, it is demonstrated that the strength of magnetostruc-

tural coupling controls magnetocaloric performance. This is established in general on

the basis of theory (Chapter 1, Section 1.2) and high-throughput computational studies

(Chapters 2 and 3). Then, the specific behavior and origin of magnetostructural cou-

pling is studied in detail for two specific magnetocalorics: MnAs (Chapter 4) and MnB

(Chapter 5). These studies develop an understanding of how magnetostructural cou-

pling arises: the key appears to be that pronounced competition between magnetism

and bonding can lead to coupling of magnetic and structural degrees of freedom. Ma-

terials hosting this type of competition cannot simultaneously satisfy their magnetic

interactions and chemical bonding at the same time: one always comes at the expense

of the other. Therefore, a change in the magnetism can be compensated energetically

by a structural distortion (and vice-versa), and so magnetism and structure couple.

One consequence of this competition-driven coupling is that a small magnetic field can
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greatly influence the carefully-balanced magnetostructural state and therefore cause

large changes in entropy. Beyond magnetic refrigeration, these studies suggest other

implications for the magnetostructural coupling. For example, good magnetocalorics

should also be highly manipulatable by different types of strain stimulus in ways that

will be predictable based on a microscropic understanding of the magnetism-bonding

competition. Furthermore, in MnAs and other similar materials, our calculations sug-

gest that the magnetism-bonding interplay becomes dynamic in the paramagnetic state,

as spin fluctuations are expected to be accompanied by fluctuations in atomic positions

and bonding. This exotic state is expected to have large implications for phonon and

magnon transport, as well as for elastic behavior. Therefore, the studies I have pre-

sented in Chapters 2 through 5 motivate two lines of continuing investigation. Firstly,

the ideas developed can be used for the rational design and control of new magne-

tocaloric materials. Secondly, these studies can be used to uncover new multifunction-

alities that become possible when magnetism and structure are strongly coupled.

In Chapters 6 and 7, a different approach to the relation between crystal structure

and magnetism is investigated. In skyrmion host materials, non-centrosymmetric crys-

tal structures lead to long-range antisymmetric magnetic exchange interactions that

compete with the standard symmetric exchange to yield a variety of long-wavelength

magnetic structures, including topologically-protected skyrmions. Chapter 6 presents

a method to study the complex magnetic phase diagrams arising from these compet-

ing magnetic interactions using magnetic entropy measurements very similar to those

used earlier in the dissertation to characterize magnetocalorics. Chapter 7 uses this

method, along with other computational and experimental techniques, to understand

the structural and magnetic interactions that lead to the skyrmionic behavior in the

CoxZnyMnz family of high-temperature skyrmion hosts. In this case, competition be-
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tween magnetism and structure proves to be important in determining the crystalline

site occupancies and, as a result, the low-temperature magnetic interactions. The re-

sult is that CoxZnyMnz shows an interesting two-sublattice magnetic structure where

magnetic order and disorder can coexist, influencing the remarkable skyrmionic prop-

erties observed in this family of materials. Having understood the important role that

the interplay between magnetism and crystal structure plays in controlling the behav-

ior of skyrmion phases, one promising research direction is to control the skyrmion

properties with strain via magnetostructural coupling.This research direction combines

the lessons learned in both sections of this dissertation. One particularly interesting

avenue is to search for strongly magnetostructurally-coupled materials that also have

noncentrosymmetric crystal structures and can host skyrmions. In this way, exceptional

control of skyrmions using strain, pressure, temperature, and magnetic field may be

achievable.
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