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Abstract

This paper examines the link between structurahgband growth in India. It constructs
indices of structural change, and performs a tierees analysis of the data. It finds that

1988 marks a break in the time series of growthsandttural change. There is one-way
causality from structural change to growth in tleeq@d 1988-2007, whereas there is no

evidence for this linkage before 1988.
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INTRODUCTION

The Indian economy has been one of the world’s gtawth performers in recent

decades. Debates about its growth process haveddan the timing of changes in the
trend rate of growth, with implications for judgnteron the efficacy of market-oriented
reforms (e.g., Panagariya, 2008), and on the natifihat growth in terms of skill-

intensity (e.g., Kochhar et al, 2006) and servioésnasity (e.g., Singh, 2006), with

implications for it future pattern and sustainakgiliThis paper examines the link between
structural change and growth in India. It conssuictdices of structural change, and
performs a time series analysis of the data. Hdithat 1988 marks a break in the time
series of growth and structural change. There esway causality from structural change
to growth in the period 1988-2007, whereas themoigvidence for this linkage before
1988. By establishing the nature of the link betwst&uctural change and growth, this

analysis provides new insight into the growth psesce India at the aggregate level.

DATA AND METHODOLOGY

We start by describing the two variables we ustnéanalysis, namely growth rates and
structural change indices. Growth rates are caledldrom National Accounts gross
domestic product (GDP) dataThe data cover the period from 1951 to 2007 at9199
2000 price& For structural change, two different indices aedculated, following
Dietrich (2009). The first is the simplest measofestructural change, the Norm of
Absolute Values (NAVA

(1) NAV = 0.5Z| X, — X |
i=1

! The data were obtained from tReserve Bank of Indiaigebsite, www.rbi.org.in.
2 More detail regarding the data is given in the épgix B.
3 Also called the Michaely-Index (Michaely, 1962)Stoikov-Index (Stoikov, 1966)



For its computation first the differences of thetee shares; between two points in timeandt
are calculated.Then the absolute amounts of these differenceswarened up and divided by

two (since each change is counted twice).

The second index is the modified Lilien index (MLThe Lilien (1982) index originally
measured the standard deviation of the sectoraltgroates of employment from period
sto periodt. Stamer (1999) modified this index in order tdifuthe characteristics of a

metric. The MLI is constructed as follows:

X

IS

2
2 MLI = \/xit.xis[lnﬁJ where % > 0 and x > 0.

The use of two indices allows us to check the rbimss of our analysis with respect to
the structural change measure. We constructed mwoad series of structural change for

the Indian economy, one for each index.

We begin with a VAR analysis of growth and struatuchange. The lag length is
determined by the Schwarz Information CriterionGBSWhich indicates a lag of one
period®> The VAR analysis does not indicate any significeméfficients for the period

from 1951 to 2007. A possible explanation for thisignificance is structural breaks
(Wallack, 2003; Balakrishnan and Parameswaran, )2@0d so we look for a structural
break in the growth rate series, innovating byvailhg for structural change to affect
growth. We continue our investigation after spigtiour period into two sub-periods at

the structural break.

The standard test for structural change (Chow, 196Quires the assumption that the
break date is known a priori (Hansen, 2001). Onterg@l solution to this problem is to
treat the break date as unknown, carry out theeghare for all the possible years and

then select the largest statistic over all posdioéak dates. However, there may also be

* Sectoral shares are calculated for two disaggimgabf the GDP data. In the first disaggregattbere

are three main sectors, namely agriculture, inghstd services. In the second disaggregation, drere
nine subsectors (Appendix B). We report the latsults here — the more aggregate results are
qualitatively the same.

® The Akaike Information Criterion (AIC) also indies to one lag. By using SIC, we penalize the n®odel
having higher number of parameters more strongly.



multiple breaks in the data. Therefore, we folloai Bnd Perron’s (1998) test procedure
for multiple structural breaks. The first step $efsir a single structural break taking the
entire sample. If the test rejects the null hypsth that there is no structural break, the
corresponding year is taken as the candidate hitatkand the sample is split into two
sub-periods around that year. The test is reapphiezhch sub-sample. If we find a break
date in any of the samples, the entire samplelilssspund this new candidate break-date
and two new subsamples are tested for structuealkist This sequence continues until
each subsample test fails to find evidence foreab(Hansen 2001).

We estimate the equatio®, =a+fH, +yG_+4, DU, +u where G denotes the

growth rate, H represents the structural changexirahd u is the random disturbance
term. The break is captured by RU a dummy variable, which is 1 t#f>T and O
otherwise. All values of are tried, with breaks being identified by rollirgests. In the
case of significant structural breaks, we replidghte VAR analysis in the subsamples in
order to get some significant relation between ghoand structural change indices.
Assuming significant results from VAR analysis the subsamples, we test for Granger
causality between growth and structural change.

EMPIRICAL FINDINGS

We first present our findings from the results leé AR analysis for the whole sample

(Table 1), for both structural change indices.

Table 1: VAR Analysis, 1951 to 2007

GROWTH MLI INDEX
Variable Coefficient t stat Coefficient t stat
Growth(-1) 0.04 0.02 -0.0001 -0.33
MLI(-1) 59.26 1.00 -0.10 -0.69
Constant 3.85 2.62 0.018 4.92
GROWTH NAV INDEX
Variable Coefficient t stat Coefficient t stat
Growth(-1) 0.014 0.09 -0.00009 -0.27
NAV(-1) 82.85 1.27 -0.12 -0.82
Constant 3.43 2.25 0.018 5.36



As mentioned previously, no significant relatiorivieeen growth and structural change is
found for the period from 1951 to 2007. Hence, wrtrtheck for structural breaks in the

whole sample. Exploiting the procedure describeavapour results are presented here
with the MLI index as the structural break measéi@. robustness, we also did the same
analysis with the NAV indeX.

Structural Breaks for MLI I ndex

We initially find the year 1988 as a structuraldikever the whole sample of 1951-2007
(Figure 1). Furthermore, after splitting the whe@mple of 1951-2007 into two, as 1951-
1988 and 1988-2007, we continued to search fodditianal break but found none.

Figure 1: Structural Break Test
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Growth and Structural Change

The only structural break we find is the year 1988nce, we perform the VAR analysis
once more to check whether a significant relatignsletween growth and the structural
break indices exists in the period 1951 to 198&l@&) and from 1988 to 2007 (Table
3). As seen from the tables, the only significamtgmeter is the coefficient of MLI(-1) in

® Results found by using NAV index can be foundhia Appendix A.



the later period, at the 1% level, indicating tls&uctural change positively affected
growth in this period. Table 2 shows that therendgssignificant relationship between

growth and structural change for the period 1958819

Table 2: VAR Analysis, 1951 to 1988

GROWTH MLI INDEX
Variable Coefficient t stat Coefficient t stat
Growth(-1) -0.38 -2.00 0.00005 0.09
MLI(-1) 0.64 0.009 0.38 -0.09
Constant 5.46 3.13 0.015 3.71

Table 3: VAR Analysis, 1988 to 2007

GROWTH MLI INDEX
Variable Coefficient t stat Coefficient t stat
Growth(-1) 0.28 1.38 0.0005 0.85
MLI(-1) 167.86 2.39 0.38 -1.73
Constant 2.38 1.32 0.015 2.82

Granger Causality Test:
We also performed a Granger causality test withgievth and MLI series. Table 4

below shows the results for this test.

Table 4: Granger Causality Test

Variable F stat Prob. value
“Growth” does not Granger Cause “MLI” 1.38 0.25
“MLI” does not Granger Cause “Growth” 7.99 0.009

Accordingly, the results indicate Granger Causdiityn “MLI of structural change” to

growth which is consistent with the VAR analysi®sh previously.

Robustness: NAV Index as a Structural Change Measure

We replicate our analysis and tests with the NA¥eixin order to check the sensitivity
of our analysis to structural measure definitiong find the same results: 1988 is the
only structural break, and there is only one sigaift causality relationship from

structural change (NAV) to growth (Appendix A).



Robustness: 1980 as the Structural Break

As seen in Figure 1, 1980 has the second highssatkstic, which makes it a potential
candidate for the year of structural break. Weiceptd all our analysis for the period of
1980-2007 and obtained the same significant imfpant structural change to growth.

Hence, our result is robust both to different sua change indices, and to the structural

break year employed in our analysis.

CONCLUSION

Our results show that India’s economy has only stnectural break, which is at 1988,
for the period from 1951 to 2007. This structunadk allows us to identify a significant
positive impact from structural change to growthyt lonly in the latter period.
Furthermore, there we find Granger Causality framcural change to growth for this
period, 1988 to 2007. However, there is no sucatimiship for the period 1951-1988.
Therefore, one of the sources for increasing groatis observed in the last two decades

is the structural change of the Indian economy.

" These results are available from the authors.



APPENDIX A: Analysis Performed with NAV Index (1988-2007)

Figure Al:
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Table Al: VAR Analysis, 1988 to 2007

GROWTH NAV INDEX
Variable Coefficient t stat Coefficient
Growth(-1) 0.26 1.31 0.0006
NAV(-1) 205.16 2.56 -0.41
Constant 1.90 1.02 0.016
Table A2: Granger Causality Test
Variable F stat Prob. Value
“Growth” does not Granger Cause “NAV” 1.66 0.21
“NAV” does not Granger Cause “Growth” 8.86 0.006

APPENDIX B: Data

GDP data have three main sectors and nine subsettown below:

» Agriculture and allied activities,
0 Agriculture
o Allied activities
* Industry
o0 Mining and Quarrying
0 Manufacturing
o Electric, gas and water supply

t stat

1.15
-1.96
3.39



* Services
o Construction
o Trade, Hotel, Transport and Communication
o Finance, Insurance, Real Estate and Business $srvic
o Community, Social and Personal Services
The time series cover 1950-1951 to 2007-2008. WAl hndicated this period as 1950-
2007 for simplicity. The year 1950 is lost in grémdalculations, so the study covers the

period 1951 to 2007.
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