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ABSTRACT: The fluorescence intermittency of single CdSe/CdS quantum dots (QDs) with different shell sizes is studied
using the conventional bin and threshold method and the statistically more rigorous method, change point analysis (CPA). The
on-state truncation time (τc) is a critical value used to interpret the dynamics of charge trapping in single QDs; however,
changing the bin size and threshold in blink traces significantly modifies τc. Herein, we use the CPA method to minimize the bias
that binning and thresholding introduces and find that a widely used assumption that there is only one on and one off state is
questionable. We observe that 12 out of 17 QDs exhibit more than two intensity levels and find that the τc values of individual
levels differ from the values obtained when the levels are combined, i.e., when one assumes there is only one on and one off state
as in the conventional bin and threshold method. For instance, one QD has τc values of 0.5 (0.1) and 2.0 (0.2) s from two
different intensity levels, whereas when the levels are combined into only one on state, τc is found to be 7 (1) s. The CPA
method is found to be more suitable for studying multilevel emission in QDs than the conventional bin and threshold method.

■ INTRODUCTION
There have been a substantial number of studies regarding the
fluctuations of emission intensity, known as fluorescence
intermittency or blinking, in single colloidal semiconductor
nanocrystals, or quantum dots (QDs), and various models
describing the underlying charge carrier trapping kinetics of
blinking have been proposed.1−3 To analyze blinking in QDs, a
time series of emission intensities, referred to here as a blink
trace, is constructed traditionally by binning the arrival times of
emitted photons and setting a threshold to distinguish on and
off states. Probability distributions for durations of on states
and off states can then be obtained. Studies have shown that the
probability distributions (P(τ)) of the on and off time durations
follow an exponentially truncated power law, P(τ) ∝
τ−me−τ/(τc or τd), where blinking frequency can vary over 6 orders
of magnitude in time.4,5 A truncation time or the time constant
corresponding to rapid fall-off from power-law behavior is

observed for both on (τc) and off (τd) probability distributions,
and the power-law exponent (m) is typically observed to be less
than 2.6

Although the bin and threshold analysis is the most
commonly used method for evaluating the kinetics of QD
blinking, recent papers have raised the point about its
unavoidable bias.7−10 In this method, binning is necessary to
reduce Poissonian counting noise and to isolate emission states;
however, the choice of bin time introduces an artificial time
scale to the measurement, and depending on the bin time,
certain information can be lost or favored. For instance, a
longer bin time is incapable of detecting fast events whereas a
shorter bin time prevents an accurate separation of emission
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states.7 According to the work of Crouch et al., changing the
bin size from 1 to 100 ms was shown to increase the on-state
truncation time from 0.6 (0.1) to 1.2 (0.4) s in one sample
QD.8 One approach to address this issue is to directly
incorporate photon binning into blinking models,11,12 but since
this approach must be carried out within each individual model,
its broad applicability is restricted. Rather than requiring
theoretical models to incorporate externally imposed time
scales into detailed kinetic schemes, another strategy would be
to process photon arrival times via a bin-free, model-free
analysis method. Toward this goal, Watkins and Yang
developed a quantitative and statistically robust method called
change point analysis (CPA).7

Unlike binning and thresholding where the probability
distributions are derived from averaging the number of
photons, CPA accounts for every photon count recorded. In
the CPA algorithm, a generalized likelihood ratio test is used to
identify intensity change points. The probability that the
observed data contain an intensity change point is calculated
and compared to the probability that there was no change
point. From this, the locations of where the change points
occur throughout a blink trace can be found. Along with the
position, a confidence region for the position of the change
point (the possible range of the position) and confidence level
(how certain the location is) are obtained.7 Lastly, using the
Bayesian information criterion, various detected change points
are clustered into a finite number of discrete intensity levels. As
a result, both the number and location of intensity changes are
found, and a blink trace that is free of binning can be
reconstructed. Alternative bin-free analyses do exist that are
either based on power spectral densities4,13,14 or autocorrela-
tion functions.9,15 These methods can be very fast, enabling
large sample sizes to be investigated, but typically they cannot
be used to independently extract on and off state kinetics. A
recent autocorrelation analysis was able to determine both on
and off power-law exponents by making use of a few
assumptions including that all QDs in a batch of data have
identical exponents.9 Since it is beneficial to investigate the bias
associated with binning and thresholding without restricting the
kinetics of each QD (power-law exponents, number of intensity
levels), CPA is the most suitable bin-free analysis method to
employ in the current study.
In this paper, the blinking kinetics of single CdSe/CdS core/

shell QDs consisting of two different shell thicknesses were
analyzed. Blinking in this material has largely been found to
deviate from the characteristic binary behavior often reported
for CdSe QDs capped with ZnS shells.4,16−19 The blinking
kinetics were first examined using the bin and threshold
method to identify any bias such a method introduces.
Subsequently, CPA was carried out and the number of intensity
levels determined. We compared the τc values of individual
levels to the truncation times calculated by assuming the
presence of only two levels and found a discrepancy between τc
values.

■ METHODS
The CdSe/CdS nanocrystals used in this work were
synthesized following an adaptation of a procedure previously
detailed by Chen et al.20 The core size was 3.7 (0.26) nm, and
the shell thickness was either 11.9 monolayers (MLs) for the 12
(1.3) nm QDs or 4.3 MLs for the 6.8 (0.3) nm QDs, where 1
ML = 0.35 nm. TEM, absorption and photoluminescence
spectra, and quantum yield information for the two samples are

summarized in Figure S1. Dilute QD solutions were drop-cast
onto fused silica coverslips to achieve dispersed samples with
concentrations <0.01 QD/μm2. The samples were mounted in
a modified Olympus IX71 inverted confocal microscope,
equipped with piezoelectric x−y (PI 517) and z (home-built
from Thorlabs AE0505D16F) stages for alignment and focus.
The second harmonic (400 nm) of the output of a Coherent

RegA 9000 amplifier (800 nm, 200 fs, 295 kHz) seeded by a
Coherent Mira 900 oscillator was used as the pulsed excitation
source. The 400 nm light was transmitted through neutral
density filters to achieve a low probability of exciton formation
per pulse (⟨Nex⟩ ≈ 0.005) and focused by a ×100, 1.3 NA oil-
immersion objective (Nikon PlanFluor) onto the sample
surface. The fluorescence from individual QDs was collected
in an epifluorescence scheme, filtered by a dichroic (Semrock
Di405) and short-pass and long-pass filters, and focused onto
two avalanche photodiodes (MPD PDM-50 series) input to a
time-correlated single photon counting (TCSPC) module
(PicoQuant PicoHarp300/PHR 800). The overall instrument
response was ∼30 ps.
Photon arrival times were recorded for 10 min via TCSPC

for all QDs. The 17 QDs analyzed in this study were selected
on the basis of displaying the best photon antibunching,
meaning the area of the zero time delay peak divided by the
mean of the subsequent three peaks was less than 0.1 without a
background subtraction (Figure S2). For the bin and threshold
analysis, blink traces were produced by choosing bin sizes of 10,
50, and 100 ms. To separate into a series of on and off
durations, a threshold was set to be just above the off-state peak
by analysis of the intensity histogram.
The blink traces were then separated into on and off

durations, and weighted probability distributions, P(τi), were
obtained by weighting the occurrence of a given on or off
duration, Nτ,i, by the average time difference from the next
longer and shorter durations.
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For both bin and threshold and CPA methods, fitting of the
probability distributions to truncated and nontruncated power
laws was carried out in Igor Pro using a nonlinear least-squares
fitting procedure.

■ RESULTS AND DISCUSSION

We studied the blinking kinetics of 17 CdSe/CdS core/shell
QDs, of which 8 were 6.8 (0.3) nm in diameter and 9 were 12
(1.3) nm. The probability distributions obtained from binning
and thresholding the 17 blink traces are first examined to
understand the inherent bias that this method introduces. It is
assumed that each blink trace consists of two intensity levels: a
low, background-fluorescence level below a threshold referred
to as an off state and a high fluorescence, above-threshold on
state. It was found that increasing the bin size generally led to a
larger measured on-state truncation time τc, while increasing
the threshold always decreased this truncation time. These
findings are in agreement with the theoretical study of
Frantsuzov et al.21 and the experimental results of Crouch et
al.8 and Qin and Guyot-Sionnest.16 The on-state probability
distributions of QD10 obtained for various bin and threshold
settings are shown in Figure 1 to illustrate these trends, and the
τc values for all 17 QDs are summarized in Table S1.
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Next, we turn to the CPA method to analyze blinking in this
sample of QDs, where the two-level assumption (employed in
the previous method) can be relaxed and the artificial time scale
introduced from binning and thresholding removed. As a result,
12 out of 17 QDs had more than two CPA intensity levels
(herein, intermediate intensity levels are referred to as gray
states) as summarized in Table 1.

In comparing the bin and threshold results to those from
CPA, we found there is a significant discrepancy in τc values. As
an example, using the threshold method and a 100 ms bin time,

the on-state probability distribution of QD9 cannot be fit to a
truncated power law (Figure 2a), while τc is 23 (9) and 26 (4) s
for 50 and 10 ms bin times, respectively (Figures 2b and 2c,
respectively). Expectedly, τc is dependent on the choice of bin
size. Using the CPA method, QD9 is found to have an on state
with an intensity of 2432 cps (counts per second) and a τc of
1.7 (0.2) s and a gray state with an intensity of 1748 cps and a
τc of 3.3 (2) s (Figures 2d and 2e, respectively), where the
lowest level is assigned as a gray state due to its high intensity
counts. There are two distinct differences between the analysis
methods: (a) the truncation times obtained using CPA are
different from the bin and threshold values regardless of bin
size, and (b) although there are two intensity levels for both
methods, the ratio (1.4) between the two CPA intensity levels
is too small and the lowest intensity level too high above the
background fluorescence for it to be considered an off state.17

In fact, we find that for 15 QDs the intensity difference between
the off and on states is on average 5.0 (1.0) (Table S2). Since
1.4 is significantly smaller than 5.0 (1.0), we can conclude that
even though there are two CPA levels, the lowest intensity
represents a gray state rather than off state.
In order to understand the origin of this discrepancy, a

section of the QD9 blink traces analyzed by both methods is
evaluated (Figure 3). To facilitate the comparison of the blink
traces and histograms between the two methods, the CPA

Figure 1. Results of changing bin size and threshold in QD10. Red, blue, and black curves represent on-state probability distributions and
corresponding changes in τc using 10, 50, and 100 ms bin times, respectively. Circles and triangles represent different threshold locations (noted as
“th”). The traces have been vertically offset for clarity.

Table 1. Number of Intensity Levels in the Measured QDs
As Found Using CPA

6.8 nm QDs no. of levels 12 nm QDs no. of levels

1 2 9 2
2 2 10 3
3 2 11 3
4 2 12 3
5 3 13 3
6 3 14 3
7 3 15 4
8 4 16 5

17 5

Figure 2. (a), (b), and (c) are the bin and threshold method on-state probability distributions of QD9 for bin sizes 10, 50, and 100 ms, respectively,
and (d) and (e) are the CPA probability distributions of two different levels with intensities of 2432 and 1748 cps, respectively.
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intensities (in cps) are normalized by multiplying by the bin
size (in s) used for the bin and threshold method. In this
sample 100 ms-binned blink trace, there is one section from 22
to 35 s where there is a distinct mismatch between CPA and
binning and thresholding (Figure 3a). However, as the bin size
decreases from 100 to 50 ms (Figure 3b) and then to 10 ms
(Figure 3c) and 1 ms (Figure 3d), this discrepancy tends to
diminish. This section is most likely a “false off state”, arising
from averaging photons over a specific bin time and assuming
that the lowest intensity is an off state and anything above a set
threshold is an on state; i.e., when a threshold is set in QD9, the
22−35 s section will be considered an off state and the rest will
be considered on states. In comparison, CPA does not have
such a predetermined assumption, and although QD9 has two
intensities, the typical two level-assumption (on/off states only)

is not invoked and QD9 is found to have one on-state level, one
gray state, and no off state.
In contrast to the CPA method, avoiding the two-level

assumption when using a bin and threshold analysis proves to
be difficult. Decreasing the bin size provides the highest
resolution of time scales,10 but as bin size decreases it becomes
more challenging to distinguish levels in intensity histograms.
For instance, though the ratio between bright and gray state
intensity levels stays the same at 1.4 for the CPA method, it
becomes questionable where to set the threshold for bin sizes
of 10 and 1 ms (Figures 3c and 3d) in the bin and threshold
traces. A similar issue is encountered with increased bin sizes.
When the 100 ms intensity histograms of QDs 5, 8, 10, and 15
are compared to those obtained using the CPA method (Figure
S3), the bin and threshold histograms appear to have more than

Figure 3. Blink trace of QD9 with bin size (a) 100, (b) 50, (c) 10, and (d) 1 ms, where the red trace is the bin and threshold blink trace and the
black is the CPA trace, with the corresponding normalized intensity histograms for both methods. The CPA intensities are multiplied by the bin size
used in the bin and threshold method for more facile comparison.

Table 2. τc Values of Individual CPA Levels with Corresponding Intensity Counts Compared to the τc_comb Values from
Combined Levels and the Ratio, Δ, Equal to τc_comb/τc

a

6.8 nm QDs intensity (cps) τc (s) τc_comb (s) Δ 12 nm QDs intensity (cps) τc (s) τc_comb (s) Δ

1 on 997 1.1 (0.1) 9 on 1748 3.3 (2)
2 on 836 3.0 (0.2) 9 gray 2432 1.7 (0.2)
3 on 1234 0.8 (0.1) 10 on 2684 0.65 (0.06) 1.4 (0.3) 2.2 (0.2)
4 on 1096 2.0 (0.2) 10 gray 1571 1.4 (0.6) 1.0 (0.5)
5 on 2086 1.7 (0.3) 4.7 (0.9) 2.8 (0.3) 11 on 1153 8 (1) 17 (4) 2.1 (0.3)
5 gray 1259 2.2 (0.8) 2.1 (0.4) 12 on 2220 1.4 (0.2) 3.3 (0.4) 2.4 (0.2)
6 on 664 7 (1) 8 (1) 1.1 (0.2) 13 on 3452 0.5 (0.1) 0.62 (0.07) 1.2 (0.2)
7 on 791 10 (2) 16 (5) 1.6 (0.4) 14 on 4330 0.46 (0.08)
7 gray 414 1.3 (0.4) 12.3 (0.4) 14 gray 3420 0.27 (0.06)
8 on 1082 1.6 (0.3) 2.0 (0.2) 1.2 (0.2) 14 gray 2169 0.11 (0.02)
8 gray 797 0.5 (0.2) 4.0 (0.4) 15 on 1961 2.0 (0.2) 7 (1) 3.5 (0.2)
8 gray 450 1.5 (0.6) 1.3 (0.4) 15 gray 1411 0.5 (0.1) 14.0 (0.2)

15 gray 773 1.61 (0.04) 4.3 (0.1)
16 on 3525 0.13 (0.02) 10 (2) 76.9 (0.2)
16 gray 2858 0.30 (0.07) 33.3 (0.3)
16 gray 1917 0.21 (0.07) 47.6 (0.4)
17 on 2218 1.3 (0.2) 16 (2) 12.3 (0.2)
17 gray 1895 0.9 (0.2) 17.8 (0.2)

aThe CPA intensities are derived using the CPA cluster algorithm.7
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two intensity levels, presumably composed of multiple Gaussian
curves with maxima centered near the CPA intensity levels.
However, choosing the number of Gaussian curves the
histogram should be fit to is ambiguous, and thus both the
number and location of intensity levels cannot be reliably
obtained using this method. For these reasons, it is often
assumed that there are only two intensity levels, where the
lowest intensity is considered the off state and anything above is
considered an on state.
Because of the aforementioned challenges, we have taken a

closer look at QDs that displayed multiple intensity levels using
CPA; we explicitly evaluated the two-level assumption in the
absence of any preimposed time scale by utilizing the ability to
obtain probability distributions for each CPA intensity level.
For each multilevel QD, the τc values from the probability
distributions of individual CPA levels and the τc_comb values
from combining the gray and on-state probability distributions
are compared. For instance, QD15 has a total of four levels: an
on state, an off state, and two gray states. When the probability
distributions are fit for each individual level, the highest three
intensity levels of 1961, 1411, and 773 cps have corresponding
τc values of 2.0 (0.2), 0.5 (0.1), and 1.61 (0.04) s; however, if
we assume there is only one on-state level and combine the
individual probability distributions, the resulting truncation
time (τc_comb) increases to 7 (1) s. A general trend is apparent
that when a two-level assumption is made, the truncation time
tends to increase, with the actual magnitude of difference
depending on the particular QD. Table 2 summarizes the
τc_comb values from combined levels and the ratio Δ = (τc_comb/
τc), which is always ≥1. Figure 4 illustrates this trend, where the

black circles representing the τc_comb are consistently larger than
the red circles representing the τc values of the individual levels.
It should be noted that it is reasonable to observe a longer τc
when intensity levels are combined. As an example, within a 5 s
window containing two levels, one level may be 3 s in duration
and the other level 2 s; when these are combined into one level
with a 5 s duration, the probability distribution will contain
longer on-state durations and therefore a longer truncation
time.
Assuming that the bias arising from binning and thresholding

blink traces is largely eliminated with CPA, there still exists
uncertainty as to whether these multiple levels have real
physical origins, meaning they arise from different emissive
states. In order to evaluate such an issue, both the validity of the

CPA method with respect to detecting multiple levels and the
physical origin of these levels must be understood.
CPA uses an algorithm called Bayesian information criteria

(BIC) (also known as Schwartz’s criterion)7

= − − −n N N NBIC 2 (2 1) ln lnG G cp cp

to determine the number of levels, where Ncp is the number of
change points, N is the total number of photons, and G is the
log-likelihood, evaluating how accurately the nG or the number
of states represents the original data. The nG that gives the
maximum BIC value represents the most likely number of
levels that are contained in the trajectory. The performance of
BIC increases with the number of change points detected; for
instance, with 500 change points detected, the accuracy of CPA
exceeds 90%. However, the absolute value of the uncertainty
increases as the number of levels increases. As an illustration of
the effect of Ncp and number of levels on the accuracy (or
uncertainty), for trajectories with two levels the absolute
uncertainty is less than 3% when the Ncp is 50, and for those
with six levels the uncertainty is less than 5% when Ncp is 500.
The uncertainty is always less than 5% for the data reported
considering the Ncp detected in the 17 QDs (Table S3).
Despite this ability to quantify the absolute uncertainty, there

exists ambiguity in detecting all the change points due to the
choice of the correct parameters for the acceptable level of false
positives in hypothesis tests, as stated in the work of Houel et
al.9 and Watkins and Yang.7 False positives refer to the
detection of change points that do not correspond to real
states. An allowed value of false positives must be selected to
maximum the efficiency of detecting all change points while
minimizing the detection of false change points.9 In order to
address this issue, different values of allowed false positives are
input into the CPA analysis, and the reconstructed CPA blink
traces are cross-correlated to those obtained from a minimum
binning approach. This process is explained in detail in the
Supporting Information. Briefly, the minimum bin approach,
where there is at least one photon in each bin, is selected as it
gives the highest time resolution and widest range of time
scales, comparable to CPA.10 The two blink traces are cross-
correlated with a zero time delay, and a cross-correlation
coefficient is calculated. The highest cross-correlation coef-
ficient represents the closest match between the CPA blink
trace and minimal binning approach. In this study, we found
that the values 0.01 and 0.95 for detecting false change points
and the confidence interval, respectively, gave the largest cross-
correlation coefficient (Table S3). These values can be
interpreted as a 1% probability of detecting false change points
among a number of N detected change points and a 95%
confidence that the true change point lies in the calculated
confidence region. Different scenarios of these values for
various systems of number of photons detected and intensity
ratios between levels have been previously demonstrated.7

Having addressed the accuracy of the CPA method in
detecting multiple levels, possible explanations for the physical
origins of multiple intensity levels can be reviewed. Gray state
emission has been observed in several studies, although the
conclusions on what gives rise to an intermediate emissive level
have varied.4,16−19,22−25 Two early studies attributed the
appearance of a gray state in CdSe/CdS QDs to positive
trions created via electron ionization17 or electron surface
trapping,19 on the basis of the electron being delocalized across
the QD core and shell while the hole remains localized in the

Figure 4. Red circles represent the τc values of individual levels, and
black circles are the τc_comb values from combined levels. The error
bars represent the standard deviation.
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core. Conversely in the same material, Qin and Guyot-Sionnest
assigned the gray state to negative trions formed from hole
trapping to shallow surface states, based on the similarity
between the negative trion lifetime and the gray state lifetime.16

A later experiment measured blinking in CdSe/CdS seeded
rods with PbS tips that result in an engineered deep hole trap;
upon introduction of the deep hole trap, the appearance of gray
state emission at the expense of the on state was attributed to
negative trions.18

There are additional models that propose origins for gray
states that are not due to trions. For example, a charge-
tunneling and self-trapping (CTST) model recently proposed
by Osborne and Fisher provides an origin for the gray state that
is shell thickness dependent.25 In the CTST model framework,
the bright and gray states in thin-shelled QDs arise from
surface-charged ionized exciton states and mixed contributions
including the neutral, emissive core-exciton state, respectively.
With increasing shell thickness, the modulation depth between
the surface-charged states and the neutral emissive state
increases as the surface-charged exciton states become
quenched relative to the latter. As a result, the gray and bright
intensity levels become further separated and are more easily
resolved with increasing shell thickness. This finding is
consistent with the results presented here: all of the nine 12
nm QDs exhibited resolvable gray state emission while only
four out of eight of the 6.8 nm QDs did the same.
The multiple recombination center (MRC) model attributes

blinking to a fluctuating nonradiative rate. Specifically,
fluctuations are proposed to occur in the hole trapping rate
via surface quenching centers that can switch between active
(high hole trapping rate) and inactive (low hole trapping rate)
conformations; hole trapping to the recombination centers
(RC) is then followed by nonradiative recombination.21 The
MRC model can naturally predict a continuous distribution of
intensities, and an observation of increased gray states in thicker
shelled QDs could be expected. As the shell thickness is
increased, surface RCs are placed further away from the
localized hole in the QD core, which leads to a decrease in the
trapping strength of RCs in the active conformation. The MRC
model has been able to account for high, medium, and low
intensity levels in CdSe/CdS QDs through the combination of
one weak RC and a few strong RCs.4 It is reasonable to expect a
higher number of these weak RCs relative to strong ones as
shell thickness is increased, and thus one would expect, within
the MRC model framework, to observe more gray states in
thicker shelled QDs. The average number of emission states for
the 12 (1.3) nm QDs, 3.4, is indeed larger than that of the 6.8
(0.3) nm QDs, 2.6.
While the MRC result was obtained using a power spectral

density analysis, the previous referenced works relied on the bin
and threshold method. Gray state emission was observed in
binned intensity histograms with small bin sizes (<10 ms), with
the gray state peak vanishing when the binning time is
increased. However, even if gray states can be detected in
intensity histograms using small bin sizes, investigating their
kinetics remains very challenging since the gray state kinetics
may be unresolved from the on- or off-state kinetics depending
on the choice of bin and threshold. In addition, as was pointed
out previously, a statistically rigorous assignment of the number
and location of emissive states using the bin and threshold
method is ambiguous. While in previous experiments that
analyze gray states via the bin and threshold method, the gray
state probability distribution was found to follow exponential or

stretched exponential kinetics,16,18,19 in this CPA study, gray
states were observed to exhibit power-law kinetics similar to the
on and off states. As an accurate description on the origins of
gray states relies largely on the ability to fit probability
distributions while avoiding biases associated with binning and
thresholding, the CPA method offers a reliable and robust
means to detecting and elucidating the kinetics of gray state
emission in single QDs.

■ CONCLUSION
In this study, we have used change point analysis to study the
biases associated with analyzing the kinetics of quantum dot
blinking. It is a commonly used assumption that there is one on
and one off state when using the bin and threshold method.
Using CPA, we have identified that in most QDs studied here,
there are more than just one on and one off state, prompting us
to re-evaluate the two-level assumption. We found that the
truncation time (τc) from the probability distributions of
individual levels is significantly different compared to the τc
obtained using the two-level assumption. The performance and
validity of the CPA method are evaluated, and the physical
origins of gray state emission are discussed. In the QDs
investigated in this work, we found that the two-level
assumption was not valid, and multilevel emission could be
more accurately studied using the CPA method in place of the
more traditional bin and threshold method.
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