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The practice of science was not itself a science; it was an art, to be passed from master to 

apprentice as the art of painting is passed or the skills and traditions of the law or of medicine 

are passed. You could not learn the law from books and classes alone. You could not learn 

medicine. No more could you learn science, because nothing in science ever quite fits; no 

experiment is ever final proof; everything is simplified and approximate. 

 

– Richard Rhodes, The Making of the Atomic Bomb  
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The thermal conductivity of liquids is an integral part of the thermal design for 

future clean energy sources that can provide higher temperature heat and higher 

thermodynamic efficiencies. Molten salts and molten metals are leading candidates for heat-

transfer fluids in next-generation concentrated solar power and nuclear plants, which can 

provide both clean electricity and industrial heat. However, the thermal conductivity of 

liquids at high temperature is not well understood since there is no well-established model 

for liquid thermal conductivity and because errors from convection, radiation, and 
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corrosion have created a large spread in experimental data at high temperatures. In Chapter 

1, I review the various steady-state, time-domain, and frequency-domain experimental 

techniques used to measure liquid thermal conductivity at high temperature, as well as the 

various modified-gas and quasi-crystalline models of liquid thermal conductivity – rather 

than providing exhaustive lists of all previous methods, I provide frameworks for 

understanding the diverse approaches for measuring and modeling liquid thermal 

conductivity. In Chapter 2, I formulate a new phonon gas model for liquid thermal 

conductivity, which can accurately calculate the thermal conductivity of dense, strongly-

interacting liquids like water and molten nitrate salts. The model is able to match reliable 

experimental results, explain the mechanism of heat conduction in certain liquids, and 

encapsulate previous quasi-crystalline models that took slightly different forms depending 

on which liquids they were formulated for. In Chapter 3, I present a newly developed 

frequency-domain hot-wire measurement technique – designed specifically to measure the 

thermal conductivity of high temperature liquids and minimize errors from convection, 

radiation, and corrosion. Using frequency-domain measurements, I show that the thermal 

conductivity of molten nitrate salts is ~15% higher than the current reference value. In 

Chapter 4, I use frequency-domain measurements and various models to better understand 

ionic liquid thermal conductivity, which have elements of both molten salts and long 

molecular chained liquids.  And in Chapter 5, I provide a brief outlook on future research 

directions for enhancing the effective thermal conductivity of high-temperature liquids for 

clean energy applications
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Chapter 1. High temperature liquid thermal conductivity: a review of 

measurement techniques, theoretical understanding, and energy 

applications 

 

Clean energy sources must supplant the fossil fuels that have driven electricity 

generation and ignited industrial heat for the past century. Solar thermal energy and advanced 

nuclear reactors are clean energy sources that can provide electricity to the grid and high quality 

heat for industrial processes.1 They are being designed to provide heat at temperatures above 

600°C to unlock the supercritical CO2 Brayton cycle that is 1/10th the cost and 1/10th the volume 

of the conventional steam Rankine cycle2, as well as provide the high temperatures required for 

industrial chemical reactions and manufacturing processes3. Operating at temperatures above 

600°C will require heat transfer fluids that are stable at high temperature with low vapor 

pressure.  

Molten salts and molten metals are prime heat transfer fluids for next-generation, high-

temperature energy applications, and their thermal conductivity is critical for designing and 

modeling systems that will use them to transport and store heat. However, it is difficult to 

accurately measure molten salt and molten metal thermal conductivity due to errors from 

convection, radiation, and corrosion that become magnified at higher temperatures; there is a 

large spread in experimental values for molten salts (275% spread in sodium chloride data) and 

metals (70% spread in molten iron data) – see Figure 1.2. Such widely varying experimental 

results and opposite temperature dependent trends in liquid thermal conductivity data have led 

to general confusion when trying to interpret and explain experimental measurements. 
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In addition, models of liquid thermal conductivity are not as well understood as gas or 

solid thermal conductivity. There are numerous models for explaining how heat conducts in 

liquids, ranging from modified kinetic gas to quasi-crystalline models that result in analytical 

equations that can calculate liquid thermal conductivity. But none are successful in capturing 

the wide ranging behavior of liquids with different intermolecular interactions4. Due to the 

shortcomings of analytical models for liquids, molecular dynamics has been used extensively to 

model liquids and their thermal conductivity. 

In this chapter, we will first review high temperature experimental data of liquid thermal 

conductivity and discuss the various measurement techniques – steady state, time domain, and 

frequency domain – used to acquire liquid thermal conductivity data and examine how they 

have been modified to operate and reduce errors at high temperature. Then, we will compare 

the success of analytical and computational models in matching the best available experimental 

thermal conductivity data. Last, we provide an outlook of current trends and future research 

areas in high temperature liquids for next generation energy applications: engineering liquids 

with nanofluids to increase their heat capacity and thermal conductivity; materials and 

mechanical engineering challenges in harnessing high temperature liquids for energy storage and 

transport; and open experimental and theoretical problems in liquid heat transport. The 1964 

state of the art in liquid thermal conductivity measurements and models was very well reviewed 

by McLaughlin5; here, we aim to highlight recent developments in high temperature liquid 

measurements and liquid thermal conductivity modeling, and put them in context with previous 

work. 
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1.1 Experimental techniques for measuring liquid thermal conductivity 

Accurate thermal conductivity data for high temperature fluids is critical for designing 

next-generation energy systems and for testing liquid thermal conductivity theories. Figure 1.1a 

shows reference values for absolute liquid thermal conductivity drawn as lines – there is great 

diversity in liquid thermal conductivity that spans 4 orders of magnitude from 0.01 Wm-1K-1 to 

100 Wm-1K-1 between 50 K to 2000 K. The general behavior of liquids is summarized by 

normalizing thermal conductivity by the highest value in the liquid’s temperature range (from 

the melting point to boiling point/the maximum temperature measured) in Figure 1.2. Thermal 

conductivity drops as temperature increases for many liquids (e.g. Ar, CH4, N2, and molten 

salts); but the trend is the opposite for many molten metals and water, which increase in thermal 

conductivity as temperature increases. 

 

Figure 1.1. Liquid thermal conductivity of various liquids. Reference values are shown for O2, 
N2, Ar, Kr, Xe, CH4, C4H10, C8H18, CH3OH, H2S, and H2O from NIST Fluids database6; NaNO3 
and KNO3 from Zhao et al.7; LiCl, NaCl, KCl from Chliatzou et al.8; LiF, NaF, and KF from 
Gheribi et al.9; Li, Na, and K from Agazhanov et al.10; Cu, Ga, Fe, Pb, and Sn from Assael et 
al.11; and Si from Assael et al.12 



4	
	

 

 

Figure 1.2. Normalized thermal conductivity of liquids with various interaction energies from 
their melting point to their boiling point or highest available temperature.  
 

The lines drawn by the reference values in Figure 1.1 and 1.2, however, hide variations 

between liquid thermal conductivity measurements that can significantly exceed 25% from the 

lowest measured thermal conductivity value, shown in Figure 1.3 – the percent spread is 

calculated as the difference between the highest and lowest measured thermal conductivity, 

divided by the lowest. If the heat transfer fluid’s thermal conductivity is 25% lower than 

reported, the ideal area of the heat exchanger could be 16% larger with ramifications on the 

capital and operational cost of the exchanger.13 In Figure 1.3, triangles are data from steady-

state measurements, circles are from time-domain techniques, and diamonds are from 

frequency-domain measurements; solid lines show reference values used to draw Figure 1; and 

the lighter the color, the earlier the measurement was performed. 
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Figure 1.3. Spread in high temperature thermal conductivity measurements of a) molten 
sodium chloride adapted from Chliatzou et al.8, and b) molten iron adapted from Assael et al.11  
 

Further, early steady-state thermal conductivity experiments for the Molten Salt Reactor 

Experiment at Oak Ridge National Lab had significant errors from convection, and the 

measured thermal conductivity was 4 times higher than the reference value currently used – 

these experimental errors led to a significantly lower heat flux from the reactor than expected, 

which led to the incorrect conclusion that a thermally insulating film from fluoride corrosion 

was formed on the heat exchanger14. Fluoride corrosion studies in the following years found no 

films on metal surfaces, and the errors in thermal conductivity measurements were the root of 

the problem. 

When there is such a large spread in experimental data, the natural questions arise – 

which measurements are the most accurate and what is the true thermal conductivity of these 

liquids? To get a better handle of the extensive experimental data, we briefly review the different 

measurement techniques, their underlying assumptions and equations, and strategies to 
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minimize error from corrosion, convection, and radiation that become more significant as 

temperature increases. 

Liquid thermal conductivity measurement techniques can be grouped into 3 categories 

shown in Table 1.1: steady-state, time-domain, and frequency-domain. All measurement 

techniques aim to find a liquid’s thermal conductivity, 𝜅	[𝑊𝑚-.𝐾-.], which determines the 

conductive heat flux through a liquid, �̇�	[𝑊𝑚-3] , in response to a temperature gradient, 

∇T	[𝐾𝑚-.]: 

 �̇� = −𝜅∇T (1.1) 

This is Fourier’s law, which lays the foundation for the study of heat transfer, and when 

combined with the conservation of energy leads to the heat equation for stationary liquids, 

assuming a stationary liquid and constant pressure: 

 𝑑𝑇
𝑑𝑡 =

𝜅∇3𝑇
𝜌𝐶<

 (1.2) 

where =>
=?

 is the change in temperature from a change in time, 𝜌 is the density, and 𝐶< is the 

specific heat at constant pressure.  
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Table 1.1. Comparison of high-temperature liquid thermal conductivity measurement 
techniques.  

Category Technique Strengths Challenges 

 
 

Steady State 
 
 

 
Parallel Plate15–17 
 Simple way to implement 

and understand Fourier’s 
Law 

• Long 
measurement time 

• Large gap sizes 
lead to convection 

 
Concentric Cylinder18,19 
 

Time Domain 

Transient Hot Wire20,21 Standard measurement 
technique for liquids 

• Fragile wire 
• Data truncation 

needed to remove 
errors from 
convection 

Laser Flash22,23 
High temperature sample 
not in contact with heating 
source or detector 

• Expensive laser 
heater and 
temperature 
detector 

• Nonuniform liquid 
sample thickness 
in holder 

• Thick samples lead 
to convection 

Frequency 
Domain 

3𝜔 Hot Wire7,24 

• Probed volume 
less than 1	𝜇𝐿 to 
minimize 
convection 

• No data 
truncation 
required 

• Fragile wire 
• Long 

measurement 
times 

Optical Techniques: 
• Modulated 

Photothermal 
Radiometry25,26 

• Electromagnetic 
Levitation27,28 

• Non-contact 
measurement to 
heat and probe 
sample 

• Small sample 
volume probed to 
minimize 
convection 

• Expensive laser 
heater and 
temperature 
detector 

• Long 
measurement 
times 

 

Table 1.1 provides a list of common measurement techniques for high temperature 

liquid thermal conductivity based on our experience in reviewing the literature. It is not an 

exhaustive list of all previous techniques. There are, however, common challenges faced by 
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every high temperature thermal conductivity measurement technique that are the prime suspects 

for experimental error that has led to the spread in experimental data in Figure 1.3: convection, 

radiation, and corrosion. Recently, de Castro & Lourenço29 also reviewed molten salt thermal 

conductivity measurement techniques and what adjustments need to be made at high 

temperature – in this review we want to highlight the recent developments in frequency-domain 

measurements. 

The purity of the samples is also a significant source of error; purification techniques 

for molten salts and metals, as well as methods of measuring their purity, deserve their own 

review. There has been a recent push to report purity level since the manufacturer’s purity level 

usually does not match measurements of purity upon arrival. Reference correlations of high 

temperature liquid thermal conductivity, which compile and sift through all previous 

measurements, exclude experiments from the primary data set used to draw the reference values 

that do not report their sample’s purity. Further, removing water impurities in chloride salts has 

been shown to prevent hydrochloric acid formation that is a major source of corrosion30. And 

pure samples are essential to compare results across different data sets – there are ongoing 

round robin tests to measure the thermophysical properties of molten FLiNaK and NaCl-KCl 

salts, using the same source of well-purified and characterized salt samples, from the Molten 

Salt Thermal Properties Working Group with participation from national labs, universities, and 

companies that work with molten salts.  

 

1.2 Experimental error at high temperature 

Natural convection arises from a temperature gradient within a liquid that leads to a 

density gradient and a buoyancy force that drives bulk liquid motion. This hot liquid movement 
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can obscure a liquid’s inherent thermal conductivity. Convection is limited in steady-state 

measurements by reducing the gap size and temperature difference between the heat source and 

heat sink; in time-domain measurements, once heat is applied to the sample, the measurement 

time window is truncated to remove the onset of convection; in frequency-domain 

measurements, the frequency of the modulated heat source keeps the thermal penetration depth 

within the no-slip boundary to remove convection. The Rayleigh number, 𝑅𝑎, can be used to 

determine what experimental conditions can lead to the onset of natural convection: 

 
𝑅𝑎 = 𝐺𝑟 × 𝑃𝑟 =

𝑑I𝑔𝛼Δ𝑇𝜌3

𝜂3 ×
𝜂𝐶<
𝜅  (1.3) 

Where 𝐺𝑟 is the Grashof number, 𝑃𝑟 is the Prandtl number, 𝑑 is the thickness of the liquid 

layer, 𝑔 is the acceleration due to gravity, 𝛼 is the liquid’s thermal expansion coefficient, Δ𝑇 is 

the temperature difference across the liquid, 𝜌 is the liquid density, 𝜂 is the liquid viscosity, 𝐶< 

is the liquid’s specific heat, and 𝜅 is the liquid thermal conductivity. Rayleigh numbers below 

1000 are demonstrated to be the conduction regime where conductive heat transfer is the 

predominant heat transfer mechanism – the governing equations of conduction and natural 

convection are derived and discussed by Kakaç & Yener31. Specific strategies to minimize 

convection will be discussed in the following sections. 

 Blackbody radiation leads to heat transfer between any objects at different temperatures 

according to 

 �̇�MN= = 𝐴PQMRNST𝜎VW𝜀(𝑇.Z − 𝑇3Z) (1.4) 

where 𝐴PQMRNST  is the surface area in contact with the liquid, 	𝜎VW  is the Stefan-Boltzmann 

constant,  𝑇.	and 𝑇3 are the temperature of the hot and cold side of the system, and 𝜀 is the 

emissivity of the hot side solid. Increasing the temperature difference and exposed surface area 
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increases radiation. Generally, to minimize error from radiation, the emissivity of the solid 

should be low and temperature differences between surfaces should be small (same for 

minimizing convection). It is helpful to be conservative and assume blackbody radiation (𝜀 =

1) to check the maximal radiative heat loss. To quantify the error from radiation, the ratio of 

heat fluxes due to radiation and conduction, \̇]^_
\̇`ab_

, can be calculated and it should be kept below 

0.01 to ensure radiation is negligible. Radiation can be accounted for in the thermal model for 

any measurement technique, but it is more difficult to solve the differential equation analytically 

– so a check is usually done to ensure the radiative heat flux is less than 1% of conductive heat 

flux.  

Corrosion is magnified at high temperature and can damage the sensors, degrade the 

sample holder, and alter the composition of the liquid sample. The ramifications of corrosion 

on the sample’s thermal conductivity is not as easy to quantify as convection and radiation. For 

measurement techniques that use sensors immersed in the liquid sample, the main strategy is to 

coat the sensor with a robust ceramic film – borides, carbides, nitrides, and oxides can be chosen 

to be more chemically stable in the molten sample or match the thermal expansion coefficient 

of the sensor to prevent cracking upon heating and cooling cycles. Coatings may still react with 

the molten sample, but the kinetics can be slow enough so that the sensor can survive long 

enough to perform the measurement without significant degradation. The thickness in the 

coating has to be included in the thermal model along with the uncertainty in thickness due to 

potential corrosion – measuring the change in coating thickness before and after a measurement 

will show how stable the coating is in a sample, and also provides the error in coating thickness 

to propagate. It takes significant work to develop a proper coating to survive in molten samples 

and perform sensitive thermal conductivity measurements, so there have been several non-
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contact techniques developed to use laser heating and infrared detectors/pyrometers to probe 

the temperature response of the molten sample without being in contact with the corrosive 

sample. The sample holder in these ‘non-contact’ measurements, however, are still in contact 

with the liquid, and they must be properly chosen so that the liquid properly wets the surface to 

form a uniform liquid layer, without balling up or wicking up the walls of the holder. 

Now, we provide a brief overview of how the most popular steady-state, time-domain, 

and frequency-domain techniques in Table 1.1 measure thermal conductivity of high 

temperature liquids, as well as their basic approach to minimizing errors from convection, 

radiation, and corrosion. 

 

1.3 Steady-state measurements 

Steady state measurements of thermal conductivity are relatively straightforward to 

understand and implement (see Figure 1.4). A known heat flux, �̇�, is applied to a liquid with a 

known thickness, 𝑑, until there is until a steady-state temperature difference, ∆𝑇, is reached 

across the liquid sample, between the heater and the heat sink. For steady state measurements, 

Equation 1.2 is simplified to  

 𝜅∇3𝑇 = 0 (1.5) 

Solving for the liquid thermal conductivity results in different solutions depending on the liquid 

sample geometry. For a liquid sandwiched between parallel plates with a surface area of 𝐴, a 

heat flux is applied onto the top plate, diffusing heat through the liquid, and ultimately increasing 

the temperature of the back plate, resulting in a temperature difference between the top and 

bottom plate,	∆𝑇. Thus, the liquid’s thermal conductivity can be found using 
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𝜅 =

�̇� ∙ 𝑑
𝐴 ∙ ∆𝑇 (1.6) 

 

For further reading, Le Neindre et al.15 provide in depth experimental details for how to build a 

steady state parallel plate measurement system, Wang et al.16 review how the parallel plate 

method has been used to measure nanofluids, Santini et al.17 describe their high temperature 

parallel plate setup to measure molten salts, and Cooke32 reports the development of a variable 

gap measurement setup for molten fluorides at Oak Ridge National Laboratory. 

The steady state concentric cylinder method (also referred to as the coaxial cylinder 

method), is more common than the steady state parallel plate method to measure liquid thermal 

conductivity. A liquid is loaded within the gap between two cylinders, and a heat flux is applied 

along the length of the inner cylinder,	𝑙, with an inner radius of 𝑟. to conduct heat through the 

liquid sample. After the temperature of the system stabilizes, the steady state temperature 

difference is measured between the inner cylinder and the outer cylinder with radius 𝑟3, and the 

thermal conductivity of the liquid is given by 

 
𝜅 =

�̇� ∙ ln	(𝑟3 𝑟.h )
2𝜋𝑙∆𝑇  

(1.7) 

 

Le Neindre et al.15, again, provide great experimental details for how to build a steady state 

concentric cylinder measurement system; Tufeu et al.19 report their concentric cylinder setup 

and method for molten salts; and Sklyarchuk & Plevachuk33 show their concentric cylinder setup 

for molten metals and semiconductors. 
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Figure 1.4. a) Schematic of steady-state parallel plates adapted from Wang et al.16 and b) 
concentric cylinders adapted from Kurt & Kayfeci34. 

 

Despite the straightforward theory behind steady state measurements, the data varies 

widely between measurements and does not match results from more reliable and accurate 

measurement techniques. Zhao et al.35 and Chliatzou et al.8 discuss the potential sources of error 

in steady state measurements: natural convection within the liquid and radiation losses that lead 

to systematic errors for many early steady state measurements. To minimize errors due to 

convection in steady-state measurements, a general rule of thumb is to keep the gap’s distance, 

where the fluid sample is encased, below 200 microns to minimize the temperature and density 

gradient in the liquid and suppress natural convection. However, this small 200-micron distance 

in the gap size, as well as how parallel the plates and concentric cylinders are aligned, are other 

potential sources for error to propagate to the measured thermal conductivity. The standard 

checks must be made to ensure convection is negligible: McLaughlin5 provides a discussion of 

keeping the Rayleigh number below 1000 in steady-state concentric cylinder measurements to 
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prevent the onset of convection, and heat flux from radiation should be shown to be less than 

1% compared to conductive heat flux for any steady-state measurement. 

 

1.4 Time domain measurements 

1.4 a) Transient hot-wire 

Transient hot-wire provides a more reliable technique to measure thermal conductivity 

than steady-state setups, and it has become the standard liquid thermal conductivity 

measurement technique. While the fundamental concept of applying a heat flux and measuring 

the temperature response of the material is the same, the transient hot wire test takes a 

significantly shorter time to complete than a steady state measurement. A thin metallic wire, 

usually platinum, is used as a heater and as a temperature sensor. Direct current is applied to the 

platinum wire, which heats the wire and the surrounding fluid. The temperature versus time 

data is measured and fit to a thermal model, which describes the time dependent temperature 

rise surrounding the hot-wire sensor. The thermal model is a solution to Equation 1.2, given 

the initial and boundary conditions of a hot-wire, and provides the temperature as a function of 

radial distance and time 

 
𝑇(𝑟, 𝑡) =

−�̇�/𝑙
4𝜋𝜅

n𝐸𝑖 q
−𝑟3𝜌𝐶<
4𝜅 rs (1.8) 

where �̇�/𝑙 is the heat conducted into the liquid sample from the length of the wire, and 𝐸𝑖(−𝑥) 

is the exponential integral that can be Taylor expanded as  

 
𝑇(𝑟, 𝑡) =

−�̇�/𝑙
4𝜋𝜅

n𝑙𝑛𝑡 + 𝑙𝑛
4𝜅

𝑟𝜌𝐶<𝛾
+
𝑟3𝜌𝐶<
4𝜅 +⋯s (1.9) 

where 𝛾 is Euler’s constant. Finally, using the measured transient temperature rise will provide 

the liquid’s thermal conductivity: 
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𝑇(𝑟, 𝑡3) − 𝑇(𝑟, 𝑡.) ≈

�̇�/𝑙
4𝜋𝜅 𝑙𝑛

𝑡3
𝑡.

 (10a) 

𝜅 =
�̇�/𝑙
4𝜋

𝑑𝑇
𝑑𝑙𝑛𝑡 

(10b) 

 

 
Figure 1.5. a) Schematic of transient hot-wire test setup adapted from Yamasue et al.36 and b) 
experimental data and model fit of transient hot-wire measurement from Antoniadis et al.37 in 
water.  
 

To deal with high temperature corrosive and conductive environments, various coating 

strategies have been implemented to protect the sensor and prevent current leakage into 

conductive molten salt and metal samples. Nagasaka & Nagashima38 first provided a method 

for coating the platinum wire with polyester to measure sodium chloride solutions up to 150°C 

and updated Equation 1.8 to account for the new coating layer. To provide a high temperature 

coating for molten salt and metal measurements, tantalum-oxide has been deposited on the hot-

wire sensor electrochemically39, silicon-oxide deposited by dipping the sensor in a silica slurry 

and sintering40, glass capillaries filled with liquid mercury probes41, amongst many thin film 

coating techniques. 
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Errors from convection are still present in transient hot-wire, but they are accounted 

for in a more complex thermal model and by only using data before the onset of convection. 

Removing other errors from transient hot-wire measurements, such as end effects in the wire 

and radiation, are discussed in detail by Wakeham et al.21 But still, transient hot wire 

measurement requires only fitting a small window in time of experimental data to prevent 

probing the heat capacity of the wire at very short times and natural convection and the sample’s 

environment (sample holder, heating element, etc.) at long times – choosing the experimental 

window will affect the measured thermal conductivity42.  

Related time-domain techniques to transient hot-wire include the transient plane (aka 

hot-disc) and temperature wave methods. The transient plane method uses a resistive heating 

element in the shape of a plate or disc, made from a metal foil or a deposited thin film, which 

also acts as a temperature sensor. Similar to transient hot-wire, the hot plane heats the liquid 

sample and measures the temperature response versus time and finds the thermal conductivity 

of the liquid using a different thermal model for the different geometry.43 The temperature wave 

technique uses a heat pulse at the center of a sample holder, and a temperature sensor at a set 

distance away from the heat source measures the time between the pulse and the sensor to find 

thermal conductivity11. 

 

1.4 b) Laser flash 

The laser flash method utilizes a short high-intensity pulse of energy, usually from a 

laser or flash lamp, to heat a liquid sample, sandwiched in a container between two transducer 

surfaces with well-defined geometry, light absorption, and emissivity. After a known heat flux 

hits the first transducer, heat transfers through the liquid sample, and the time domain 



17	
	

temperature response, on the back side of the liquid cell, is measured using an infrared detector, 

pyranometer, or thermocouple.44 Tada et al.22,45 provide the details for laser flash’s initial and 

boundary conditions, and solve Equation 1.2 to provide temperature of each layer in the liquid 

cell (shown in Figure 1.6) as a function of time: 

𝑇(𝑥, 𝑡)
𝑇z

= exp(ℎ3𝑡)𝑒𝑟𝑓𝑐(ℎ𝑡
.
3) (1.11a) 

 

ℎ =
(𝜅3𝜌3𝐶<,3)./3

𝜌.𝐶<,.𝑥
+
(𝜅I𝜌I𝐶<,I)./3

𝜌.𝐶<,.𝑥
 (1.11b) 

 

There is a clear advantage for the heating source and the infrared detector to not be in 

physical contact with the high temperature, potentially corrosive and reactive liquid, whereas 

suspended hot-wire probes must be built to prevent current leakage and survive extreme 

conditions. The time to run a laser flash measurement is also comparable to the transient hot 

wire technique, with a flash shot and measurement occurring in less than a second (after the 

temperature of the system stabilizes), far shorter than steady state measurements.  

The main drawback to the laser flash method, while short in duration, is that liquid 

sample are usually too thick to minimize convection. The liquid sample holders for laser flash 

usually contain a disc/film of liquid more than ~1mm thick, whereas steady-state and transient 

hot-wire measurements keep the probed liquid thickness below ~0.2 mm to suppress 

convection in the liquid. The error from convection influences the measured thermal 

conductivity of molten salts rather than molten metals – natural convection in a molten metal 

will not significantly change the effective thermal conductivity since the intrinsic electron 

dominated thermal conductivity is so high, but since the thermal conductivity of molten salts 

are orders of magnitude lower, natural convection can be comparable to conduction. 
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Adjustments to the thermal model and Equation 1.11 also have to be made to deal with heat 

transfer from radiation that will affect the effective thermal conductivity, which is discussed by 

Srinivasan et al.23 

Another practical difficultly in laser flash measurements, is to keep a uniform transducer 

layer and a uniform liquid throughout the high temperature measurements. Different liquids 

will wet the sample holder/transducer materials differently, and they may ball up or wick up the 

sides of the sample holder depending on the surface energy – many molten salts and molten 

metals bead up on graphite, so require platinum holders. There are also difficulties with 

evaporation changing the liquid thickness during the measurement – molten chlorides seem to 

have this issue more than molten nitrates, despite their strong ionic interaction energy. 

Experimental details for laser flash measurements of high temperature molten metals are 

discussed by Nishi et al.46 and Agazhanov et al.10  

 

Figure 1.6. a) Schematic of laser flash setup adapted from Srinivasan et al.23 and b) measured 
data and model adapted from Tada et al.22 
 

 Close relatives to laser flash are forced Rayleigh scattering and transient grating, which 

also use lasers to heat a sample and then measure the exponential decay in temperature as a 
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function of time. But rather than simply heating the sample as in laser flash, they both split the 

heating laser beam in two, and then cross them inside the liquid sample to create an interference 

pattern, with a sinusoidal temperature and density distribution induced by laser heating. Dyes 

are used to absorb the laser light and increase the sample temperature. The temperature then 

decays exponentially and can be measured as a function of time with a probe laser or 

thermocouple, and the time constant of the decay is used to extract the liquid’s thermal 

conductivity. Forced Rayleigh scattering measurements of molten chloride salts is described by 

Nagasaka et al.47,48 and transient grating measurements of ionic liquids are described by Frez et 

al.49  

 

1.5 Frequency domain measurements 

1.5 a) 3-Omega hot-wire 

Frequency-domain hot-wire measurements are similar to transient hot-wire, but instead 

of a DC current, they use an AC current at 1𝜔 to heat the platinum wire sensor and liquid 

sample. Joule heating in the wire is proportional to the current squared and leads to a 

temperature fluctuation of the wire and liquid sample at a frequency of 2𝜔. The oscillating 

temperature in the sample leads to a proportional oscillation in the sensor’s resistance 2𝜔. 

Finally, the voltage of the wire, which oscillates at a frequency 3 times the input frequency – 

hence the name 3𝜔 – is measured with a lock-in amplifier. 3𝜔 was originally developed to 

measure the thermal conductivity of solids over wide temperature ranges and remove errors 

inherent to time-domain measurements, such as data truncation to remove self-heating of the 

sensor at short times and convection and environmental errors at long times. There has been 

significant work to develop 3𝜔 to measure liquids50–57 that is able to minimize error from 
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convection by controlling the thermal penetration depth and keeping the probed sample volume 

below 1µL. However, many previous	3𝜔 measurements of liquids used sensors deposited on a 

solid substrate, which led to parasitic heat loss into the solid, or used incomplete thermal models 

that assumed an infinitely long wire that led to inaccurate results.  

These difficulties were well discussed by Wingert et al.24 and overcome through their 

full thermal model and solution to Equation 1.2 , which provides the average temperature rise 

of a finite-length wire (length, 𝐿, and radius, 𝑟z) from an input electrical heating power (𝑃���V =

𝐼�3𝑅, with wire electrical resistance 𝑅) of varying frequency (𝑓 = 𝜔/2𝜋) given by: 

 

𝑇�3�,N�� ≅ ∑ �<����
��M�����(3�-.)����

�1 + �����
����

� � .
��-��

� �� �(��M�)-�¡�(��M�)
 �(��M�)

¢£¤
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where𝐼 (𝑥) and 𝐾 (𝑥) are the 𝑗?±  order modified Bessel functions of the 1st and 2nd kind, 

respectively; 𝜅ª is thermal conductivity and 𝜌ª𝐶ª is volumetric heat capacity of layer N; the 

subscripts 𝑁 = 0, 1, and 2 represent the platinum, ceramic coating, and the surrounding liquid 
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sample, respectively; ℛz,. and ℛ.,3 are the interfacial thermal resistances between the wire-

coating and coating-sample interfaces, respectively. The model includes an electrically insulating 

coating layer, with thickness 𝑑 = 𝑟. − 𝑟z, that are critical for measuring electrically conducting 

samples. Joule heating the platinum hot-wire leads to a radial thermal penetration depth into the 

sample, which is inversely proportional to heating frequency described by Δ³,ª =

´𝜅ª 4𝜋𝑓𝜌ª𝐶ª⁄ .  

 This work made high temperature measurements feasible by allowing small sample sizes 

that are easier to keep at a uniform temperature, while rejecting ambient temperature 

fluctuations from the heater and environment, and also utilizing 4 orders of magnitude in 

varying input frequencies (1, 10, 100, and 1000 Hz) without arbitrary data truncation. Figure 

1.7 a) shows the schematic setup of the sensor suspended in the liquid, and Figure 1.7 b) plots 

the measured frequency-dependent temperature rise in argon compared to various thermal 

model solutions that use hot-wire geometry and thermal properties of argon without data fitting 

– demonstrating the importance of using the newly developed finite length model rather than 

infinite length model to fit measured data from liquid’s with unknown thermal conductivity. I 

will discuss the full details for calculating the wire temperature (Eq. 1.12), extracting the liquid 

sample’s thermal conductivity, and show that convection, radiation, and convection are 

negligible in measurements of molten salts in Chapter 3 and ionic liquids in Chapter 4. 
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Figure 1.7. a) Schematic of hot-wire 3-Omega sensor, and b) frequency-domain experimental 
data of argon with various thermal models from Wingert et al.24 Reprinted with permission from 
AIP Publishing. 
 
 

1.5 b) Frequency-domain optical measurements 

Similar to time-domain laser flash, frequency-domain optical measurements of liquid 

thermal conductivity use lasers to heat the liquid sample; rather than measuring the temperature 

response from laser heating as a function of time, the temperature response of the liquid sample 

is measured as a function of the input laser frequency. The intensity of the laser is modulated 

to a specific frequency that can control the thermal penetration depth into the liquid sample to 

remove error from convection, similar to 3𝜔 hot-wire measurements. Modulated Photothermal 

Radiometry and Electromagnetic Levitation are examples of frequency-domain, non-contact, 

optical measurements of liquid thermal conductivity. 

 Modulated Photothermal Radiometry has recently been adapted by Zeng et al. for 

measuring high temperature solids25, as well as flowing liquids26. It uses a laser to heat a 
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transducer in contact with a sample at varying frequencies, and an infrared detector measures 

the frequency-dependent temperature response of the system. Unpublished measurements of 

molten nitrate salts and molten sulfur using Modulated Photothermal Radiometry, match 3𝜔 

hot-wire measurements and provide promising support for frequency-domain measurements 

for high temperature liquids. 

Electromagnetic Levitation uses a laser to heat the liquid sample, a pyrometer to 

measure the resulting temperature rise, and an electromagnetic field to suspend the liquid sample 

to remove any physical contact with a sample holder or transducer and prevents corrosion at 

high temperature (see Figure 1.8a), and it also uses periodic laser heating to measure the 

frequency domain response and ultimately the liquid’s thermal conductivity (see Figure 1.8b). 

The phase lag, 𝜙 , between the oscillating laser heating and the measured temperature 

fluctuations, is measured as a function of the input laser frequency. Then a numerical solution 

to the thermal model for a suspended sphere (Eq. 1.2) is found by finite element analysis to 

give the phase lag 𝜙 with the parameter 𝜅 fit to the measured data. The following boundary 

conditions of the laser irradiated area (Eq. 1.13a), non-irradiated area (Eq. 1.13b), and center 

line of the suspended liquid spherical sample (Eq. 1.13c) are used: 

−𝜅
𝑑𝑇
𝑑𝑛 = 𝜎VW𝜀(𝑇Z − 𝑇N·Z ) −

2𝑃(𝑡)
𝜋𝑟NPTM3 𝑒𝑥𝑝 ¹

2𝑅3𝑠𝑖𝑛3𝜃
𝑟NPTM3 ¼ × (−𝑛 ∙ 𝑒¸NPTM) 

(1.13a) 

 

−𝜅
𝑑𝑇
𝑑𝑛 = 𝜎VW𝜀(𝑇Z − 𝑇N·Z ) (1.13b) 

 

−𝜅
𝑑𝑇
𝑑𝜃 = 0 (1.13c) 
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where 𝑛 is the normal unit vector, 𝑟 NPTM is the radius of the laser, 𝑒¸NPTM is the unit vector of 

the laser, 𝑇N· is the ambient temperature.  

There are potential errors from convection – the standard temperature differences that 

lead to natural convection, as well as induced by electromagnetic forces – but there has been 

work to show convection is suppressed in magnetic fields greater than 2 Tesla27.  

 

 
Figure 1.8. a) Schematic of electromagnetic levitation and b) measured data adapted from 
Kobatake et al.27 
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1.6 Theoretical models of liquid thermal conductivity 

Analytical equations and molecular dynamics simulations can have explanatory and 

predictive power for how a liquid’s thermal conductivity will behave from a change in its 

temperature, pressure, or chemical composition. High temperature liquid thermal conductivity 

measurements are difficult, and useful experimental data for many potential engineering 

conditions are not available. Thus, it is desirable to have models of liquid thermal conductivity 

that closely match reliable experimental data and have predictive power for liquid thermal 

conductivity in conditions that have not yet been experimentally tested. In the following 

sections, we provide a framework for understanding liquids through their intermolecular forces 

and structure that will provide insights into why certain models work well for specific liquids 

and not others. Then, we review analytical equations – modified kinetic gas theory, quasi-

crystalline, and electron models – and examine how well they capture thermal conductivity. Last, 

we review how molecular dynamics is used to model liquid thermal conductivity through 

equilibrium and nonequilibrium approaches and compare its results to experimental 

measurements and analytical models. 

 

1.7 Liquid framework: intermolecular forces and liquid structure  

To understand how temperature affects thermal conductivity of different liquids, we 

first classify liquids based on their intermolecular forces into 4 categories: simple liquids held 

together by London dispersion energy, molecular liquids held together by dipole-dipole Keesom 

energy, molten salts held together by Coulombic energy, and molten metals held together by 

metallic bonding.58 Different intermolecular interaction energies manifest in different liquid 

structures, which are well visualized by radial distribution functions in Figure 1.8 that can be 
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measured by neutron and x-ray diffraction experiments. Radial distribution functions, 𝑔(𝑟), are 

defined so that if there is an atom at the origin 𝑟 = 0 , then the probability of finding a 

neighboring atom at a certain distance between 𝑟 and 𝑟 + 𝑑𝑟, away from the origin atom is 

given by 𝑔(𝑟)4𝜋𝑟3𝑑𝑟. The density of atoms in a liquid can then be calculated from the radial 

distribution function. 

The radial distribution function for liquids serves a similar fingerprinting role that x-ray 

diffraction serves for crystalline solids. Figure 1.9 clearly shows that there is short-range order 

between neighboring liquid molecules, as well as 2nd and 3rd nearest neighbors – this short-range 

order is due to the stronger intermolecular attraction, compared to gas molecules, that leads to 

relatively high density. While gas molecules are treated as independent particles with no volume 

in the Boltzmann kinetic theory of gases, liquid molecules take up space and interact strongly 

with their neighbors – such that when one molecule moves and vibrates, it influences its 

neighbors. But intermolecular interactions between liquid molecules are not strong enough to 

anchor them into time-independent equilibrium positions that define the crystal structure of 

solids with long-range order. Liquid molecules are arranged uniquely, different from gases and 

solids, based on their underlying intermolecular interaction energies that will provide clues to 

how heat conducts through a liquid and explain how liquid thermal conductivity changes with 

temperature, pressure, or composition.  

Here, we briefly review intermolecular interaction energies and how they influence the 

structure of simple liquids (Ar), molecular liquids (H2O), coulombic liquids (NaNO3), and 

molten metals (Na) – more details about intermolecular forces can be found in a comprehensive 

textbook by Israelachvili59. 
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Figure 1.9. Radial distribution functions of liquid NaNO3

60, H2O61, CH3OH62, Ar63, and Na64.  
 

We first examine a simple liquid with only one atom: argon. Argon is nonpolar since its 

valence electron orbital is completely full, and London dispersion energy is the only interaction 

energy that holds liquid argon atoms together. Intermolecular interactions are all fundamentally 

electro-magnetic forces. London dispersion energy originates from a quantum mechanical 

fluctuation of an argon’s electrons that leads to a temporary electron polarization, which induces 

an instantaneous dipole in a neighboring argon atom, which binds them together as a liquid with 

a potential energy given by 

𝐸�½�=½�(𝑑) =
−3
4

ℎ𝜈𝛼3

(4𝜋𝜀z)3𝑑¿
 

(1.14) 



28	
	

where 𝜈 is the ionization frequency (𝑠-.) , 𝛼 is the electronic polarizability (𝐶3𝑚3𝐽-.), 𝜀z is 

the dielectric permittivity of free space 8.854 𝐶3𝐽-.𝑚-., and 𝑑 is the intermolecular distance. 

London dispersion energy exists in all molecules, but it is the weakest molecular interaction 

energy and results in low boiling points in simple liquids like argon. The London dispersion 

energy58 of argon at 85K and 0.1 MPa is roughly −0.86	𝑘𝐽	𝑚𝑜𝑙-., and methane at 92 K and 

0.1 MPa is −1.75	𝑘𝐽	𝑚𝑜𝑙-.. 

Within more complex molecules than argon, atoms are held together by covalent bonds 

that do not break when their solid form melts, and neighboring molecules are held together by 

intermolecular dipole-dipole interactions. The shape of the molecule and its atomic constituents 

create a permanent dipole moment; in H2O and CH3OH, electrons are concentrated around the 

oxygen atom leaving a partially positive charge on the hydrogen atom. This asymmetric 

distribution of electrons is the source of the permanent electric dipole moments, 𝑢 (𝑢 = 0.97 D 

for hydrogen sulfide and 𝑢 = 1.85 D for water65, where 𝐷 = 3.336 × 10-Iz𝐶	𝑚). The dipole 

moment tells us how polar a molecule is and how far the positive and negative charges are 

separated within a molecule. Dipole-dipole interaction energy, also known as Keesom energy, 

arises when the charges of a polar molecule are attracted to a neighboring polar molecule, given 

by58 

 

 
𝐸¡TTP½·(𝑑) =

−𝑢Z

3 ∗ (4𝜋𝜀z)3𝑘W𝑇𝑑¿
 (1.15) 

However, the bonding in hydrogen-bonded water and hydrogen sulfide is much more 

complicated than just Keesom energy; there are contributions from the covalency of electron 

orbitals between neighboring molecules, as well as London dispersion energy. Significant work 

has been done to find water’s hydrogen bonding interaction energy (−21	𝑘𝐽	𝑚𝑜𝑙-.)66, that 
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leads to the unique structure and properties of water. And hydrogen bonds have recently been 

detected in hydrogen sulfide to be weaker than water (−7	𝑘𝐽	𝑚𝑜𝑙-.)67–69. 

The Keesom attraction contributes to the similar short-range order of oxygen-oxygen 

neighbors in water and methanol shown in Figure 1.9. A schematic of how the radial 

distribution function relates to the physical arrangement of water molecules is shown in Figure 

1.10. And as temperature increases, the dipole-dipole attraction between molecules diminishes 

due to thermal fluctuations of molecules that reduce alignment between neighboring molecules. 

Neutron diffraction measurements from Soper61 show the declining short-range order of water 

as temperature increases – the first radial distribution function peak broadens, and it becomes 

less likely to find a neighboring water molecule a certain distance away. However, water becomes 

more thermally conductive at higher temperatures despite becoming less ordered and more gas-

like. 

It is intuitive to associate a decrease in local ordering with a decrease in thermal 

conductivity because gases are associated with a lack of order and have extremely low thermal 

conductivity while crystalline solids are associated with long-range order and thermal 

conductivities several orders of magnitude higher than gas. However, water’s increasing thermal 

conductivity as temperature increases (Figure 1.1) is at odds with its decrease in order shown 

by Soper61. This provides an important lesson that intuition about the liquid phase drawn from 

the gas and solid phases does not always match experimental results, and a deeper dive into 

liquid structure, through phonon-dispersions, are necessary to explain thermal conductivity 

results.  
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Figure 1.10. Visualized radial distribution function of water, measured with neutron diffraction 
by Soper61. Based on Ziman70. 
 

For molten salts, cations and anions in the liquid phase are held together by a strong 

Coulomb interaction energy given by 

 

 
𝐸®½Q¸½·Ë(𝑑) =

𝑞.𝑞3
4𝜋𝜀z𝑑3

 (1.16) 

where 𝑞. and 𝑞3 are the charge of the species in Coulombs (𝐶). Sodium nitrate’s Coulomb 

interaction energy is 417 𝑘𝐽	𝑚𝑜𝑙-. and potassium nitrate’s is 376 𝑘𝐽	𝑚𝑜𝑙-.. While there are 
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nitrate molecules and other intermolecular forces present in molten sodium nitrate, the 

dominant intermolecular interaction energy is Coulomb, rather than Keesom or London, which 

are both temperature dependent and drop off much faster with increasing distance, r.  The 

interactions and structure of molten salts mainly depend on the electric charge, q, which are 

independent of temperature. Thus, the thermal conductivity of molten salts should remain 

steady with respect to temperature, compared to liquids dominated by London and Keesom 

energy, since molten salt structure is dominated by Coulomb energy. The distinct radial 

distribution function between oxygen-oxygen neighbors in molten sodium nitrate, seen in 

Figure 1.9 and 1.11, can be attributed to the covalent bonding within the nitrate anion and 

coulombic forces.  

Molten sodium and liquid argon are held together by different interatomic forces but 

their radial distribution functions are overlapping in Figure 1.9. They have both been modeled 

as hard spheres that are randomly close packed since neither has any molecular structure, only 

made up of atoms. But they have completely different temperature dependent thermal 

conductivity (Figure 1.1), and in the following sections, we will explore different models for 

interpreting liquid thermal conductivity with different intermolecular interactions and structure.  
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Figure 1.11. Visualized radial distribution function of NaNO3 
60 adapted from Ziman.70 

 

1.8 Analytical models of liquid thermal conductivity 

There has been a bounty of models of liquid thermal conductivity over the past century, 

but many models were developed to fit experimental data for a narrow set of liquids, and none 

are capable of matching experimental results for all types of liquids with different intermolecular 

interactions. 
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In this review, we categorize liquid thermal conductivity models into two broad 

categories: modified kinetic gas theories and quasi-crystalline models created to describe liquid 

thermal conductivity. The main tension between these two approaches is the contribution of 

diffusion, the source of heat conduction in gases, versus lattice vibrations, the source of heat 

conduction in crystalline dielectric solids. Liquids flow to fill up containers like gases, but the 

density of liquid molecules precludes kinetic gas-like conduction; liquids have similar density to 

solids, but the lack of long-range order precludes phonons from being well-defined. Here, we 

review models that are commonly used to interpret experimental data, discuss their assumptions 

and how they were formulated, and examine how well they fit experimental data for liquids of 

all types of intermolecular interactions. The dominant heat carriers in molten metals are 

electrons, rather than diffusion or vibrational modes, so we discuss Wiedemann-Franz law for 

molten metals after modified kinetic gas theories and quasi-crystalline models. 

 

1.8 a) Modified kinetic theory of gas 

The Boltzmann kinetic theory of gases provides the well-known result for the thermal 

conductivity of a gas: 

 
𝜅 =

1
3𝐶Ì𝑣𝑙 

(17) 

where CV is the volumetric heat capacity, determined by the degrees of freedom of the gas 

molecules; v is the average speed of gas molecules directly related to the temperature; and l is 

the mean free path – the average distance a gas molecule travels between scattering events, 

dependent on the density of the gas molecules.  

Previous attempts have been made to modify the kinetic theory of gases to account for 

the difference between a liquid and gas. Most notably, Chapman and Enskog independently 
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reformulated the kinetic theory of gases to account for the volume of liquid molecules and 

intermolecular interactions. The Chapman-Enskog framework was used to develop a new 

kinetic theory of liquids71–74,where liquid molecules collide more frequently than gas molecules 

(visualized in Figure 1.12). An effective scattering diameter, 𝐷, of the liquid molecules can be 

extracted from the experimentally measured viscosity, 𝜇®±N³·N�-Î�PÏ½� , and the resulting 

thermal conductivity and viscosity of a liquid are:  
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(1.18d) 

 
Π =

4
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Figure 1.12. a) Schematic of Boltzmann kinetic gas where heat flows across the interface when 
molecules cross the interface. b) Schematic of Chapman-Enskog modified kinetic gas model 
for liquids where heat flows from molecules crossing the interface and collisions. Adapted from 
Chen74.  
 

 Embedded inside Chapman-Enskog’s expressions for liquid thermal conductivity (Eq. 

1.18a) and viscosity (Eq. 1.18b) are the dilute-gas thermal conductivity 𝑘z  (Eq. 1.18c) and 

viscosity 𝜇z  (Eq. 1.18d). The Chapman-Enskog kinetic theory of liquids has reasonable 

assumptions for how heat conducts in liquids, but it is not successful in capturing the 

temperature dependence and values of liquid thermal conductivity (shown in Figs. 1.13 and 

1.14). Many researchers still interpret liquid thermal conductivity results using modified kinetic 

gas models since there are similarities between gases and liquids, and it is difficult to deal with 

the many-body interactions in liquids to create an analytical expression for thermal conductivity. 

Another modified kinetic gas theory for liquids is currently used for several reference 

thermal conductivity values of several molecular liquids held together by Keesom dipole-dipole 

energy (ethanol75, methanol76, hexane77, heptane78): 
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 𝜆(𝜌, 𝑇) = 𝜆z(𝑇) + ∆𝜆 + ∆𝜆® 

 

(1.19a) 

 
𝜆z(𝑇) = 1000

5𝑘W(1+ 𝑟3)𝑇
2𝑚〈𝑣〉z𝑆(10𝐸)

𝑓î 

 

(1.19b) 

where 𝜆z  is the thermal conductivity at the dilute gas limit, ∆𝜆  is the contribution from 

intermolecular interactions towards thermal conductivity, and ∆𝜆®  is the enhancement in 

thermal conductivity at the critical point. 〈𝑣〉z = 4´𝑘Ë𝑇/𝜋𝑚, is the average relative thermal 

speed, 𝑟3 = 2𝐶�/5𝑘W, and S(10E) is the generalized cross section. These reference correlations 

used to calculate thermal conductivity of commonly used solvents are extremely accurate, with 

reported uncertainties less than 5% and good agreement with experiments up to several hundred 

degrees Celsius and several hundred MPa. However, the authors state that there is no theoretical 

basis for ∆𝜆, the intermolecular contribution to liquid thermal conductivity, and that it is a fitting 

parameter to match their primary experimental data.  

 

1.8 b) Quasi-crystalline models of liquids 

The other major approach to calculate liquid thermal conductivity is treating liquids like 

solids with quasi-crystalline lattices. McLaughlin presented a comprehensive review in 1968 of 

several quasi-crystalline approaches, their assumptions, and how well their models matched 

experimental data.5 Here, we review models that are still used today that were previously 

discussed by McLaughlin, and include recent developments in the phonon gas model that can 

accurately calculate the thermal conductivity of molten salts – from Gheribi et al.9,79 and Zhao 

et al.4 
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Bridgman developed an early quasi-crystalline model of liquid thermal conductivity80 in 

1923, which was further developed by Kincaid & Eyring81 in 1938 and Powell et al.82 in 1941. 

Bridgman treats liquids as a simple cubic lattice, with a molecule at each corner and side lengths 

of 𝑑, and each liquid molecule carries 2𝑘W	of energy through a cubic cross-section 𝑑3 at the 

speed of sound through the cubic lattice, leading to  

𝜅WMï=�·N� =
2𝑘W𝑣P½Q�=

𝑑3 = 2𝑘W𝑣P½Q�=𝑛3/I (1.20a) 

𝜅¡ï�SNï=	&	ÎñMï�� = ò
0.931

𝛾
.
3
ó3𝑘W𝑣P½Q�=𝑛3/I 

(1.20b) 

𝜅<½ôT¸¸	T?	N¸. = 2.8𝑘W𝑣P½Q�=𝑛3/I (1.20c) 

where 𝑣P½Q�= is the longitudinal speed of sound in the liquid, 𝑑 is the mean distance between 

the centers of molecules and can be calculated from 𝑑 = 𝑛-./I, and 𝑛 is the number density of 

molecules in the liquid. The Bridgman model of liquid thermal conductivity is still used today 

to interpret measurement results because it is a simple analytical equation that can accurately 

calculate thermal conductivity of several liquids, and it provides a clear picture that a liquid’s 

density and speed of sound strongly influence thermal conductivity. Bridgman’s equation fit his 

experimental data for several molecular liquids, and we previously showed that it captures the 

general temperature-dependent trends in simple liquids and molten salts4 that were not originally 

measured by Bridgman. 

Horrocks & McLaughlin, in their quasi-crystalline model, treat liquids as a face-centered 

cubic lattice, where each liquid molecule interacts with its neighbors through a Leonard-Jones 

potential83. When one of the molecules is perturbed out of its quasi-lattice position, there is a 

restoring force with a spring constant. The restoring spring has vibrational frequency, v, and has 

a certain probability, P, of transferring energy to the next plane of liquid molecules (finding v 
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and P requires further calculations and fitting parameters). Horrocks & McLaughlin break liquid 

thermal conductivity into solid-like vibrational thermal conductivity, 𝜅(𝑣𝑖𝑏), and convective 

contributions to thermal conductivity, 𝜅(𝑐𝑜𝑛𝑣); they show that the convective component of 

liquid thermal conductivity, where one molecule moves into a vacancy in their quasi-lattice, to 

be negligible and less than 1% of the total thermal conductivity. 

 𝜅õ½MM½SÏP-�S�NQ�±¸ï� = 𝜅(𝑣𝑖𝑏) + 	𝜅(𝑐𝑜𝑛𝑣) ≈ 	𝜅(𝑣𝑖𝑏) (1.21a) 

 𝜅(𝑣𝑖𝑏) = 2𝑛𝑃𝑣𝑙𝐶� (1.21b) 

where n is the number of molecules per unit area of a lattice plane, 𝑃 is the probability of 

transmitting energy to a neighboring molecules, l is the distance between lattice planes, and Cv 

is the specific heat per molecule. A face-centered cubic model of liquids is inaccurate, given the 

lack of long-range order in liquid radial distribution functions shown in Figures 1.9, 1.10, and 

1.11, but Horrocks & McLaughlin’s model showed good agreement with thermal conductivity 

measurements of simple liquids such as argon, nitrogen, benzene, and carbon tetrachloride – all 

nonpolar molecules with zero dipole moment. The major downside of the Horrocks & 

McLaughlin model, and many quasi-crystalline treatments of liquid thermal conductivity, is that 

they make unrealistic assumptions about liquid structure, have fitting parameters to calculate 𝑃, 

and are not applicable for a wider range of liquids. 

A recently developed quasi-crystalline approach to liquids is the phonon-gas model. By 

analogy, the phonon gas model traditionally treats phonons in crystalline solids as gas particles 

to describe the thermal conductivity of a crystal lattice, and it is a powerful model for 

understanding heat transport in solids with long-range order84. The thermal conductivity of 

solids takes the same form as the kinetic gas model, but accounts for three phonon polarizations 

in solids (one longitudinal acoustic and two transverse acoustic branches, in addition to the 
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phonon frequency 𝜔, dependent volumetric heat capacity of the solid 𝐶Ì(𝜔), phonon group 

velocity	𝑣�(𝜔), and mean free path 𝑙(𝜔). 
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As previously stated, liquids are different from crystalline solids since they lack long-range order, 

but phonon-like vibrational modes exist at all frequencies for longitudinal waves, and transverse 

waves exist at frequencies above the Frenkel frequency since molecular rearrangement does not 

scatter them. Phonon dispersions in liquids can be obtained by neutron and x-ray scattering 

experiments, which we will discuss in more depth in Chapter 2. Measured phonon dispersions 

in liquids, along with Frenkel’s theory of liquids, led Trachenko et al.85–87 to develop a new solid-

state formulation of liquid thermodynamics and accurate calculations of liquid heat capacity.  

This inspired my work4 to posit that vibrational modes in liquids behave like a phonon 

gas with frequency dependent heat capacity, velocity, and mean free path according to 

Equation 1.22, with the same adjustment Trachenko et al. made for liquid heat capacity, 

including transverse modes above the Frenkel frequency. We write the thermal conductivity of 

a liquid as:  
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where 𝐶¸(𝜔) and 𝐶?(𝜔) are the frequency dependent specific heat due to the longitudinal and 

transverse modes, respectively; 𝑣>(𝜔)  is the transverse speed of sound, and 𝑣�(𝜔)	 is the 

longitudinal speed of sound. We will discuss this model development in depth in Chapter 2. In 

short, to avoid the full spectral analysis of frequency-dependent properties of liquid vibrational 

modes, we assumed the experimental constant pressure heat capacity captured the vibrational 

contribution to specific heat, and we made the gray approximation for their speed of sound and 
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mean free path. Our simplifications of Eq. 1.23 leads to the same result originally reported by 

Slack for liquids. 

 

 
𝜅V¸NSÏ =

1
3𝐶Ì𝑣P½Q�=𝑛

3/I (1.24) 

where 𝐶Ì  is the constant volume heat capacity both with the same units [JK-1] and 𝑛 is the 

molecular number density [m-3]. I will discuss the assumptions of this model and its result in 

depth in Chapter 2. 

Slack formulated his modified phonon gas model to calculate the thermal conductivity 

of liquids88, where phonons in liquids conducted heat and moved at the speed of sound and had 

the shortest mean free path possible due to constant molecular rearrangement, the 

intermolecular distance that can be calculated from the number density of liquid molecules. 

Slack’s model was never widely adopted or tested until our recent work on using the phonon 

gas model to calculate the thermal conductivity of liquids with varying intermolecular interaction 

energies and densities4. In fact, we only found Slack’s original work after completing our 

calculations, and realized we used the same approach outlined by Slack. In Chapter 2, we will 

show that Slack’s phonon gas model is successful in matching the experimental thermal 

conductivity of water and molten sodium nitrate across their entire temperature ranges. Further, 

the phonon gas model becomes more accurate as the density and intermolecular interaction 

energy of liquids increases. 

The phonon gas model provides similar results to the analytical equations from Gheribi 

et al.9 for molten salts and Xi et al.89 for liquids and amorphous solids. Gheribi et al. derived 

molten salt thermal conductivity from the Boltzmann transport equation and the hard spheres 

theory; this work is related to the hard-spheres model developed by DiGuilio & Teja90 for 

molten nitrate and chloride salts, which also provides a good review of previous molten salt 
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models that built upon results from Bridgman (Eq. 1.20) and Horrocks & McLaughlin (Eq. 

1.21). Xi et al. derived a more general thermal conductivity equation for liquids and amorphous 

solids based on Einstein’s random walk theory of coupled vibrational modes conducting heat 

through atoms and their nearest neighbors, and the heat flux changes depending on the 

molecular structure and short-range ordering of molecules. 
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where 𝑟SN?ï½� and 𝑟N�ï½� are the ionic radii of molten salts [m] and 𝑁 is the number of atoms 

per molecule; 𝛼 and 𝐷Ì are parameters that change depending on the geometry of the liquid 

molecule. Note the similarity between the Bridgman model (Eq. 1.20) and phonon gas-like 

models from Slack (Eq. 1.24), Gheribi et al. (Eq. 1.25) and Xi et al. (Eq. 1.26) – the main 

difference being how much energy is transferred by vibrational modes between neighboring 

molecules and how the intermolecular distance is calculated. These discrepancies in the 

numerical coefficient, at the beginning of analytical equations, are likely due to the difference in 

the interaction energies of the liquids used to develop each respective model. The amount of 

heat that is transferred between neighboring molecules will change depending on how much 

energy can be stored locally within a molecule and the interaction strength between neighbors, 

which depends on the type of liquid. This is why certain equations fit better for specific types 

liquids than others, since they were built to explain those liquids. These differences can be 

clarified by future work in determining the frequency dependent properties of vibrational modes 

in liquids and their relative contributions to thermal conductivity, similar to work done in 
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amorphous solids91,92 and in equilibrium molecular dynamics simulations of molten NaCl, MgO, 

and Mg2SiO4.93  

 

Table 1.2. Analytical thermal conductivity models. 

Model Analytical Equation for Thermal Conductivity 

Chapman-Enskog 

(Eq. 1.18) 
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(Eq. 1.20) 

2𝑘W𝑣P½Q�=
𝑑3 = 2𝑘W𝑣P½Q�=𝑛3/I 
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Slack 

(Eq. 1.24) 
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1.8 c) Molten metal models 

The thermal conductivity of molten metals has contributions from electron transport 

and vibrational modes, but electrons are usually the dominant heat carrier in molten metals. 
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 𝜅·T?N¸ = 𝜅T + 𝜅�ïË ≈ 𝜅T (1.27a) 

 
𝜅T =

1
3𝐶T𝑣þ

3𝜏Î (1.27a) 

where 𝐶T is the specific heat of electrons, 𝑣þ is the velocity of electrons at the Fermi level, and 

𝜏Î is the energy relaxation time of electrons. The Wiedemann-Franz law74,94 relates the thermal 

conductivity from electron transport with the electrical conductivity through the Lorenz 

number, 𝐿. 

 𝐿 = 	
𝜅T
𝜎𝑇 (1.28) 

The Lorenz number for various molten metals, however, has been measured94 to be roughly 

between 2.1 to 2.8 – different from the constant Sommerfeld value, 𝐿z.  

 
𝐿z = 	

𝜅T
𝜎𝑇 =

𝑚𝐶T𝑣þ3

3𝑛𝑇𝑒3 =
𝜋3𝑘W3

3𝑒3 = 2.445 × 10-�[𝑊Ω𝐾-3] 
(1.29) 

The Sommerfeld value only accounts for the electronic component to the thermal 

conductivity,	𝜅T , and the Lorenz number only equals the Sommerfeld value if 𝜅T 	≫ 𝜅�ïË , 

demonstrating the importance of electron-vibrational mode interactions for molten metal heat 

transport. To demonstrate that the Lorenz number is not constant, and that electrical 

conductivity measurements should not be used for thermal conductivity measurements, there 

has been work showing that the Lorenz number changes as a function of temperature, pressure, 

and composition in molten metals10,46,95 (see Figure 1.16). 
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Figure 1.16. a) Lorenz number for molten alkali metals at varying temperatures adapted from 
Agazhanov et al.10 and b) Lorenz number molten iron at varying pressures, from three 
independent measurements, adapted from Secco95.  
 

 

While some of the variation between measured Lorenz number can be attributed to 

experimental error, independent and reliable measurements of thermal conductivity for various 

molten metals have shown that the Lorenz number is not constant. Nishi et al.46 measured 

molten iron, cobalt, and nickel thermal conductivity with laser flash, and showed how the 

Lorenz number for each metal changed for different metals and as a function of temperature. 

Secco95 measured the Seebeck coefficient of molten iron, and along with previous reference 

values of thermal conductivity and electrical conductivity, they showed how the Lorenz number 

of molten iron changes with pressure, temperature, and the addition of silicon and silicates (the 

thermal properties of molten iron and its various alloys have large ramifications for the structure 

and composition of Earth’s core95,96). Agazhanov et al.10 measured the thermal conductivity 

using laser flash of molten alkali metals –  lithium, sodium, potassium, cesium, and rubidium. 

They designed their sample cell to be sealed in argon to prevent chemical reactions and thin 
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enough to suppress error from convection – their results were repeatable, and their reported 

experimental error was 4 to 6%. Agazhanov et al.10 demonstrated the precision and accuracy of 

laser flash for molten metals. 

 Previous modeling work on the temperature dependence of liquid thermal conductivity 

was done by Viswanath & Rao97 and it was extended to molten metals by Viswanath & Mathur98. 

They start with the quasi-crystalline model from Horrocks & McLaughlin83 (Eq. 1.21), and they 

take the derivative of thermal conductivity with respect to temperature, resulting in 
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Their modeling results match old measurements of several molten metals within 4.25%, but old 

measurements were using unreliable steady-state techniques. There is room to examine the old 

liquid thermal conductivity model from Horrocks & McLaughlin83 with more recent and reliable 

measurement data. It is possible to bridge it closer to the phonon gas model with its ideas of 

the transmission probability of vibrational energy between neighboring molecules, which is 

similar to work for modeling heat transport in polycrystalline silicon with nano-sized grains99. 
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1.9 Molecular dynamics simulations 

Computer simulations are a critical tool in modeling the behavior of high temperature 

liquids due to the difficulties of experimental measurements and formulating a satisfactory 

analytical model. The details of molecular dynamics (MD) simulations have incredible depth 

and history, and they are covered by comprehensive books100,101, and the use of MD for thermal 

conductivity calculations have also been well reviewed74,102. Here, we provide a brief background 

in the two approaches to obtain thermal conductivity in MD simulations – equilibrium Green-

Kubo calculations and non-equilibrium ‘direct methods’ – and show results comparing molten 

salt thermal conductivity from experimental measurements, analytical models, and MD 

simulations. 

MD simulations begin with the Hamiltonian of a liquid system – the potential field 

(location of every particle and interaction potential between particles) and kinetic energy (mass 

and initial velocity). From the initial conditions, Newton’s equations of motion of every particle 

are used to trace the trajectory of particles for the desired simulation time – the force exerted 

on each particle is calculated from the potential field, then the velocity of each particle is updated 

and multiplied by the time step to also obtain the new position of each particle. The forces are 

then recalculated based on the new positions to continue the sequence. If a particle crosses the 

simulation’s geometric boundaries, it appears on the other side to conserve the number of 

particles. The particles in the system continue to take steps in time and space until the total 

simulation time is reached. There is a tremendous amount of data from recording the 

momentum and position of hundreds to thousands of particles for the simulation time, and 

there are many ways of using that data to calculate the thermophysical properties of interest. 

The main concerns that researchers must consider during an MD simulation are: using enough 
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particles to prevent size and surface effects from influencing the results meant for bulk liquids; 

running the simulation for a long enough time (~1 ns) with small enough time steps (~5-10 ps) 

to provide sufficient statistics for thermal transport calculations; and choosing a suitable 

potential and cutoff radius for calculating the force on each particle. Further subtleties arise 

depending on how thermal conductivity is obtained from an MD simulation. 

The Green-Kubo equation, an equilibrium approach, for the thermal conductivity of an 

isotropic solid is 

 
𝜅(𝑇) =

𝑉
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Where 𝐽%(𝑡) is the heat flux at time 𝑡, and 〈𝐽%(𝑡) ∙ 𝐽%(0)〉 is the autocorrelation of heat flux. A 

spectral analysis of the autocorrelation function can be done in MD to find the frequency 

dependent thermal conductivity and how much different vibrational modes contribute to the 

overall thermal conductivity74.  
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Where 𝜏 is the decay time of the heat flux autocorrelation function and 𝜔 is the frequency of 

the vibrational mode.  
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In a non-equilbrium MD simulation, a temperature gradient can be imposed on a liquid 

system, and the resulting heat flux can be used to calculate the thermal conductivity of the 

system (Eq. 1.1). The reverse can also be done, where a heat flux is applied to a system, and the 

resulting temperature gradient is used to calculate the thermal conductivity (Eq. 1.1). These are 

direct methods of ‘measuring’ thermal conductivity in MD that put a liquid system out of 

equilibrium before extracting thermal conductivity.  

Non-equilibrium MD simulations adjust several parameters that can change the 

modeling results. To name a few: altering the Boltzmann statistics by changing the momentum 

or energy distribution to induce a temperature gradient, using periodic boundary conditions or 

not when applying heat flux for nonequilibrium simulations, and measuring the temperature of 

the system in different areas and at different times leading to varying results.  
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1.10 Comparison of experimental, analytical models, and computer 

simulations 

Gheribi et al.9 compared their analytical model predictions (Eq. 25) with previous MD 

simulations and experimental measurements of molten chloride and fluoride salts (see Figure 

1.16 for lithium fluoride and sodium chloride). They showed that MD simulations generally 

overestimate experimental thermal conductivity measurements of molten salts by ~20-30%.  

 

Figure 1.16. Molten salts – a) LiF and b) NaCl – comparison of thermal conductivity from 
experimental measurements, analytical model, and molecular dynamics from adapted from 
Gheribi et al.9 and Chliatzou et al.8 
 

Last, we highlight a few MD results for molten salts and metals. Ding et al.103 used non-

equilibrium MD simulations to obtain thermal conductivity of molten sodium and potassium 

carbonate that matched well with a single measurement from time-domain, forced Rayleigh 

scattering – more experimental measurements would help add confidence to these results. Smith 

et al.104 used equilibrium MD simulations to find the thermal conductivity of molten LiF-BeF2 

– an important molten salt for advanced nuclear reactors; their MD results overestimate thermal 
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conductivity by ~0.384 W/m-K, which is again ~20-30% higher than experimental 

measurements and the analytical model from Gheribi et al. (Eq. 1.25). They proposed a constant 

offset of their MD results by 0.384 W/m-K across the entire temperature range to better match 

previous experimental results – this data fitting may turn out to be unnecessary if previous 

experimental results themselves are incorrect, and future results could be closer to their MD 

results. Yan et al.105 performed non-equilibrium MD simulations of molten iron to find the 

‘phonon’ contribution to the total thermal conductivity. They added the ‘phonon’ contribution 

to the electronic contribution, calculated from electrical conductivity measurements and the 

Wiedemann-Franz law, and their results were within 1.2% of experimental laser flash results 

from Nishi et al.46 

Understanding high temperature liquid thermal conductivity is critical for next 

generation concentrated solar and nuclear plants that are run on molten salts and metals. 

However, high temperature experimental measurements are riddled with errors, and there is no 

well-established theoretical understanding for how heat conducts in liquids.  

In this work, we reviewed thermal conductivity measurement techniques, and we 

grouped them into three buckets: steady-state, time-domain, and frequency-domain 

measurements. We discussed the various approaches used to minimize errors from convection, 

radiation, and corrosion that are critical for reliable measurements of high-temperature liquid 

thermal conductivity. Our general takeaway is that frequency-domain measurements are ideal 

for high-temperature liquid thermal conductivity measurements since the probed volume can 

be kept below 1 µL to minimize convection errors, and radiation and corrosion have also been 

shown to be negligible; the main disadvantage is the relatively long measurement times, which 

is worth it for reliable, and repeatable data. Careful time-domain measurements that 
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systematically account for convection, radiation, and corrosion are also reliable; their short 

measurement time and standard use for room-temperature liquids make them a reliable work-

horse. Steady-state measurements can work for high temperature liquids in theory, if the gap 

size between the heating source and sink is kept below 200 µm to suppress convection, but in 

practice the long settling times to reach steady-state and the practical difficulties in creating such 

a small gap-size lead us to recommend avoiding steady-state measurements for high temperature 

liquids. 

To make sense of experimental data, analytical models and computer simulations can 

be used to better understand the mechanism of heat conduction in various liquids and predict 

the thermal conductivity of liquids in different settings – higher pressure, different 

compositions, and more. Previous liquid thermal conductivity models were grouped into two 

main categories: modified kinetic gas and quasi-crystalline models. The most successful models 

for matching experimental data are quasi-crystalline models of liquids that posit that phonon-

like vibrational modes conduct heat in liquids, and indeed phonon-like dispersions have been 

experimentally measured in liquids. We provided a framework to group liquids based on their 

intermolecular interaction energy – simple liquids with Van der Waals forces, molecular liquids 

with Keesom dipole-dipole interactions, molten salts with Coulombic forces, and molten metals 

with metallic bonding. Intermolecular interaction energy in a liquid dictates its short-range 

ordering and how vibrational-modes can be stored within its molecules and transferred to 

neighboring molecules. We discussed the variations between previous quasi-crystalline models 

of liquid thermal conductivity and how it could be due to how energy is stored and transferred 

differently for different types of liquids. Then, we discussed how frequency-dependent studies 

of a liquid’s vibrational modes can further develop quasi-crystalline models of liquids. For 
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molten metals, we showed that the Wiedemann-Franz law provides a reasonable approximation 

of thermal conductivity from electron transport, but that the Lorenz number changes with 

temperature, pressure, and elemental composition – electrical conductivity measurements 

cannot be used to measure thermal conductivity. To provide a better atomistic picture of liquids, 

molecular dynamics is also a widely used tool to model liquid thermal conductivity, and we 

briefly described equilibrium versus non-equilibrium methods for extracting thermal 

conductivity from molecular dynamics simulations, as well as their use for providing frequency-

dependent properties of vibrational modes in liquids. 

Further experimental measurements and modeling of high temperature liquids are 

paramount for engineering applications that harness molten salts and molten metals, and we 

reviewed the cutting edge experimental and modeling techniques for researchers. 
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Chapter 2: Phonon gas model for dense, strongly interacting liquids 

 

Developing predictive thermal property models for liquids based on microscopic 

principles has been elusive. The difficulty is that liquids have gas-like and solid-like attributes 

that are at odds when considering the frameworks of microscopic models: models for gases are 

simple due to randomness and low density, whereas models for crystalline solids rely on 

symmetry and long-range order for easier calculation. The short-range order in liquids does, 

however, provide structure to neighboring molecules similar to amorphous solids, and there 

have been recent advances indicating that collective vibrational modes store heat in liquids. 

Models combining Debye approximations from solid-state physics and Frenkel's theory of 

liquids can accurately predict the heat capacity of liquids. Phonon-like dispersions in liquids 

have also been widely observed in neutron scattering experiments. These developments 

motivate us to propose a model where high frequency vibrational modes, which travel at the 

speed of sound and have a mean free path on the order of the average intermolecular distance, 

conduct heat in liquids. We use this liquid phonon gas model to calculate the thermal 

conductivity of liquids with varying intermolecular interaction energies from strongest to 

weakest – Coulomb, hydrogen-bonding, Keesom, and London dispersion energy. Generally, 

the model is more accurate as the intermolecular interaction energy and density of liquids 

increase. The calculated thermal conductivity of Coulombic-bound molten sodium nitrate and 

hydrogen-bonded water is within 1.46% and 2.98% of the experimentally measured values, 

respectively, across their entire temperature ranges. Further modal analysis of the velocity and 

mean free path of collective vibrations could establish the liquid phonon gas model as an 

accurate model for weakly interacting liquids as well. 
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2.1 Introduction 

Heat transfer fluids are the life blood of thermal energy technologies, transporting heat 

generated from energy sources – solar, fossil fuels, geothermal, and nuclear – to heat exchangers 

that power turbines to generate electricity or do useful work. Strongly interacting liquids, such 

as water and molten salts are crucial for heat transfer applications from 0°C up to 1600°C. Water 

is the most prevalent and important heat transfer fluid for many applications, but liquids that 

can operate at higher temperatures are required to achieve the higher thermodynamic 

efficiencies and energy densities needed for future energy technologies. Molten salts are 

desirable heat transfer fluids due to their high temperature stability, large heat capacity, and low 

vapor pressure; molten nitrates are currently being used as the heat transfer fluid and energy 

storage medium in concentrated solar plants1, molten chlorides are being developed for next- 

generation concentrated solar plants2,3, and molten fluorides are being developed for advanced 

nuclear reactors4,5. Fundamental properties of a liquid, such as thermal conductivity, 𝜅  and 

specific heat 𝐶³, underpin the heat transfer coefficient and other performance metrics of heat 

transfer devices. The thermal conductivity 	of water has been measured extensively and a 

reference value has been well established6, but the experimental thermal conductivity values of 

molten salts are less certain due to measurement errors caused by corrosion and convection at 

high temperature, leading to a large spread in thermal conductivity values and variations of its 

temperature dependence(7,8). Experimental uncertainty is compounded by the lack of an 

established liquid thermal conductivity model, leading to general confusion for how to interpret 

widely varying experimental results for high temperature liquids.  

Eighteen models of liquid thermal conductivity, using various interparticle potentials 

and assumptions about liquids, were well reviewed by McLaughlin in 19649. Despite the bounty 
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of liquid thermal conductivity models, none of them accurately capture the behavior of a wide 

range of liquids governed by different interactions. For example, the Bridgman model, which 

we will discuss in detail later, closely matches the temperature dependent thermal conductivity 

of polar liquids, such as methanol and ethanol, but not that of hydrogen-bonded water and 

coulombic-bound molten nitrates. We believe that the strength of intermolecular interactions 

plays a key role in a model’s ability to predict the experimental results of liquid thermal 

conductivity. To the best of the authors’ knowledge, a simple analytical model that can 

accurately predict the thermal conductivity of strongly interacting liquids, hydrogen-bonded 

water and coulombic-bound molten nitrates, does not exist. 

In this chapter, we present a phonon gas model of heat conduction in liquids, which can 

be used to calculate the temperature dependent thermal conductivity of strongly interacting 

liquids. In Section 2.2, we develop a model based on a phonon theory for liquid heat capacity, 

corroborated by experimental measurements of liquid phonon dispersions and speed of sound, 

and develop estimations regarding the mean free path of phonons in liquids. In Section 2.3, we 

examine how well calculations using the phonon gas model correspond to experimental 

measurements for liquids with varying intermolecular interaction types and strength: a) 

Coulombic-bound molten sodium nitrate and potassium nitrate; b) hydrogen-bonded water and 

hydrogen-sulfide; c) polar molecules with Keesom interaction energy, methanol and ethanol; d) 

non-polar molecules with London dispersion energy, n-alkanes with increasing chain length 

from methane to octane; and e) non-polar liquid argon with London dispersion energy under 

increasing pressure (0.1, 1, 10, and 100 MPa). We compare the phonon gas model results with 

calculations based on the Bridgman, Cahill-Pohl, and Chapman-Enskog models. We show that 
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the phonon gas model introduced here better captures the magnitude and the temperature 

dependence of liquids with strong intermolecular interaction energy. 

 
2.2 Model development 

The mechanism underlying heat conduction varies between different states of matter. 

Gases conduct heat through kinetic movement of gas molecules along the temperature gradient. 

Crystalline dielectric solids conduct heat through quantized lattice vibrations, known as 

phonons, which can be treated as free ‘gas’ particles – this is known as the phonon gas model10. 

Amorphous solids do not have long-range order, but still have vibrational modes that conduct 

heat. In liquids, molecules move and vibrate in response to a temperature gradient; however, 

the density of liquid molecules and strength of intermolecular interactions precludes kinetic gas-

like conduction, which assumes gas particles are dilute and do not interact. Liquids lack time-

independent, equilibrium atomic positions, but they do have short-range order similar to 

amorphous solids, and if intermolecular forces are strong enough to support a short-range 

network of liquid molecules for some time, such as in water or molten salts, phonon-like 

collective vibrations can potentially be the dominant heat conduction mechanism. We begin by 

exploring successful models for thermal conductivity in gases and solids to build a framework 

to describe liquid thermal conductivity. 

The phonon gas model for solids is built upon the kinetic theory of gases, the classical 

treatment of gases used to derive important thermodynamic and transport properties, such as 

heat capacity, thermal conductivity, and viscosity. According to the kinetic gas theory, the 

thermal conductivity of a gas can be written as: 

 
𝜅 =

1
3𝐶Ì𝑣𝑙 

(2.1) 
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where CV, the volumetric heat capacity, is determined by the degrees of freedom of the gas 

molecules; v is the average speed of gas molecules directly related to the temperature; and l is 

the mean free path – the average distance a gas molecule travels between scattering events, 

which is dependent on the density of the gas molecules.  

By analogy, the phonon gas model treats phonons in crystalline solids as gas particles to 

describe the thermal conductivity of a crystal lattice; it has proven to be a powerful model for 

understanding heat transport in solids from the nano to macro scale11. The thermal conductivity 

of solids takes the same form as the kinetic gas model, but takes into account three phonon 

polarizations in solids (one longitudinal acoustic and two transverse acoustic branches, 

excluding the optical modes which account for little to no heat transfer in most cases), as well 

as the phonon frequency (𝜔) dependence of the volumetric heat capacity of the solid (𝐶Ì), 

phonon group velocity (𝑣�) and mean free path (𝑙):  

 
𝜅 = ö÷

1
3𝐶Ì(𝜔)𝑣�(𝜔)𝑙(𝜔)	𝑑𝜔

¤

z

I

�¥.

 
(2.2) 

In amorphous solids, which lack the long-range order of crystals, heat moves through 

collective vibrations that are distinct from phonons – characterized as locons, diffusons, and 

propagons by Allen and Feldman12. Theories of heat transport in amorphous solids have been 

well reviewed elsewhere13,14, but here we highlight the widely used minimum thermal 

conductivity model for amorphous solids15, commonly referred to as the Cahill-Pohl model. It 

models the thermal conductivity of amorphous solids by assuming the mean free path of each 

vibrational mode to be half its wavelength. Agne et al.16 simplified the minimum thermal 

conductivity result to: 

 
𝜅®N±ï¸¸-<½±¸ = 1.21𝑘W

1
3 (2𝑣> + 𝑣�)𝑛

3/I (2.3) 
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where,	𝑘W is Boltzmann’s constant 𝑛 is the number density of atoms, 𝑣> is the transverse speed 

of sound, and 𝑣�	is the longitudinal speed of sound. There is, however, similar short-range order 

in the structure of amorphous solids and liquids, which is reflected in the similarities between 

theories used to describe their thermal conductivity. For example, Xi et al. recently utilized the 

similarity between liquids and amorphous solids to present a unified formula to calculate both 

liquid and amorphous solid room-temperature thermal conductivity17.  

To extend the phonon gas model to liquids, we first examine the heat capacity of liquids 

and how energy is stored in the vibrations of liquid molecules. Trachenko et al. have recently 

formalized the vibrational modes in liquids to calculate theoretical liquid heat capacity18–22 that 

matches very well with experimental data for a wide range of liquids by combining approaches 

from Debye’s calculation of solid heat capacity23,24 and Frenkel’s theory of liquids25. Debye 

calculates the energy of a crystalline solid by integrating the energy of phonons with frequency, 

𝜔, up to a cut-off frequency known as the Debye frequency, 𝜔*. Assuming an 𝜔3 dependence 

for the phonon density of states, the energy of the solid can be written as:  

 
𝐸P½¸ï= = 𝐸z +

9𝑁
𝜔+I

÷
ℏ𝜔I

exp � ℏ𝜔𝑘W𝑇
� − 1

𝑑𝜔
�ø

z
 (2.4) 

 𝜔+ = (6𝜋3𝑛)./I𝑣P½Q�= (2.5) 

where 𝐸z is the zero-point vibration energy, N is the number of atoms, and n is the number 

density of atoms. The heat capacity of a system can be obtained from Equations 2.4 and 2.5 

by using the definition that heat capacity is the derivative of energy with respect to temperature. 

Frenkel’s kinetic theory of liquids treats both amorphous solids and liquids as highly 

defected solids; however, the average time between diffusive hopping events, 𝜏, of a molecule 

diffusing into a ‘vacancy’ within its network with short-range order is orders of magnitude 
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shorter in liquids. Contrary to typical assumptions, Frenkel theorized that liquids could support 

transverse shear modes. In this framework, at frequencies higher than the Frenkel frequency, 

𝜔þ = 1/𝜏, there is not enough time for liquid molecules to rearrange in response to a high 

frequency perturbation – instead the high frequency vibration causes phonon-like excitations. 

These phonon-like excitations are transferred along to neighboring liquid molecules until they 

scatter due to defects, which are abundant in liquids. These high-frequency transverse modes in 

liquids have been experimentally verified by x-ray and neutron scattering26–30. Recent molecular 

dynamics work has also shown dispersive phonon-like modes in water with longitudinal and 

transverse splitting31, indicating that water dynamics are more similar to ice than previously 

thought. 

Trachenko et al. use Frenkel’s theory of liquids to reformulate Debye’s calculation of 

energy for a liquid system. In their derivation of liquid heat capacity18,19, they begin by summing 

the energy contributions from longitudinal vibrational modes, transverse vibrational modes 

above the Frenkel frequency, and the diffusive movement of liquid molecules: 

 	𝐸 = 𝐾¸ + 𝑃 + 𝐾?(𝜔 > 𝜔þ) + 𝑃?(𝜔 > 𝜔þ) + 𝐾= + 𝑃= (2.6) 

𝐾¸ + 𝑃  are the kinetic and potential components of the longitudinal phonon energy, 

𝐾?(𝜔 > 𝜔þ) + 𝑃?(𝜔 > 𝜔þ)  are the kinetic and potential components of the transverse 

phonon energy, and 𝐾= + 𝑃= are the kinetic and potential energy of the diffusion. They first 

note that 𝑃= is negligible because if it were significant, it would result in a restorative force that 

moves the liquid molecule back to its starting position, resulting in a low frequency vibrational 

mode. They then use the virial theorem to write the liquid’s total kinetic energy in terms of the 

kinetic energy related to longitudinal and transverse waves, which accounts for the diffusive 

kinetic energy,	𝐾= , in the energy of shear waves with frequencies less than the Frenkel frequency, 
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𝜔 < 𝜔þ. The energy of a liquid system can then be written in terms of energy from longitudinal 

modes 𝐸¸ and transverse modes 𝐸? : 

 

 
𝐸 = 𝐸¸ + 𝐸?(𝜔 > 𝜔þ) +

𝐸?(𝜔 < 𝜔þ)
2  

 

(2.7) 

Through further approximations and calculations detailed elsewhere18,19, including the quasi-

harmonic Grüneisen approximation, the Debye density of states approximation, the Debye 

frequency calculation, and calculating the energy 𝐸?(𝜔 < 𝜔þ), they achieve their ultimate result, 

that accurately predicts the temperature dependent heat capacity of liquids: 

 

 
𝐸¸ï\Qï= = 𝑁𝑇q3 − ç

𝜔þ
𝜔+
é
I
r (2.8a) 

 

 
𝐶Ì,¸ï\Qï= =

1
𝑁
𝑑𝐸¸ï\Qï=
𝑑𝑇

/
Ì

 (2.8b) 

 

Equation 2.8a captures the general trend of energy in a liquid: at low temperatures just above 

the melting point, 𝜔þ  is at a minimum since liquid molecules vibrate and rearrange slowly, 

leading to a heat capacity per molecule, 𝐶Ì,¸ï\Qï= , close to 3𝑘W, the Dulong-Petit result for solids; 

at high temperatures, 𝜔þ  increases because liquid molecules vibrate and diffuse faster, cutting 

off lower frequency transverse modes from carrying energy in the liquid and decreasing 𝐶Ì,¸ï\Qï=  

close to 2𝑘W.19  

Trachenko et al. also wrote the liquid energy another way in terms of the vibrational 

energy of liquids,	𝐸�ïË , as the sum of energies of quantum oscillators from longitudinal and 
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transverse modes. First integrating longitudinal vibrational modes, as done in solids, up to a 

longitudinal Debye frequency,	𝜔+¸ ; then integrating transverse modes with frequencies higher 

than 𝜔þ  up to a transverse Debye frequency, 𝜔+? , because modes with frequencies lower than 

𝜔þ  are excluded by liquid molecules rearranging too quickly. Thus, the vibrational energy of the 

liquid can be written as: 

 

 

 

𝐸�ïË = 𝐸z +
3𝑁
𝜔+¸I

÷
ℏ𝜔I

exp � ℏ𝜔𝑘W𝑇
� − 1

𝑑𝜔
�øù

z

+
6𝑁
𝜔+?I

÷
ℏ𝜔I

exp � ℏ𝜔𝑘W𝑇
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�øú

�û
 

(2.9) 

Given the experimentally and theoretically observed phonon-like dispersion behavior in 

some liquids26–31 and the success of Trachenko et al.’s phonon theory of liquid heat capacity at 

matching experimental liquid heat capacity, we assume that phonon-like vibrational modes also 

transport heat in liquids in response to a temperature gradient. While the vibrational modes in 

liquids cannot be strictly defined as phonons due to the lack of crystal lattice, to acknowledge 

inspiration from models used in solids, we use the term “phonon gas model” to describe our 

model to calculate liquid thermal conductivity from vibrational modes. 

We hypothesize that the vibrational modes in liquids behave like a phonon gas with 

frequency dependent heat capacity, velocity, and mean free path according to Equation 2.2. By 

including the same adjustment Trachenko et al. make of only including transverse modes above 

the Frenkel frequency, we write the thermal conductivity of a liquid as:  

 
𝜅 = ÷

1
3𝐶¸(𝜔)𝑣¸(𝜔)𝑙(𝜔)	𝑑𝜔

�øù

z
+ ÷

2
3𝐶?(𝜔)𝑣?(𝜔)𝑙(𝜔)	

�øú

�û
𝑑𝜔 (2.10) 

where 𝐶¸(𝜔) and 𝐶?(𝜔) are the frequency dependent specific heat due to the longitudinal and 

transverse modes, respectively. Equation 2.10 is the full equation for liquid thermal 
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conductivity using a phonon gas model using the same modifications as the phonon model for 

liquid heat capacity (Eq. 2.9). There has been a similar approach by Caplan et al.32 to calculate 

the thermal boundary conductance between solids and liquids, which details calculations using 

Equation 2.10. In this work, we make further assumptions about the heat capacity, group 

velocity, and mean free path to calculate the thermal conductivity of liquids as discussed below. 

In order to avoid the complexity of performing the full spectral analysis of phonon 

frequency contributions to thermal conductivity in Equation 2.10 (see spectral analysis of 

crystalline silicon33 or modal analysis in amorphous materials34), our approach is to assume the 

experimentally measured heat capacity of liquids accurately encapsulates contributions from the 

longitudinal and transverse modes at different frequencies. So, we combine both longitudinal 

and transverse components in Equation 2.10 into one term represented by 𝐶<,�½¸Q·T?MïS 

(details discussed below). In addition, we use the gray approximation and assume the group 

velocity and mean free path of phonons are frequency independent; we will discuss our 

reasoning in selecting a representative velocity and mean free path for all phonon frequencies 

below. 

We assume the group velocity, 𝑣� (defined as 𝜕𝜔/𝜕𝑄, where 𝑄 is the wave vector), of 

vibrational modes that contribute to the thermal conductivity in a liquid can be closely 

approximated by the measured speed of sound, 𝑣P½Q�= . This is a typical assumption for solids 

since 𝑣P½Q�=  is closely approximated by 𝜕𝜔/𝜕𝑄  of acoustic phonons near 𝑄 = 0 . These 

phonons have the highest group velocity and are thus the dominant modes for heat conduction 

in bulk materials. As a partial validation of this assumption for liquids, we plot the phonon 

dispersion of liquid argon, measured by independent inelastic neutron scattering experiments 

and molecular dynamics simulations35–37, in Figure 2.1. This data provides experimental 
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validation that there are phonon-like modes in liquids, each with a measured wavevector (𝑄 =

2𝜋/𝜆) that contains a corresponding energy, ℏ𝜔. Despite constantly moving liquid molecules 

without long-range order, the slope of the dispersion curve show that vibrational modes store 

and transport energy in liquids. This has been well recognized by various inelastic neutron and 

x-ray scattering experiments that have reported “collective motion”, “collective excitations”, 

and “collective dynamics” in liquids38–43. Since there is no crystal lattice, the word “phonon” is 

avoided in previous work, but there is extensive discussion of transverse and longitudinal 

acoustic modes that transport energy in liquids, similar to terminology used in amorphous solids.  

Also plotted in Figure 2.1 is line of best fit for low Q inelastic neutron experiments36 

and the measured speed of sound, 𝑣P½Q�= , of liquid argon. There is a good match between the 

best fit of the scattering results (815 m/s) and measured speed of sound (860 m/s) within 5% 

at a wide range of wavevectors. Thus, the dispersion for Ar suggests that the speed of sound is 

a good estimate for group velocity at a wide range of Q values (wavelengths). Figure 2.1 also 

shows the Debye frequency calculated using Equation 2.5 (𝑛 = 35.377·½¸
�
, 𝑣P½Q�= =

860·
P

)44, and Frenkel frequency from the Maxwell relationship (𝜔þ =
3�
&
= 3�ü1

2
, where 𝐺¤ =

0.18	𝐺𝑃𝑎, 𝜂 = 297𝜇𝑃𝑎 ∙ 𝑠)19,44. 
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Figure 2.1. Experimental phonon dispersion of liquid argon35–37 plotted along with the 860 m/s 
longitudinal speed of sound of in liquid argon at -189ºC and 1 MPa44.  
 

It is likely that other liquids have dispersions similar to Ar, but the behavior is not 

universal. For example, the measured 𝑣P½Q�= is not always a good approximation of the group 

velocity 𝜕𝜔/𝜕𝑄		at higher Q values, as seen in scattering experiments of water45 and methanol42. 

The physical origin of this “fast sound” at high Q in liquids is discussed by Trachenko and 

Brazhkin22. Future work is required to better understand the frequency dependent vibrational 

mode group velocities in different liquids, so we simplify the analysis by using 𝑣P½Q�=  to 

approximate the speed of vibrational modes for all liquids in this study. Even though short-

wavelength vibrational modes do not propagate long distances, we still assume their velocity is 

the same as the group velocity of propagating modes, or the sound velocity. In other words, the 

dispersion of propagating modes is used to estimate the velocity of the short-wavelength modes 
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that do not propagate – in amorphous solids these modes would be called diffusons or locons.  

This is analogous to the approach often used for amorphous solids.  For example, Larkin & 

McGaughey46 use the speed of sound for non-propagating vibrational modes to calculate 

thermal conductivity amorphous silicon and silica. Further work is needed to justify the 

assumption in liquids, but here it is treated as a postulate.” 

 Using measured volumetric heat capacity and longitudinal speed of sound, Equation 

2.10 can be simplified as follows: 

 
𝜅 =

1
3𝐶<,�½¸Q·T?MïS𝑣P½Q�=𝑙 

(2.11) 

We will us this analytical solution to calculate the thermal conductivity of various liquids in the 

following sections. 

The final step to use Equation 2.11 is to find l, the mean free path of vibrational modes. 

We posit that the dominant contributors to liquid thermal conductivity are short-wavelength, 

high-energy vibrational modes.  Because of the fast rearrangement dynamics inherent to fluids, 

these vibrational modes should have short lifetimes and scatter frequently, preventing them 

from travelling far. So we take the intermolecular distance, the minimum step size a molecule 

or vibrational mode can travel in a liquid, as the mean free path – similar to the minimum 

thermal conductivity model in amorphous solids and Bridgman’s model of liquid thermal 

conductivity, and equivalent to Slack’s theory for phonons in liquids47.  

While vibrational modes with wavelengths much longer than the intermolecular distance 

should have mean free paths much longer than the intermolecular distance, those waves carry 

much less energy, as shown in the phonon dispersion in Figure 2.1. Note that in liquid 

molecules, atoms can be separated by distances shorter than the average intermolecular distance. 

This intramolecular distance could be for example the O-H bond distance in H2O or the N-O 
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bond distance in a nitrate anion. In strongly interacting liquids, the vibrational modes might 

include both inter- and intra-molecular atoms (see Figure 2.3a). In future work, the 

accumulated thermal conductivity in liquids from vibrational modes with different wavelengths 

and mean free paths will be calculated.  

Finding the proper intermolecular distance to use for the mean free path, 𝑙 , is 

complicated by the lack of long-range order in liquids. A typical method used for determining 

structure in liquids is the radial distribution function (RDF) measured by inelastic neutron or x-

ray scattering. The RDFs of liquid argon, water, and sodium nitrate in Figure 2.2 show the 

short-range order in the spatial distribution of liquid molecules, and they can be used to find 

the average distance between nearest atomic neighbors and approximate the average 

intermolecular distance. In monatomic liquids, such as Ar, this is straight forward, but for 

molecular liquids like water it is more complicated to define an intermolecular distance; the 

oxygen-oxygen distance in water gives a rough idea of the spacing between water molecules, but 

since information about hydrogen atoms is missing, this does not give the complete picture. In 

ionic liquids like molten sodium nitrate, it is even more complicated since there are sodium 

cations and nitrate anions with different shapes, masses, and effective radii. Thus, we turn to 

other methods to calculate the intermolecular distance that reflect the average molecular 

spacing.  
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Figure 2.2. Radial distribution functions of liquid argon48, water49, and sodium nitrate50 
measured with neutron diffraction. 
 

An alternate but equivalent formation of Eq. 2.11 uses the phonon relaxation time, 

𝜏MT¸N3 . Since 𝑙 = 𝑣P½Q�=𝜏MT¸N3  we can write:  

 

 
𝜅 =

1
3𝐶<,�½¸Q·T?MïS𝑣P½Q�=

3 𝜏MT¸N3 (2.12) 
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To further explore the physical meaning of a vibrational mode’s mean free path in a 

liquid, we examine the relaxation time after a scattering event. A vibrational mode can exist 

when atoms are located along periodic peaks and valleys that support a vibrational mode. This 

is shown schematically in Fig. 2.3a; when the liquid molecule moves by rotation or translation, 

the vibrational mode is no longer supported and ‘scatters’. Thus, the relaxation time can also be 

viewed as a liquid vibrational mode’s lifetime.   

 

Figure 2.3. a) Schematic representation of a supported vibrational mode is (top). Vibrational 
mode lifetimes are ~200 fs, typical times for the reorientation of water molecules (bottom). b) 
Mean free path of vibrational modes calculated from density compared to different relaxation 
times. 

 

We look to measurements of the structure and dynamics of water molecules using 

vibrational spectroscopy by Bakker and Skinner41 to find a physical interpretation for the 

relaxation time in water. According to their work, the reorientation of water molecules occurs 

on two time scales.  In the first very short time scales (< 200 femtoseconds), O-H groups rotate 

and move but keep their hydrogen bond intact. On longer time scales, the reorientation 

dynamics of water require rearrangements of the entire network. Bakker and Skinner discuss 

the “wobbling-in-a-cone model” that shows O-H groups in water take between 100 and 200 fs 
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to rotate around a confined cone. Within this time frame, there are both experimental 

measurements and molecular dynamics simulations showing an underdamped oscillation at 

about 180 fs due to a stretching intermolecular hydrogen-bond. Further, we calculate a Frenkel 

time of 175 fs for the time it takes for water molecules to rearrange using the Maxwell 

relationship 𝜏þMT�ÏT¸ =
2
ü1

, where the viscosity 𝜂 = 1790.9	𝜇𝑃𝑎 ∙ 𝑠 (from NIST database44) 

and the infinite frequency shear modulus 𝐺¤ = 𝜌𝑐¤ = 10.24	𝐺𝑃𝑎 (from Ruocco & Sette45). 

In Figure 2.3b we show the mean free path of phonons in water based on calculations from 

100	𝑓𝑠 < 𝜏MT¸N3 < 200𝑓𝑠.  The results show that mean free paths based on these very fast 

dynamics are indeed short (between ~1.5 to 3 Å). Note that some of the atoms within the 

average intermolecular distance are intramolecular atoms within the same molecule while others 

are in distinct molecules, intermolecular atoms. We believe both intermolecular and 

intramolecular dynamics should be important in liquid thermal conductivity, and we will discuss 

this more for n-alkane chains with increasing length in Section 2.3d.  

We presented three independent approaches (density, radial distribution function, and 

lifetime) to approximate mean free path that lead to similar results, which gives us confidence 

in the approximations. But we understand that these approximations do not provide a complete  

picture of vibrational modes in liquids. The biggest concern with assuming the mean free path 

is equal to the intermolecular distance is that propagating modes should have mean free paths 

much longer than the intermolecular distance to propagate. To support the assumption that the 

mean free path of vibrational modes in liquids is equal to the intermolecular distance, we note 

that this is similar to treatments used in describing thermal conductivity in amorphous solids. 

Previous calculations of the frequency dependent mean free path of vibrational modes in 

amorphous silica by Larkin and McGaughey46 found that propagating modes in amorphous 
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silica, with mean free paths longer than 10 nm, are negligible and only contribute ~6% to the 

total thermal conductivity.  The non-propagating, high energy vibrational modes that move at 

the speed of sound and have a mean free path on the order of the lattice parameter are the 

dominant contributors. This modeling results matched previous experimental measurements 

that showed silica’s thermal conductivity was independent from film thickness. Thus, our 

assumptions that the dominant contributors to the thermal conductivity of liquids can be non-

propagating vibrational modes that travel at the speed of sound with short mean free paths, on 

the order of the intermolecular distance, are analogous to previous models used for amorphous 

solids. Future work is needed to calculate or measure the frequency dependent phonon density 

of states, velocity, and mean free path; these will provide a better idea of how different 

vibrational modes contribute to the total thermal conductivity in liquids. 

In this work, to calculate mean free path for liquids with uniform molecules (e.g. Ar and 

H2O, not NaNO3), we use the approximation 𝑙 ≈ 𝑑 = 𝑛-./I, where 𝑛 is the atomic number 

density, in units [m-3]. This result closely compares with 𝑙 calculated using relation time of 200 

fs for water as shown in Fig 2.3b.  We can also compare the approximate mean free paths from 

the RDFs (shown in Fig. 2.2) and the atomic number density. For liquid argon at -189ºC, the 

RDF shows the average distance between Ar-Ar nearest neighbors to be 3.70 Å, which is just 

2% larger than the distance, 𝑑 = 	3.61	Å, calculated based on the density. For water at 25ºC, 

the RDF shows the average O-O distance is 2.85 Å for nearest neighbors and 4.53 Å for second 

nearest neighbors, while the intermolecular distance calculated from the density is 𝑑 = 3.11 Å. 

As expected, this discrepancy suggests the intermolecular spacing of H2O molecules is not 

completely reflected in the O-O distance. Since intermolecular distances from RDFs are only 

accurate for simple spherical molecules like argon, we utilize experimental density data, which 
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are readily available for most liquids, to calculate their intermolecular distance and mean free 

path for liquids that are not molten salts. This is a reasonable assumption for most liquids with 

small, uniform molecules that can be approximated as spheres; this assumption breaks down as 

the length of molecules increases, which we will see in alkane chains in Section 2.3 d. 

To calculate the mean free path in molten salts, we find the intermolecular distance, d, 

by adding the cation and anion radius. For sodium nitrate, we find the radii of a sodium cation 

(1.02 Å) and nitrate anion (2.31 Å) in literature51,52, assuming a coordination number of 6, and 

add them together (3.33 Å). 3.33 Å is also the same distance as the O-O second nearest neighbor 

distance in sodium nitrate’s RDF (see Figure 2.2), which is the distance between oxygen atoms 

of neighboring nitrate molecules. Since the coulombic forces that hold sodium nitrate together 

are temperature independent, we assume 𝑑 in molten salts is also temperature independent. 

Gheribi et al.52 previously employed the Boltzmann transport equation and hard spheres model 

to calculate the thermal conductivity of various molten salts, also using the sum of ionic radii as 

the mean free path, and reached the same equation as this work (Eq. 2.11) with the added 

assumption that 𝐶< = 4.33𝐶Ì. If one was to calculate the intermolecular distance using the 

measured density of sodium nitrate, 𝑑 = 𝑛-./I, where 𝑛 is the number density [m-3], it would 

result in a significantly larger intermolecular distance (4.21 Å at 310ºC compared to 3.33 Å from 

adding the ionic radii and using the RDF) than that used in this work due to the different sizes 

and shapes of the sodium cations and nitrate anions.  

Beginning with the liquid phonon gas model in Equation 2.10 using the experimental 

heat capacity, and implementing our previously stated assumptions – regarding phonon velocity 

as the speed of sound, and mean free path being approximated using the measured density – 

leads to a simplified result for liquid thermal conductivity:  
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𝜅 =

1
3𝐶<,�½¸Q·T?MïS𝑣P½Q�=𝑛

-./I (2.13) 

We use experimental 𝐶<,�½¸Q·T?MïS  values at constant pressure with units [𝐽𝑚-I𝐾-.] because 

most thermal conductivity experiments are conducted at constant pressure, and when there is a 

temperature gradient the volume will not remain constant. We can convert 𝐶<  values into 

[𝐽𝐾-.] using 𝐶<,�½¸Q·T?MïS 	[𝐽𝑚-I𝐾-.] = 𝑛[𝑚-I]𝐶<[𝐽𝐾-.]to our final expression for liquid 

thermal conductivity:  

 
𝜅 =

1
3𝐶<𝑣P½Q�=𝑛

3/I (2.14) 

Equation 2.14 matches Slack’s model for liquid thermal conductivity47, and it is closely 

related to the Cahill-Pohl minimum thermal conductivity model for amorphous solids (Eq. 2.3) 

and Bridgman’s theory of liquid thermal conductivity (Eq. 1.20). The only difference lies in how 

the heat capacity of the liquid is expressed. Our result recaptures Bridgman’s result53, 𝜅 =

2𝑘W𝑣P½Q�=𝑛3/I, if we assume 𝐶< = 2𝐶Ì (which matches closely with experimental results for 

noble liquids argon, krypton, and xenon) and 𝐶Ì = 3𝑘W  (the Dulong-Petit law for solids). 

Further, if 𝐶< < 2𝐶Ì , our result approaches Cahill et al.’s simplified result16, 𝜅 =

1.21𝑘W𝑣P½Q�=𝑛3/I  (note we only use the longitudinal speed of sound to calculate the 

theoretical thermal conductivity of liquids); experimentally measured 𝐶<  is less than 2𝐶Ì  to 

varying degrees for different liquids, and the degree should depend on how 𝐶<  of different 

liquids changes due to volume expansion. Some of the variety in previous theories and models 

for liquid thermal conductivity can be traced back to the lack of clarity in how much energy is 

stored in the liquid; Trachenko et al. have provided a more solid theoretical grounding for liquid 

heat capacity. In this work, we will test how well Equation 2.11 fits measured thermal 
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conductivity data and compare our results with Bridgman’s, Cahill-Pohl’s, and Chapman-

Enkog’s theoretical values.   

 

2.3 Comparing models with experimental measurements of various 

liquids 

In this section we examine the ability of models to capture the thermal conductivity of 

liquids with varying intermolecular interaction energy. We consider liquids with intermolecular 

interactions governed by Coulomb, Keesom, and London dispersion energies. Specifically, we 

test the phonon gas model (Eq. 2.11) for a variety of liquids with varying degrees of 

intermolecular interaction strength, from the strongest (Coulomb energy) to the weakest 

(London dispersion energy), and observe how the intermolecular interaction energy influences 

the accuracy of the liquid phonon gas model. We will show the results of our work in 

comparison to results from Cahill-Pohl, Bridgman, and Chapman-Enskog. 

 

Table 2.1. Thermal conductivity model equations used to calculate results.  

Model Equation 

This Work (Eq. 2.11, 2.14) 1
3𝐶<,�½¸Q·T?MïS𝑣P½Q�=𝑙 =

1
3𝐶<𝑣P½Q�=𝑛

3/I 

Cahill-Pohl (Eq. 2.3) 1.21𝑘W
1
3 (2𝑣> + 𝑣�)𝑛

3/I ≈ 1.21𝑘W𝑣P½Q�=𝑛3/I 

Bridgman (Eq. 1.20) 2𝑘W𝑣P½Q�=
𝑑3 = 2𝑘W𝑣P½Q�=𝑛3/I 

Chapman-Enskog (Eq. 1.18) 
𝑘z
𝑔(𝐷)

ß1 +
2
5𝜋𝜌𝐷

I𝑔(𝐷)â
3

+
3𝑘W
2𝑚 Π 
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2.3 a) Molten nitrate salts with strong coulomb energy 

To begin, in Figure 2.3, we examine the phonon gas model in strongly interacting 

molten salts, sodium nitrate and potassium nitrate, made up of sodium/potassium cations and 

nitrate anions, strongly attracted by Coulomb interaction, of which the energy can be written54: 

 

 
𝐸®½Q¸½·Ë(𝑑) =

𝑞.𝑞3
4𝜋𝜀z𝑑3

 (2.15) 

where 𝑞. and 𝑞3 are the charge of the species in Coulombs (𝐶), 𝜀z is the dielectric permittivity 

of free space 8.854 𝐶3𝐽-.𝑚-., and 𝑑 is the intermolecular distance. Sodium nitrate’s Coulomb 

interaction energy is 417 𝑘𝐽	𝑚𝑜𝑙-. and potassium nitrate’s is 376 𝑘𝐽	𝑚𝑜𝑙-.. There are other 

interactions present in molten salts, such as London dispersion, but we only consider the 

dominant interaction energy. Note that we do not use the calculated intermolecular interaction 

energy to calculate liquid thermal conductivity, but we will use it to observe trends in the 

performance of the models across different liquids in Section 2.4.  

To quantify the deviation between calculated and experimentally measured results, we 

use the following relations to average the deviations over the n temperature points (𝑇ï) evaluated: 

𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =
1
𝑛
ö𝜅SN¸SQ¸N?T=(>5) − 𝜅·TNPQMT=(>5)

�

ï¥.

 (2.16a) 

%	𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 100%×
1
𝑛	
ö

𝜅SN¸SQ¸N?T=(>5) − 𝜅·TNPQMT=(>5)
𝜅·TNPQMT=(>5)

�

ï¥.

 
(2.16b) 

 

where 𝜅SN¸SQ¸N?T=(𝑇ï)  and 𝜅·TNPQMT=(𝑇ï)  are the calculated and the measured thermal 

conductivity values at 𝑇ï, respectively. The experimental thermal conductivity values of sodium 

nitrate and potassium nitrate are obtained from our recent measurement7 utilizing a frequency 

domain hot wire method55 that minimizes the potential systematic errors due to corrosion and 
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convection in previous steady-state and time-domain measurements8. 𝜅·TNPQMT=  of molten 

sodium nitrate, shown in Figure 2.4, remains very stable within the temperature window of 310 

to 420ºC.  The 𝜅·TNPQMT= values are compared to the various models discussed above. The 

model results were calculated using the various physical data needed for the models: 

experimental heat capacity56, density57, viscosity58, and speed of sound59 taken from literature. 

Note that density is used to calculate the mean free path for all liquids (see Eq. 2.14) except for 

molten salts, which use ionic radii/RDF to approximate mean free path (see Eq. 2.11). 

Our phonon gas model (Eq. ) agrees well with the experimental steady state thermal 

conductivity measurements of sodium nitrate, and deviates from frequency-domain 

experimental thermal conductivity measurements by an average of 0.009 𝑊𝑚-.𝐾-.	(1.46%), 

which is within the experimental error. Similarly, our phonon gas model predicts a slightly 

decreasing thermal conductivity in potassium nitrate as temperature increases, but it 

overestimates the experimental results by 0.069 𝑊𝑚-.𝐾-. (14.66%). The phonon gas model 

predicts the thermal conductivity of sodium nitrate more accurately than potassium nitrate, 

suggesting that stronger Coulomb energy correlates with higher accuracy for our model. The 

phonon gas model captures the magnitude and temperature dependent thermal conductivity 

significantly better than the other models also plotted in Fig. 2.3.  

The Cahill-Pohl minimum thermal conductivity model (Eq. 2.3) and Bridgman’s model 

(Eq. 1.20) both show a similar slope to the molten nitrate salt experimental data; Cahill-Pohl 

significantly underestimates the thermal conductivity by 72.50% for sodium nitrate and 69.93% 

for potassium nitrate; Bridgman underestimates sodium nitrate by 54.57% and potassium nitrate 

by 50.31%. Chapman-Enskog’s calculation (Eq. 1.18) of molten nitrate thermal conductivity 

has a completely different temperature dependence than experimental measurements; at the 
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melting point, it significantly overestimates thermal conductivity, but at the higher temperatures 

it begins to converge with the experimental results. The deviations of all the models are reported 

in Table 2.2.  

 

Figure 2.4. Experimentally measured and calculated thermal conductivity of molten a) sodium 
nitrate and b) potassium nitrate at 0.1 MPa.  
  

2.3 b) Polar liquids with strong hydrogen bonding  

Next, we test the phonon gas model in strongly interacting, hydrogen-bonded liquids. 

We examine the thermal conductivity of hydrogen sulfide and water; both have the same 

tetrahedral molecular structure with sulfur or oxygen at the center, two hydrogens bonded to 

the center atom, and two lone pairs of electrons on the center atom opposite from the two 

hydrogens. Due to their asymmetric distribution of electrons, hydrogen sulfide and water have 

permanent electric dipole moments, 𝑢 (𝑢 = 0.97 D for hydrogen sulfide and 𝑢 = 1.85 D for 

water60, where 𝐷 = 3.336 × 10-Iz𝐶	𝑚). The dipole moment is a measure of how polar a 

molecule is, which is a function of how far the positive and negative charges are separated within 

a molecule. Dipole-dipole interactions arise when the charges of a polar molecule are attracted 

to the charges of a neighboring polar molecule; this is known as Keesom energy and is given 

by54 
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𝐸¡TTP½·(𝑑) =

−𝑢Z

3 ∗ (4𝜋𝜀z)3𝑘W𝑇𝑑¿
 (2.17) 

However, the bonding in water and hydrogen sulfide is much more complicated than just 

Keesom energy; there are also contributions from the covalency of electron orbitals in 

neighboring molecules and London dispersion energy. Extensive work has been done to 

calculate water’s hydrogen bonding interaction energy (21	𝑘𝐽	𝑚𝑜𝑙-.)61, which provides the 

unique structure and properties of water; hydrogen bonds have recently been measured in 

hydrogen sulfide to be weaker (7	𝑘𝐽	𝑚𝑜𝑙-.)62–64. 

 In Figure 2.5, we compare the measured thermal conductivity of water and hydrogen 

sulfide with their calculated thermal conductivity values using Equation 2.14 based on 

experimental heat capacity, density, viscosity, and speed of sound from the NIST fluids 

database44. In water, our liquid phonon gas model overlaps with the experimental thermal 

conductivity results that, uniquely, increases with increasing temperature, deviating from 

experimental results by an average of 0.018 𝑊𝑚-.𝐾-.(2.98%) – no other model comes close 

to capturing the thermal conductivity of water from melting to boiling point. In hydrogen 

sulfide, our work overestimates hydrogen-sulfide’s thermal conductivity by an average of 0.105 

𝑊𝑚-.𝐾-. (43.49%). Once again, the stronger hydrogen bonding in water compared to that in 

hydrogen sulfide correlates with a decrease in the deviation between our phonon gas model and 

the experimental thermal conductivity. Bridgman’s model underestimates water’s thermal 

conductivity by an average of 0.204 (31.96%), but it overlaps with the experimental hydrogen 

sulfide thermal conductivity results44 that gradually decrease with increasing temperature, 

overestimating by an average of 0.012 𝑊𝑚-.𝐾-. (4.76%). All the deviations between the 

various models and experimental results are summarized in Table 2.2, and in Figure 2.5 we 
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show the corresponding thermal conductivities. In addition, water’s modeled thermal 

conductivity from Equation 2.12, using a relaxation time of 200 fs, results in a 0.21% deviation 

from the measured results, even closer than Equation 2.14 that uses the density to approximate 

mean free path shown in Figure 2.5c. 

 

 

 

Figure 2.5. Thermal conductivity of a) hydrogen bonded water and b) hydrogen sulfide at 0.1 
MPa. c) Thermal conductivity of water with varying mean free paths calculated from the density 
and relaxation times from 100-200 femtoseconds. 
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2.3 c) Polar liquids with Keesom energy 

We next examine methanol and ethanol, which are polar liquids that have very similar 

dipole moments but have weaker intermolecular interactions than water’s hydrogen bonding. 

We consider the Keesom energy, the dominant force attracting the liquid molecules together 

due to the dipole-dipole interactions in methanol (𝑢 = 1.68 D, 𝑑 = 4.01	Å	 at -13ºC, which 

leads to 1.07	𝑘𝐽	𝑚𝑜𝑙-.  from Eq. 2.17)60 and ethanol (1.69 D,  𝑑 = 4.56	Å  at 2ºC, 

0.48	𝑘𝐽	𝑚𝑜𝑙-.  from Eq. 2.17)60. In Figure 2.6, the measured thermal conductivity of 

methanol65 is compared to the calculated thermal conductivity from Equation 2.14, using the 

measured heat capacity, density, and speed of sound of methanol from the NIST fluids 

database44, which did not include methanol’s viscosity (for this reason we have excluded 

Chapman-Enskog’s calculated result for methanol and ethanol from Fig. 2.6). Similarly, the 

calculated thermal conductivity values of ethanol are based on measurements of its heat 

capacity66, density67, and speed of sound68 from literature, and is compared to the measured 

thermal conductivity value69. 

 Bridgman’s calculated thermal conductivity slightly underestimates the measured  

thermal conductivity of methanol by 0.017 𝑊𝑚-.𝐾-. (8.70%) and ethanol by 0.020 

𝑊𝑚-.𝐾-.  (12.3%). Overall, Bridgman’s model captures the temperature dependence of 

methanol and ethanol’s thermal conductivity relatively accurately. The Cahill-Pohl model is 

again a lower estimate than Bridgman, underestimating methanol’s measured thermal 

conductivity by 0.089 𝑊𝑚-.𝐾-.(44.76%) and ethanol’s measured thermal conductivity by 

0.077 𝑊𝑚-.𝐾-. (46.99%). Our work vastly overestimates methanol’s thermal conductivity by 

0.099 𝑊𝑚-.𝐾-.(49.24%) and ethanol’s thermal conductivity by 0.171 𝑊𝑚-.𝐾-.(103.97%). 
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The deviations between the various models and measured results for methanol and ethanol are 

summarized in Table 2.2. 

 

 

Figure 2.6. Thermal conductivity of a) methanol (dipole moment =1.68 D) at 0.1 MPa and b) 
ethanol (dipole moment =1.69 D) at 0.1 MPa. 
 

2.3 d) Nonpolar liquids with increasing molecular chain length 

To examine liquids with weaker intermolecular interactions than polar liquids, we 

calculate the thermal conductivity of nonpolar n-alkane chains (methane through octane) with 

zero dipole moment, which are only held together via London dispersion interaction (Eq. 

2.18)54. Nonpolar molecules have no straightforward electrostatic interactions like Coulomb or 

Keesom energy, but due to quantum mechanical fluctuations of electron positions, there are 

instantaneous electric polarizations that attract other molecules – London dispersion energy – 

which hold liquid n-alkanes together and are present in all molecules: 

 

 
𝐸�½�=½�(𝑑) =

−3
4

ℎ𝜈𝛼3

(4𝜋𝜀z)3𝑑¿
 

(2.18) 
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where 𝜈 is the ionization frequency (𝑠-.) and 𝛼 is the electronic polarizability (𝐶3𝑚3𝐽-.). The 

London dispersion energy attracting methane54 molecules at 92 K equals 1.75	𝑘𝐽	𝑚𝑜𝑙-. (for 

longer n-alkane chains, data was not found for 𝜈 and 𝛼).  

Methane (CH4) is a carbon atom bonded to four hydrogen atoms; due to the symmetric 

spread of carbon-hydrogen bonds and electrons in methane, there is no electric dipole moment. 

Ethane (C2H6) is also nonpolar and roughly longer than methane by a single carbon-carbon 

bond (1.54 Å); propane (C3H8), butane (C4H10), pentane (C5H12), hexane (C6H14), heptane 

(C7H16), and octane (C8H18) are all nonpolar and longer than their predecessors. As the length 

of the n-alkane chain increases, our assumption that the phonon mean free path is the 

intermolecular distance loses meaning as the chains become intertwined. Energy is stored and 

transported along chains (intramolecular energy) as well as between chains (intermolecular 

energy), and decoupling these energy transfer mechanisms in chain-like molecules is nontrivial 

and has been explored previously70–73. 

 Despite the breakdown of our model’s assumptions, we continue with the comparison 

between the measured and theoretical thermal conductivities of alkane chains (all data used for 

n-alkane chains are from the NIST fluids database44). Figure 2.7 shows the measured and 

theoretical thermal conductivities of methane, butane, pentane, and octane. As chain length 

increases, the phonon gas model increasingly overestimates the thermal conductivity; in 

methane we overestimate by 0.084 𝑊𝑚-.𝐾-.  (42.53%) and in octane we overestimate by 

0.255 𝑊𝑚-.𝐾-.  (206.82%). As chain length increases, the Cahill-Pohl model increasingly 

underestimates the thermal conductivity; in methane they underestimate by 0.043 𝑊𝑚-.𝐾-. 

(21.52%) and in octane they underestimate by 0.078 𝑊𝑚-.𝐾-. (64.18%). Bridgman’s model 

begins by overestimating methane’s measured thermal conductivity by 0.059 𝑊𝑚-.𝐾-. 
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(29.71%), but it only deviates from butane’s by 0.004 𝑊𝑚-.𝐾-. (3.31%), and it eventually 

underestimates octane’s by 0.049 𝑊𝑚-.𝐾-.	(40.80%). The deviations between the various 

models and measured results for methane, butane, pentane, and octane are summarized in 

Table 2.2. 

  

  

Figure 2.7. Thermal conductivity of nonpolar n-alkane liquids a) methane, b) butane, c) pentane, 
and d) octane at 0.1 MPa.  
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2.3 e) Nonpolar liquids with increasing pressure 

Liquid argon molecules are nonpolar and thus held together by London dispersion 

energy (Eq. 2.18). Since the London dispersion energy is proportional to 𝑑-¿ , increasing 

pressure from 0.1 to 100 MPa will decrease the intermolecular distance, 𝑑 , which in turn 

increases the London dispersion energy. For Ar at 1 MPa and -189ºC, 𝑑 = 3.61	Å  and 

𝐸�½�=½� = 1.37	𝑘𝐽𝑚𝑜𝑙-. ; for Ar at 100 MPa and -165ºC, 𝑑 = 3.53	Å  and 𝐸�½�=½� =

1.54	𝑘𝐽𝑚𝑜𝑙-. .54 In this section we observe how increasing pressure affects the deviation 

between the calculated and measured thermal conductivity. 

We compare liquid argon’s measured thermal conductivity with the calculated thermal 

conductivity results using experimental heat capacity, density, viscosity, and speed of sound 

from the NIST fluids database44. The measured thermal conductivity of liquid argon at a 

pressure of 1 MPa, shown in Figure 2.8, linearly decreases as temperature increases. Our 

phonon gas model captures the negative temperature dependence in argon’s thermal 

conductivity but overestimates the value by an average of 0.031 𝑊𝑚-.𝐾-. (28.85%). The 

Cahill-Pohl model has a similar negative slope that matches argon’s experimental data, but 

underestimates the measured data by 0.018 𝑊𝑚-.𝐾-. (16.35%); Bridgman’s model has a 

similar negative slope but overestimates by 0.042 𝑊𝑚-.𝐾-.	(38.26%); Chapman-Enskog’s 

thermal conductivity calculation has a completely different temperature dependence than the 

experimental measurements – at the melting point, Chapman-Enskog overestimates thermal 

conductivity by 0.096 𝑊𝑚-.𝐾-.	(74.84%), but at the boiling point it overestimates by just 

0.006 𝑊𝑚-.𝐾-.	(7.02%).  
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Figure 2.8. Thermal conductivity of liquid argon at 1 MPa. 
 

Next, in Figure 2.9, we observe how increasing pressure on liquid argon changes our 

model’s accuracy. Applying an external pressure forces the argon atoms closer together, 

increasing the density, and potentially making liquid argon more solid-like. At high enough 

temperature and pressure, above the critical point (-122.34ºC at 4.87 MPa), argon enters a 

supercritical state where the densities of the liquid and vapor phases converge, and the phases 

become indistinguishable. Of interesting note, deep into the supercritical state (above -122.34ºC 

at 100 MPa for example in Fig. 2.9d) our liquid phonon gas model increasingly overlaps with 

the measured thermal conductivity. Wang et al. recently presented evidence for propagating 

longitudinal phonon-like collective excitations in supercritical systems, with wavelengths and 
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mean free paths comparable to the interatomic separations74 – suggestive that the phonon gas 

model presented here will be useful for predicting the thermal conductivity of supercritical 

fluids. At 0.1 MPa, 1 MPa, 10 MPa, and 100 MPa our model overestimates argon’s measured 

thermal conductivity by an average of 0.033 𝑊𝑚-.𝐾-., 0.031 𝑊𝑚-.𝐾-., 0.028 𝑊𝑚-.𝐾-., 

and 0.009 𝑊𝑚-.𝐾-., respectively.  

 

 

Figure 2.9. The effect of changing pressure on liquid argon’s thermal conductivity. Measured 
and modeled results of argon under pressures of a) 0.1 MPa, b) 1 MPa, c) 10 MPa, and d) 100 
MPa. 
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2.4 Evaluating the accuracy of the phonon gas model 

The fundamental mechanism of heat conduction in liquids, foundational for liquid heat 

transfer applications, is not well understood. Previously, no model could adequately describe 

the experimental thermal conductivity results for important heat transfer fluids like water and 

molten sodium nitrate. In this work, we assumed that vibrational modes, which move at the 

speed of sound and have a mean free path on the order of the intermolecular distance, conduct 

heat in liquids. We formulated a simplified phonon gas model, Eq. 13, to calculate the 

theoretical thermal conductivity for liquids with varying intermolecular interaction energy. The 

calculated thermal conductivity from the liquid phonon gas model fits very well with 

experimental measurements for water (2.98% deviation), sodium nitrate (1.32% deviation), and 

argon under 100 MPa of pressure (9.31% deviation). We explored the limitations of the phonon 

gas model in liquids with weaker intermolecular interactions, such as argon (under varying lower 

pressures), hydrogen sulfide, alcohols, and long alkane chains (results summarized in Table 2). 

Our results suggest that the phonon gas model fits particularly well for liquids with very strong 

intermolecular interactions – Coulomb energy, hydrogen bonding, and high pressure – which 

indicates that these liquids exhibit more solid-like molecular vibrational character (see Figure 

10). Increasing the liquid density [mol/L] similarly reduces the deviation of the predictions from 

the phonon gas model (see Figure 11). Figures 10 and 11 show that when comparing any 2 

liquids with the same interaction energy type (H2O vs. H2S, Ar 100 MPa vs. Ar 1 MPa, Methanol 

vs. Ethanol, or NaNO3 vs. KNO3), increasing the interaction energy or density leads the phonon 

gas model to more accurately predict the thermal conductivity. Also, it shows a general trend 

that the liquid phonon gas model becomes more accurate as the interaction energy and density 

increase. Whereas for other models shown in this work, there are no stand out trends.  
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Figure 2.10. Deviation between phonon gas model calculated thermal conductivity and 
measured thermal conductivity for liquids with varying interaction energies.  
 

 

Figure 2.11. Deviation between phonon gas model calculated thermal conductivity and 
measured thermal conductivity for liquids with varying density. The density for each liquid was 
averaged over their respective temperature range. 
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Bridgman’s model for liquid thermal conductivity successfully captures the value and 

temperature dependence of experimental results for liquids with Keesom energy holding them 

together with intermediate strength – hydrogen-sulfide (4.76% deviation), methanol (-8.70% 

deviation), and ethanol (-12.3% deviation) – shown in Figure 2.12 and 2.13. While the phonon 

gas model generally captures the temperature dependence of these liquids’ thermal conductivity 

(except for ethanol), the thermal conductivity value is overestimated by over 40%. It is worth 

restating that our phonon gas model (Eq. 2.14) simplifies to Bridgman’s result if we assume 

𝐶< = 2𝐶Ì and 𝐶Ì = 3𝑘W. 

 

 

Figure 2.12 Deviation between Bridgman’s calculated thermal conductivity and measured 
thermal conductivity for liquids with varying interaction energies.  
 
 



100	
	

 

Figure 2.13 Deviation between Bridgman’s calculated thermal conductivity and measured 
thermal conductivity for liquids with varying density.  
 

Bridgman’s model also accurately predicts the thermal conductivity of butane (-3.31% 

deviation), though it overestimates methane (29.71% deviation) and underestimates octane (-

40.80% deviation). This suggests that for shorter alkane chain molecules, there is more energy 

transferred between molecules than the 2𝑘W Bridgman assumes to be constant across all liquids; 

for longer alkane chains, it suggests that less than 2𝑘W  is transferred between neighboring 

molecules since more energy would remain within an individual molecular chain. The liquid 

phonon gas model is inaccurate in predicting the thermal conductivity for alkane chains with 

weak London dispersion holding them together, and as the molecular chains grow longer, the 

phonon gas model increasingly overestimates thermal conductivity (see Fig. 2.14). The growing 

overestimation could stem from the phonon gas model’s use of experimental heat capacity to 

approximate how much energy the collective vibrations in a liquid transport. As molecular chain 
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length increases, more energy is stored in intramolecular vibrations that do not contribute to 

heat transport between molecules, leading our simplified phonon gas model to overestimate 

thermal conductivity. The deviation could also come from our assumption that mean free path 

is the intermolecular distance, which does not capture both intermolecular and intramolecular 

interactions as chains become entangled with several other chains.  

 

 

Figure 2.14. Deviation between phonon gas model calculated thermal conductivity and 
measured thermal conductivity for alkanes with varying molar masses.  
 

For all liquids examined in this work, it is interesting that the Cahill-Pohl minimum 

thermal conductivity, formulated for amorphous solids, also serves as a lower limit for liquid 

thermal conductivity (see Figure 2.15). The Cahill-Pohl model also provides a fairly accurate 

prediction for liquid argon’s thermal conductivity at high pressure (-0.29% for 100 MPa). The 

phonon gas model generally captures liquid argon’s temperature dependent thermal 
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conductivity, but the value is always slightly overestimated (28.85% for 1 MPa and 9.31% for 

100 MPa). It was reconfirmed that Chapman-Enskog’s kinetic theory of liquids does not capture 

the thermal conductivity of liquids (see Figure 2.16). 

 

2.5 Conclusion 

This work provides a helpful model for understanding heat conduction in dense, 

strongly interacting liquids and a tool to interpret experimental measurements of liquid thermal 

conductivity.  Our formula (Eq. 2.11) based on the phonon gas model, only requires 

experimental inputs of heat capacity, speed of sound, and density (or ionic radii).  By choosing 

representative liquids from all different types of intermolecular interactions, and then 

quantifying the interaction energy, we tested how well the liquid phonon gas model performs 

across a wide variety of liquids.  

We find that the phonon gas model can accurately predict the temperature dependent 

thermal conductivity of strongly interacting fluids (with interaction energy greater than ~ 1 

kJ/mol), such as water and molten nitrate salts – two of the most important heat transfer fluids. 

It is likely that the success of the model on dense strongly interacting fluids is related to the 

types intermolecular and intramolecular interactions in these fluids. Further study is required to 

determine if the full liquid phonon gas model in Eq. 2.10, taking into account the frequency 

dependent velocity and mean free path of phonons, as well as the Frenkel frequency for 

transverse modes, would more accurately predict the thermal conductivity of liquids with weaker 

intermolecular interactions. 
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Figure 2.15. Deviation between the Cahill-Pohl calculated minimum thermal conductivity and 
measured thermal conductivity for liquids with varying interaction energies.  
 

 

Figure 2.16. Deviation between the Chapman-Enskog thermal conductivity and measured 
thermal conductivity for liquids with varying interaction energies.  
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Table 2.2. Average deviation of thermal conductivity modeling results from experimentally 
measured results. The percent error is listed in parentheses.  Deviations less than or equal to 
±15% are highlighted in green. 

Liquid 
Interaction 

Energy 

Error [ 𝑾
𝒎-𝑲

] 

This Work Bridgman 
Cahill-

Pohl 

Chapman & 

Enskog 

Sodium 

Nitrate 

Coulomb 

417	𝑘𝐽/𝑚𝑜𝑙 

0.009  

(1.46%) 

-0.323 

(-54.57%) 

-0.429 

(-72.50%) 

0.235  

(39.54%) 

Potassium 

Nitrate 

Coulomb 

376	𝑘𝐽/𝑚𝑜𝑙 

0.069 

(14.66%) 

-0.235 

(-50.31%) 

-0.327 

(-69.93%) 

0.225 

(48.02%) 

Water 
H-Bonding 

21	𝑘𝐽/𝑚𝑜𝑙 

0.018 

( 2.98%) 

-0.204 

(-31.96%) 

-0.374 

(-58.83%) 

0.560  

(94.88%) 

Hydrogen 

Sulfide 

H-Bonding 

7.02	𝑘𝐽/𝑚𝑜𝑙 

0.105  

(43.49%) 

0.012  

(4.76%) 

-0.088 

(-36.62%) 

0.113  

(46.86%) 

Methanol 
Keesom 

1.07	𝑘𝐽/𝑚𝑜𝑙 

0.099  

(49.24%) 

-0.017 

(-8.70%) 

-0.089 

(-44.76%) 
N/A 

Ethanol 
Keesom 

0.48	𝑘𝐽/𝑚𝑜𝑙 

0.171  

(103.97%) 

-0.020 

(-12.3%) 

-0.077  

(46.99%) 
N/A 

Methane 
London 

1.75	𝑘𝐽/𝑚𝑜𝑙 

0.084  

(42.53%) 

0.059 

(29.71%) 

-0.043 

(-21.52%) 

0.101  

(50.34%) 

Butane 
London 

N/A 

0.200  

(135.20%) 

-0.004 

(-3.31%) 

-0.060 

(-41.50%) 

0.203  

(123.53%) 

Pentane 
London 

N/A 

0.226  

(158.91%) 

-0.019 

(-14.25%) 

-0.067 

(-48.12%) 

0.197  

(118.24%) 

Octane 
London 

N/A 

0.255  

(206.82%) 

-0.049 

(-40.80%) 

-0.078 

(-64.18%) 

0.056  

(35.78%) 

Argon 

(1 MPa) 

London 

1.36	𝑘𝐽/𝑚𝑜𝑙 

0.031 

(28.85%) 

0.042 

(38.26%) 

-0.018 

(-16.35%) 

0.041  

(35.58%) 

Argon 

(100 MPa) 

London 

1.54	𝑘𝐽/𝑚𝑜𝑙 

0.010 

(9.31%) 

0.059 

(65.76%) 

-0.001 

(-0.29%) 

-0.004 

(-1.67%) 
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Chapter 3: Frequency-domain hot-wire measurements of molten 

nitrate salts 

The thermal conductivity of liquids has traditionally been determined by measuring 

either the steady-state temperature gradient or time-dependent temperature rise in a sample due 

to an applied heat flux. The transient hot-wire method has become the standard for measuring 

liquid thermal conductivity; in this method, direct current Joule heats a long, thin wire immersed 

in a liquid sample, and the measured temperature rise over a particular time interval is fit to a 

heat transfer model to extract the thermal conductivity of the liquid. However, in the high-

temperature environments of molten salts, long metal wires are vulnerable to corrosion, and 

convection errors are magnified in larger volumes of molten salts. Here, we utilize a new 

frequency-domain, corrosion-resistant, short hot-wire technique (sensor and model) to measure 

the thermal conductivity of molten NaNO3 (2.78% standard uncertainty), KNO3 (2.38% 

standard uncertainty), and Solar Salt mixture (2.66% standard uncertainty). Operating in the 

frequency domain and utilizing a full 3D model allows the use of short sensor wires, reducing 

the total contact area to minimize corrosion, and the use of small sample volumes, mitigating 

convection errors. An alternating current at varying frequencies Joule heats a short platinum 

wire sensor (6.5 mm), which is protected by a 1.6 µm thick Al2O3 coating, submerged in molten 

salt. The frequency-dependent temperature response of the sensor surrounded by salt is 

measured and fit to a 3D thermal model to obtain the thermal conductivity of the molten salt. 

Together, the new sensor design and 3D model keep the probed molten salt volume below 1 

µL. Our frequency-domain measurements show an ~11-15% higher thermal conductivity of 

molten nitrate salts than the current reference correlations made from steady-state and time-

domain measurements.  
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3.1 Introduction  

Molten nitrate salts are important high temperature heat transfer and thermal energy 

storage fluids used in the solar and nuclear power industries due to their high temperature 

stability and low vapor pressure.1 The thermal transport properties of molten nitrates are 

important to determine the rate at which heat energy can be extracted from a storage reservoir 

since a higher thermal conductivity fluid can allow the surface area required for an optimized 

heat exchanger to be reduced.2 In addition to the magnitude of the thermal conductivity of 

molten nitrate salts, its temperature dependence is also important to understand how heat 

transfer changes across the entire operation range up to and above 773.15 Kelvin.  

Reliable thermal conductivity measurements of molten salts are difficult due to 

convection and corrosion, which are magnified at high temperatures. The sample holder, 

temperature sensors, and electrical wiring must all be able to withstand high temperatures and 

corrosive molten salt environments. There must also be a way to minimize or account for errors 

due to natural convection and ambient temperature fluctuations of the heating system, which 

can alter the magnitude and temperature dependence of the measured thermal conductivity.  

The importance and difficulty of measuring the thermal conductivity of nitrate salts is 

exemplified by the existence of at least 15 previous measurements of NaNO3 in the literature. 

These measurements have been conducted using a variety of steady-state and time-domain 

techniques; the wide range in the magnitude and temperature dependence of the measured 

thermal conductivity of NaNO3 is shown in Fig. 3.1. The gap in theoretical understanding of 

how heat is conducted in molten salts, and liquids in general, compared to gases and solids 

complicates interpretation of the measured results.  
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 The spread in the available data make it difficult to select the correct magnitude and 

temperature dependence to use in device and system designs that use these materials. In this 

regard, reference correlations provide a very useful source for data3–5. Over the years, reference 

correlations have been updated considering newly available measurements and possible issues 

with previous measurements, which can include lack of protective sensor coatings and 

convection errors in liquids at high temperature.  

Recently, Chliatzou et al.5 reviewed previous measurements to compile primary data 

from five separate measurements, each with a reported error of 4% or less, to create a reference 

correlation for the thermal conductivity of molten NaNO3. One steady-state measurement was 

included in the primary data since it had the smallest sample gap size of 200 µm6; decreasing the 

distance between temperature probes reduces the temperature gradients and natural convection 

in the sample. The remaining four measurements were conducted in the time-domain (transient 

hot-wire7,8, pulse-heated flat plate9, and wave-front interferometer10). Although the temperature 

rise is measured for relatively long times, only data in a certain time window is used for model 

analysis and data fitting to remove errors from the sensor’s heat capacity at short times and 

natural convection in the molten salt and conduction through the containment materials at 

longer times. As a consequence, selecting the appropriate time window can affect the extracted 

measured thermal conductivity.11  
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Figure 3.1. Previous thermal conductivity measurements of NaNO3 labeled by first author’s 
last name, in order of publication date from 1 to 15.6–10,12–21 Steady-state measurements are 
shown as triangles, and time-domain measurements are shown as circles. Data points in shades 
of green were used to draw the most recent reference correlation by Chliatzou et al.22  

 

Based on steady-state measurements performed by McDonald and Davis17, Janz 

published the first reference correlation for the thermal conductivity of molten NaNO3 in 1979.3 

Based on time-domain measurements by Kitade et al.8, Nagasaka and Nagashima published an 

updated reference correlation in 1991.23 Most recently, in 2018, Chliatzou et al. provided an 

updated  reference correlation on what they define as the best available steady-state and time-

domain data. They did not include measurements from McDonald and Davis (reported 5% 

uncertainty)17 or Zhang and Fuji (reported 3% uncertainty)21 in their primary data since they 

“were much higher than other reliable measurements” and “showed a positive increase with 

temperature”. Neither do they include data from Bloom et al. (reported 5% uncertainty)14 

because they “seem to be affected by convection and radiation, increasing [thermal conductivity] 
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with measurement temperature” despite their use of “a very small sample gap size (0.9 mm)”; 

and they do not include measurements from McLaughlin13 in their primary or secondary data 

sets.  

Given the lack of accepted theoretical underpinnings for thermal conductivity in molten 

salts, it is difficult to provide a firm justification for disregarding careful thermal conductivity 

measurements that report different values or temperature dependencies. Thus, it is likely that 

new measurements and theories will refine our understanding of high temperature molten salt 

thermal conductivity. Here, to the best of the authors’ knowledge, we provide the first 

frequency-domain measurements of molten NaNO3, KNO3, and Solar Salt (60 wt.% NaNO3, 

40 wt.% KNO3) thermal conductivity (see Table 3.1 for details of salts used). We utilize a new 

frequency-domain hot-wire sensor with a protective coating to probe the thermal conductivity 

of molten nitrate salts while minimizing effects from corrosion and convection.24 

Table 3.1. Nitrate salt chemical composition, CAS registry number, supplier, mass fraction 
purity measured by supplier using titration with NaOH on a gravimetric basis, and melting 
point22. 

Chemical 

Name 

CAS 

Reg. No. Supplier 

Purity 

(Mass 

Fraction) 

Melting Point 

NaNO3 7631-99-4 Sigma-Aldrich ≥0.99 583.15 K 

KNO3 7757-79-1 Sigma-Aldrich ≥0.99 610.15 K 
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3.2 Frequency-domain thermal model and sensor 

The development of frequency-domain thermal measurements, particularly the 3-omega 

(3ω) method25, have proven useful for removing errors inherent in time-domain and steady-

state measurements and obtaining very accurate thermal measurement properties of solids over 

wide temperature ranges. We recently extended the 3ω technique to be used in a hot-wire 

geometry to measure molten and corrosive materials at high temperature (the full details are 

reported elsewhere by Wingert et al.24). The main advantages of operating in the frequency 

domain for molten materials are (1) convection is minimized by limiting the thermal penetration 

depth below 100 µm, which, combined with short-length sensors, allows probing of sample 

volumes less than 1µL, (2) ambient temperature fluctuations of the environment and heater are 

rejected by locking into the harmonic thermal response of the sample, and (3) a wide window 

of frequencies are utilized, without arbitrary data truncation, to measure thermal conductivity.  

For the measurement, we apply an AC current (at 1ω frequency, 𝐼�) to Joule heat a 

platinum hot-wire and surrounding sample. This periodic heating induces temperature and 

subsequent resistance fluctuations at a 2nd harmonic (2ω), and finally, the voltage fluctuations at 

a 3rd harmonic (3ω, 𝑉I� ) are measured using an SR830 Lock-In Amplifier. The average 

temperature of the sensor is then calculated via the temperature coefficient of resistance (TCR, 

𝑑𝑅 𝑑𝑇⁄ ) of the platinum sensor: 

𝑇�3�,N�� = −2 Ì�<
 <
�=>
=�
�   (3.1) 

The frequency of 𝐼�  is varied from 1000 Hz to 1 Hz to measure the frequency dependent 

thermal response of the sample. 
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The frequency dependent temperature rise in the platinum wire is fit to a solution of the 

3D heat equation that we have described in detail previously in Ref [24].  Here we briefly 

describe the model concept and the final solution. Fig. 3.2, schematically depicts the average 

temperature rise of a finite-length wire (length, 𝐿, and radius, 𝑟z) for electrical heating input 

power (𝑃���V = 𝐼�3𝑅, with wire electrical resistance 𝑅) of varying frequency (𝑓 = 𝜔/2𝜋). The 

solution to the 3D heat equation is: 

𝑇�3�,N�� ≅ ∑ �<����
��M�����(3�-.)����

�1 + �����
����

� � .
��-��

� �� �(��M�)-�¡�(��M�)
 �(��M�)

¢£¤
�¥.  (3.2) 

Where 

𝛼 = 𝜅.𝜑.𝐼.(𝜑.𝑟.) �
.

����

¡�(��M�)
¡�(��M�)

+ ℛ.,3� + 𝐼z(𝜑.𝑟.)    (3.3a) 

𝛽 = 𝜅.𝜑.𝐾.(𝜑.𝑟.) �
.

����

¡�(��M�)
¡�(��M�)

+ ℛ.,3� − 𝐾z(𝜑.𝑟.)    (3.3b) 

𝛿 = 𝜅.𝜑.𝐾.(𝜑.𝑟z) �
.

����

 �(��M�)
 �(��M�)

+ ℛz,.� + 𝐾z(𝜑.𝑟z)    (3.3c) 

𝛾 = 𝜅.𝜑.𝐼.(𝜑.𝑟z) �
.

����

 �(��M�)
 �(��M�)

+ ℛz,.� − 𝐼z(𝜑.𝑟z)     (3.3d) 

𝜑ª = «𝑖 Z�R¬®
�

+ ��(3�-.)
�

�
3
       (3.4) 

 

Here 𝐼 (𝑥) and 𝐾 (𝑥) are the 𝑗?±  order modified Bessel functions of the 1st and 2nd kind, 

respectively, 𝜅ª is thermal conductivity, 𝜌ª𝐶ª is volumetric heat capacity, and ℛz,. and ℛ.,3 

are the wire-coating and coating-sample interfacial thermal resistances. The subscripts 𝑁 = 0, 

1 , and 2 represent the wire, coating, and the surrounding sample, respectively. The model 

includes an electrically insulating coating layer of thickness 𝑑 = 𝑟. − 𝑟z . In this work, we 

assume ℛz,. and ℛ.,3 are both 0 since typical interfacial thermal resistances between metal-
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alumina26 and alumina-liquid interfaces are less than 5 × 10-�	𝑚3𝐾𝑊-. , which we have 

previously shown to have a negligible effect on measured thermal conductivity for our 

frequency-domain hot-wire measurements24,26. The radial thermal penetration depth over which 

the sample is measured decreases as the heating frequency increases according to Δ³,ª =

´𝜅ª 4𝜋𝑓𝜌ª𝐶ª⁄ .  

 

Figure 3.2. Schematic of hot-wire sensor with finite length (𝐿), radius (𝑟z), and a protective 
coating (thickness 𝑑). The thermal penetration depth into the sample is shown as Δ³ and varies 
with frequency. 
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Previous attempts to measure liquid thermal conductivity using the frequency-domain 

made an infinite wire assumption to simplify the thermal model; however, that assumption can 

lead to significant error in the frequency-domain measured thermal conductivity, which is 

discussed in more detail by Wingert et al.24 The finite length model facilitates the accurate 

measurement of liquids using short hot-wires. We previously validated the frequency-domain 

hot-wire technique by measuring the thermal conductivity of water, methanol, ethanol, silicone 

oil, and argon at ambient temperature and pressure, as well as sulfur at high temperatures; all 

frequency-domain measurements showed good agreement with reference values24. This new 

technique allows us to measure small amounts of molten salts, resulting in more uniform salt 

temperatures and negligible convection during measurements. Potential error due to radiative 

heat transfer between the hot-wire and molten salt is also negligible since radiative heat flux is 

always less than 1% of the conductive heat flux below 873.15 K (see Appendix 1 of Chapter 

3). Note that we assumed zero-temperature rise at the wire ends as a boundary condition for 

development of Eq. 3.2 and assumed a uniform salt temperature during the measurement. The 

validity of these assumptions is shown in Appendices 2 and 3 respectively at the end of 

Chapter 3.  

The experimental setup, microfabricated sensor, and protective coating used in this 

study are shown in Fig. 3.3. The fabricated sensor is an Al2O3 substrate (can be polycrystalline 

or single crystal sapphire), with sputtered platinum leads using a titanium adhesion layer. A 6.5-

7 mm long, 25.8 µm diameter platinum wire is bonded to the platinum leads using gold ball 

bonding or Tanaka Platinum Paste TR-7605. To prevent annealing of our sensors during the 

measurement, which could potentially change the 𝑑𝑅 𝑑𝑇⁄  of our platinum wires, we anneal the 

sensors before the measurement by heating them up to 1173.15 K for 2 hours, holding them at 
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1173.15 K for 2 hours, and then cooling down to room temperature for 4 hours. Next a 1.6 µm 

thick Al2O3 coating is deposited with ALD/CVD/RF sputtering, which protects against 

corrosion and prevents any electrical leakage from the wire or electrodes into conductive 

samples.  

The diameter of the platinum wire, 2𝑟z, is measured to be 25.8 µm in SEM with a 0.4% 

standard uncertainty; the length of each wire, 𝐿 , is measured from its room temperature 

electrical resistance to be between 6.5-7 mm, and there is 2% standard uncertainty from a 1 mm 

uncertainty in the 50 mm long Pt used for calibration; and the temperature coefficient of 

resistance (dR/dT) of each wire is measured during testing. The Al2O3 coating thickness, d, is 

measured in SEM before and after the measurement to be 1.6 µm with a standard uncertainty 

of 6.5%; the coating’s thermal properties ( 𝜅. = 1.5	𝑊𝑚-.𝐾-.  and 𝜌.𝐶. = 2.65 ×

10¿	𝐽𝑚-I𝐾-.) for amorphous alumina deposited with ALD) are taken from literature27 with a 

13% uncertainty in values. The molten salt density (1% reported uncertainty)3 and heat capacity 

(1% reported uncertainty)28, 𝜌3𝐶3, are taken from reference values. 
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Figure 3.3. (a) 3D schematic of the experimental setup. The alumina tube and heater, which 
are actually continuous, are shown here with a cut-out for clarity.  (b) photograph of coated hot-
wire sensor on sapphire chip, (c) SEM of 1.6 µm thick Al2O3 coating on platinum hot-wire. 
 

3.3 Measurement details and error analysis 

To measure the thermal conductivity of a molten nitrate salt, we raise the temperature 

of the salt sample with an embedded coated sensor, shown in Fig. 3.3 a), above the melting 

point in an argon environment, wait 30 minutes for the salt to completely melt and for the 

temperature to equilibrate, and then measure the molten salt’s temperature response at 20 

logarithmically spaced frequency points ranging from 1000 Hz to 1 Hz. We then raise the 

temperature of the furnace by ~20 K, wait 30 minutes for the temperature to equilibrate, and 

run another set of frequency response measurements, which takes ~1 hour and 20 minutes for 

the full frequency sweep. We continue to repeat this heating and measurement process until the 

thermal conductivity at the highest useful temperature for the molten nitrate salt is measured. 

Finally, we repeat this temperature dependent measurement for both molten NaNO3 and KNO3 
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with a new coated sensor, unused salt from the manufacturer, and an uncontaminated Al2O3 

crucible (Solar Salt was only measured once).  

Fig. 3.4 shows the measured DT vs. frequency for NaNO3, KNO3, and Solar Salt, each at 

3 different temperatures (just above the melting point, the median temperature measured, and 

the highest temperature measured). The experimental in-phase temperature rise at each input 

frequency is positive and marked with an ×. The out-of-phase temperature response of the wire 

is also measured at each frequency and is negative and marked with a circle. The thermal 

conductivity of the surrounding molten salt is the only free parameter used to perform a least-

squares fit for both the in-phase and out-of-phase experimental data. The in-phase and out-of-

phase response model fits of the experimental results are plotted as solid and dotted lines, 

respectively, and both show good agreement with experimental measurements.  

We use a Monte Carlo method to fit our thermal model (Eq. 3.2) to the measured 

frequency-dependent temperature rise (as in Fig. 3.4) to find the measured thermal conductivity 

and standard uncertainty. The parameters for the platinum wire, coating, and molten salt are 

randomly sampled from their Gaussian distributions (with their averages and standard 

uncertainties), then input into a least-squares regression of DT (Eq. 3.2) for varying thermal 

conductivity, 𝜅3, of the molten salt.  This Monte Carlo simulation is run 200 times for each 

frequency-domain measurement to find the average thermal conductivity of the molten salt and 

its standard deviation, which is the standard uncertainty reported, at each temperature. The 

Monte Carlo method is used to account for the standard uncertainties in the parameters used 

in the thermal model (Eq. 3.2), specifically: the wire diameter (2𝑟z) length of the wire (𝐿), 

coating thickness (𝑑), coating density (𝜌.), heat capacity (𝐶.), salt density 𝜌3 , and salt heat 

capacity (𝐶3). 
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Figure 3.4. Frequency-domain measurements of NaNO3 (1st column), Solar Salt (middle 
column), and KNO3 (3rd column) at just above the melting point, the median temperature 
measured, and the highest temperature measured. 
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3.4 Results and discussion 

Fig. 3.5 and Table 3.2 show the frequency-domain NaNO3 thermal conductivity 

measurements from two independent temperature sweeps using different sensors, fresh salt 

batches, and unused sample holders each time. The average standard uncertainty in thermal 

conductivity was found to be 2.78%. We find a very slight decreasing thermal conductivity as 

the temperature of NaNO3 increases. The line of best fit of the measured thermal conductivity 

at varying temperature (T in kelvin) is given by the following equation: 

 𝜅 = 0.637 − 7.152 × 10-=(T)	[𝑊𝑚-.𝐾-.] (3.5) 

The residual sum of squares of the fit is 0.0012. Also plotted in Fig. 3.5 is data form Chliatzou 

et al.’s reference correlation. Comparison shows that the slope of the linear fits is similar. 

However, we find the magnitude of the thermal conductivity to be ~11% higher than the 

reference value. In addition to the difference in measurement techniques, our salt source and 

purity (Sigma-Aldrich ³ 99%) could lead to some deviation between our measured thermal 

conductivity and previous literature or reference values. Of the 5 previous measurements used 

as primary data by Chliatzou et al., only Omotani et al. (99.9%)7 and Kitade et al. (99%)8 report 

the purity of NaNO3 used. The purity of NaNO3 and concentration of different species present 

can affect the measured thermal conductivity. In addition, it has been shown that higher salt 

purity and lower water content in molten chlorides and fluorides is correlated with lower 

corrosion rates of metal alloys.29 To remove water moisture that the salt absorbs, we heat the 

starting salt powder from room temperature to 673.15 K over two hours to evaporate off any 

water, then we submerge our hot-wire sensor into the salt, and the salt cools down and solidifies 

around the sensor. Next, we heat the salt and sensor in our vacuum tube furnace (see Fig. 3.3a) 
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above the melting point over 2 hours, pumping out any more moisture that comes off. And 

finally, we fill the furnace with argon before starting our measurements. 

The decomposition temperature is also plotted at 669.15 K in Fig. 3.5 for when the 

equilibrium constant of NaNO3 decomposing into Na2O, NO2 gas, and O2 gas is equal to 

1 × 10-3=, as discussed by Pfleger et al.30 and Stern31. Our measurements show that the thermal 

conductivity does not change substantially even above the decomposition temperature. 

However, these values should be used with caution. Since decomposition reactions are 

continuous, the thermal conductivity measured above the dashed line is likely time dependent.  

 

 

Figure 3.5.  Frequency-domain NaNO3 thermal conductivity measured values compared to the 
reference correlation of previous time-domain and steady-state measurements.  
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Table 3.2. NaNO3 liquid thermal conductivity and standard uncertainty measured in argon 
environment at 0.142 ± 0.007 MPa. Uncertainty in temperature is ± 2 K from fluctuating furnace 
temperature.  
 

Temperature [K] 
Thermal Conductivity 

[Wm-1K-1] 

Standard 

Uncertainty 

[Wm-1K-1] 

597.15 0.587 0.017 

619.15 0.6 0.016 

643.15 0.592 0.016 

669.15 0.602 0.017 

693.15 0.595 0.017 

720.15 0.598 0.015 

586.15 0.594 0.016 

611.15 0.604 0.018 

635.15 0.591 0.016 

662.15 0.574 0.016 

686.15 0.57 0.017 

713.15 0.58 0.016 

738.15 0.584 0.016 
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Fig. 3.6 and Table 3.3 show our frequency-domain measurements of thermal 

conductivity of KNO3 from 2 independent temperature sweeps with two separate sensors, fresh 

salt batches, and unused sample holders. The average standard uncertainty in thermal 

conductivity was found to be 2.38%. We find a very slight decreasing thermal conductivity of 

molten KNO3 across the whole temperature range. The line of best fit of our KNO3 thermal 

conductivity measurements (T in Kelvin) is given by the following equation: 

   𝜅 = 0.542 − 1.113 × 10-Z(T)	[𝑊𝑚-.𝐾-.] (3.6) 

The residual sum of squares of the fit is 0.0008. There is a small difference in slope from 

Chliatzou et al.’s reference correlation, and we measure the magnitude of thermal conductivity 

of KNO3 to be ~15% higher than the reference value at 673.15 K. It is worth noting that time-

domain measurements from Asahina et al.9 and steady-state measurements from Tufeu et al.6 

used in the reference correlation overlap with our frequency-domain measurements of KNO3’s 

thermal conductivity. 
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Figure 3.6. Frequency-domain KNO3 thermal conductivity measured values compared to the 
reference correlation of previous time-domain and steady-state measurements. 
 



130	
	

Table 3.3. KNO3 liquid thermal conductivity and standard uncertainty measured in argon 
environment at 0.142 ± 0.007 MPa. Uncertainty in temperature is ± 2 K from fluctuating furnace 
temperature. 
 

Temperature 

[K] 

Thermal Conductivity 

[Wm-1K-1] 

Standard 

Uncertainty 

[Wm-1K-1] 

613.15 0.476 0.013 

633.15 0.478 0.013 

652.15 0.479 0.013 

669.15 0.482 0.014 

612.15 0.457 0.009 

631.15 0.463 0.011 

650.15 0.466 0.011 

672.15 0.468 0.012 

692.15 0.459 0.01 

711.15 0.455 0.009 

731.15 0.456 0.008 
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Fig. 3.7 and Table 3.4 show our frequency-domain measurements of Solar Salt (60 

wt.% NaNO3, 40 wt.% KNO3) from one temperature sweep. The average standard uncertainty 

in thermal conductivity was found to be 2.66%. Our measurements are plotted against the 

thermal conductivity of an effective medium of 60 wt.% NaNO3 and 40 wt.% KNO3, made 

using the lines of best fit from our frequency-domain measurements of NaNO3 and KNO3 

(Eqs. 5 and 6), as well as the reference correlations of NaNO3 and KNO3. The rule of mixtures 

used is: 

 𝜅V½¸NM	VN¸? = (0.6𝜅>Ó>?I) + (0.4𝜅@>?I) (3.7) 

 

The residual sum of squares is 0.0086 for our frequency-domain measurements and 0.0151 for 

the reference correlation rule of mixtures. The first five measured data points up to 593.15 K 

overlap with the reference correlation’s rule of mixtures within its 9.9% error (propagated from 

2s uncertainty of 7% in NaNO3 and KNO3 reference correlations). The rule of mixtures using 

our frequency-domain measurements of NaNO3 and KNO3 (Eq. 3.7) is higher than when using 

the reference correlation, and both correlations suggest a decreasing trend in Solar Salt’s thermal 

conductivity with increasing temperature. However, there is a slight increase in the thermal 

conductivity measured from the melting point up to 642.15 K that cannot be explained by either 

correlation.  
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Figure 3.7. Frequency-domain thermal conductivity measurements of Solar Salt (60 wt.% 
NaNO3, 40 wt.% KNO3). A rule of mixtures from the frequency-domain measurements (Eq. 7) 
is drawn as a solid line, and a rule of mixtures using the reference correlations5 is drawn as a 
dashed line.  
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Table 3.4. Solar Salt (60 ± 0.02 wt.% NaNO3, 40 ± 0.02 wt.% KNO3) liquid thermal 
conductivity and standard uncertainty measured in argon environment at 0.142 ± 0.007 MPa. 
Uncertainty in temperature is ± 2 K from fluctuating furnace temperature. 
 

Temperature [K] 
Thermal Conductivity 

[Wm-1K-1] 

Standard 

Uncertainty 

[Wm-1K-1] 

500.15 0.501 0.014 

523.15 0.506 0.013 

546.15 0.518 0.013 

569.15 0.527 0.014 

593.15 0.528 0.012 

617.15 0.539 0.015 

642.15 0.545 0.016 

669.15 0.515 0.015 

700.15 0.51 0.013 
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3.5 Conclusion 

Frequency-domain hot-wire measurements provide a new method for determining the 

thermal conductivity of molten nitrate salts. The new measurements offer three advantages over 

previous measurements of nitrate salts at high temperature measurements. First, the thermal 

penetration depth into the sample is kept below 100 µm, which is crucial for minimizing the 

convection in the frequency-domain measurement. Second, there is no systematic error in our 

measurement system from the temperature fluctuations in the furnace or environment due to 

the lock-in amplifier only measuring harmonic signals coming from the platinum sensor probing 

the molten salt. And third, 4 orders of magnitude in frequency are utilized (1, 10, 100, and 1000 

Hz) to measure the temperature response and ensure the data used to calculate thermal 

conductivity is not arbitrarily truncated.  

Our frequency-domain measurements, shown all together in Fig. 3.8, have low standard 

uncertainty values for NaNO3 (2.78%), KNO3 (2.39%), and Solar Salt’s thermal conductivity 

(2.66%), and they suggest that the current reference values for molten nitrate salts could be low, 

in some cases by over 10%. We measured nitrate salts sourced from Sigma-Aldrich with a 

reported purity ³ 99%. Salt purity can influence the thermal conductivity (as shown in Solar 

Salt) and other molten salt properties, and it should be more consistently reported going 

forward. This new frequency-domain technique should be useful to those seeking accurate 

thermophysical and transport properties for designing new molten salt systems and to scientists 

developing new theories of heat transport in molten materials.   
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Figure 3.8. Thermal conductivity of molten NaNO3, KNO3, and Solar Salt (60 wt.% NaNO3, 
40 wt.% KNO3) measured in the frequency-domain. Best fit lines are drawn for NaNO3 and 
KNO3 in solid lines, and their rule of mixtures for Solar Salt (60% NaNO3, 40% KNO3) is 
shown as a dashed line. 
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Supporting Information Available: Appendix 1 Validity of neglecting radiation in the thermal 

model; Appendix 2 Checking the boundary condition that there is no temperature rise at the 

ends of the hot-wire; Appendix 3 Validity of assuming a uniform salt temperature during the 

measurement.  

 

3. Appendix 1: Validity of neglecting radiation in the thermal model  

The model (Eqs. 2-4) we use to fit to measured data and extract sample thermal 

conductivity does not consider heat transfer by radiation. To confirm that radiation can be 

neglected in our thermal conductivity measurement, we calculate the relative significance of  

thermal radiation compared to thermal conduction between our sensor and molten salt during 

the measurement. Before the measurement, we let the temperature of our system equilibrate, so 

we assume the temperature of the sensor and the salt are equal. When we apply current to our 

hot-wire, joule heating leads to a temperature difference between the wire and salt that will lead 

to radiative heat transfer. 

To quantify the effect of radiative and conductive heat transport, we can weigh the 

relative heat fluxes from  radiation, 𝑄MN= and conduction, 𝑄S½�= defined as: 

 

 𝑄MN= = 𝐴PQMRNST𝜎𝜀(𝑇ôïMTZ − 𝑇N·ËZ ) ≈ 4𝐴PQMRNST𝜎𝜀𝑇N·ËI Δ𝑇ôïMT (A1) 

 

 
𝑄S½�= = 𝜅z𝐴PQMRNST

𝑑𝑇�3�
𝑑𝑟

A
Mz

 (A2) 
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where the temperature rise of the wire is Δ𝑇ôïMT = 𝑇�3�,N��  as defined in this work and [Ref. 

24], 𝜎 is the Stefan-Boltzmann constant (5.67e-8 J/(m2sK4 )), 𝐴PQMRNST is the surface area of the 

hot-wire, 𝑟0 is the radius of the hot-wire, 𝑇N·Ë is the ambient background temperature, and 𝜀 

is the emissivity of the alumina surface of our hot-wire. We can assume blackbody radiation 

(𝜀 = 1) to check the maximal radiative effect. The approximate ratio of heat fluxes due to 

radiation and conduction from the hot-wire is then: 

 

 𝑄MN=
𝑄S½�=

≈
4𝜎𝑇N·ËI

𝜅z
𝑇�3�,N��
𝑑𝑇�3�
𝑑𝑟 /

Mz

 (A3) 

 

As mentioned earlier, we define the temperature rise, 𝑇�3�,N��  in the hot-wire using Eq.2. To 

calculate the conductive heat flux from the hot-wire into the molten salt, we take the radial 

gradient at the wire surface of the temperature rise as described  in Ref. 24 as follows: 

𝑇�3�(𝑟) =
.
¸ ∫ 𝑇�z(𝑟, 𝑧)𝑑𝑧

¸
z = ∑ �.

¸ ∫ 𝐾T(𝑛, 𝑧)𝑑𝑧
¸
z ¢ ¹𝐴S,z𝐼z(𝜑z𝑟) + «

3
¸
� <��
�M�����îb���

�¼¤
�¥.

 (A4a) 

=>��<
=M
D
Mz
= ∑ � �<����

��M��������(3�-.)�
� �����

��
� �� �(��M�)-�¡�(��M�)

��-��
�¤

�¥.    

 (A4b) 

 

Finally, we calculate the ratio between radiation and conduction (Eq. A3), plotted in Figure S1. 
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Figure 3. S1. The percentage of radiation flux compared to conduction flux for various ambient 
temperatures as a function of input frequency. The radiation flux is less than 1% of the 
conduction flux and thus considered negligible.  
 

The highest temperature that our hot-wire system reached was 465℃ (738.15 K), shown in 

Figure 3.4, which is well below the 600°C (873.15 K) upper limit  shown in Fig. 3. S1. We find 

that the 𝑄MN=  is less than 1% of 𝑄S½�=  for the entire frequency range and for all salt 

temperatures below 600ºC (873.15 K), validating our assumption that radiation does not play a 

significant role in our measurement of molten salt thermal conductivity 
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3. Appendix 2: Checking the boundary condition at the wire ends  

Here we discuss the validity of the assumption of zero-temperature rise at the wire ends 

as a boundary condition that was used to develop Equation 2. For a full discussion on the model 

development please see REF 24. If the thermal conductance at the ends of the wire into the 

substrate is significantly larger than the thermal conductance into the sample or along the wire, 

then the heat dissipates into the high thermal conductivity substrate fast enough to keep a 

negligible  temperature rise at the wire ends , validating the boundary condition. Thus, we 

examine the ratio of heat conductance from the Pt wire into the substrate, 𝐺PQËP?MN?T  to the 

heat conduction into the sample, 𝐺PN·³¸Tas well  as the heat conduction along the Pt wire, 

𝐺ôïMT . 

For our setup, the Pt wire is bonded/welded to the platinum leads on high thermal 

conductivity (alumina or sapphire) substrates. As conservative estimate, the heat conduction 

into the substrate, we assume conduction into the substrate is limited to the edge length of the 

welded portion of the wire, 𝐿ôT¸= , and the thickness of the substrate, 𝑑PQËP?MN?T . Therefore, for 

a molten salt thermal conductivity sample, 0.5	𝑊𝑚-.𝐾-. , the conductance ratio is 

𝐺PQËP?MN?T 𝐺PN·³¸T⁄ ≈

(2𝜋𝐷𝐿ôT¸=𝜅PQËP?MN?T 𝑑PQËP?MN?T⁄ ) E𝜋𝐷𝜅PN·³¸TF⁄ = (2𝐿ôT¸=𝜅PQËP?MN?T) E𝜅PN·³¸T𝑑PQËP?MN?TF⁄

. 

Using the dimensions and properties, 𝐿ôT¸= = 1 mm, 𝑑PQËP?MN?T  = 1 mm, 𝜅PQËP?MN?T  = 30 

𝑊𝑚-.𝐾-. and 𝜅PQËP?MN?T  = 0.5 𝑊𝑚-.𝐾-. gives 𝐺PQËP?MN?T 𝐺PN·³¸T⁄ ≈ 120. 

Similarly, for the conductance ratio into the substrate versus along the Pt wire we have 
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	𝐺PQËP?MN?T 𝐺ôïMT⁄ ≈ (2𝜋𝐷𝐿ôT¸=𝜅PQËP?MN?T 𝑑PQËP?MN?T⁄ ) ���
3
�𝐷3𝜅ôïMT 𝐿ôT¸=h �h =

(4𝐿ôT¸=3 𝜅PQËP?MN?T) (𝐷𝜅ôïMT𝑑PQËP?MN?T)⁄ . Using 𝐷 = 0.025 mm and 𝜅ôïMT = 60	𝑊𝑚-.𝐾-., 

𝐺PQËP?MN?T 𝐺ôïMT ≈ 80⁄ .  In both cases the estimated thermal conductance into the substrate is  

~100 times larger than into the sample or past the substrate through the Pt wire. Thus, the 

boundary condition that the temperature rise at the wire ends is zero is valid for the conditions 

in this study 

3. Appendix 3: Validity of assuming a uniform salt temperature 

To check if the temperature of the sample is uniform, we use a lumped capacitance 

model (REF 33). The criterion for negligible temperature gradients within an object from the 

lumped capacitance model is that the Biot number (Bi) is less than 0.1, indicating that convective 

heat loss to the environment is very small compared to the conductive heat transfer within the 

sample.  

The crucible containing the molten salt and sensor is a small volume of material and is 

suspended in the tube furnace. The sample is radiatively heated from the tube furnace walls with 

a primary cooling path of natural convection due to the Argon gas filling the tube furnace. For 

this analysis, we measure the temperature of the larger alumina tube that encases the sample 

holder in an argon environment, and we measure the temperature of the smaller alumina 

crucible that holds our molten salt sample and sensor (see Figure 3a).  

Next, we use the highest temperature of our system and an energy balance to calculate 

the  maximum convective heat transfer. During this work, the highest steady state temperature 

of the sample (𝑇PN·³¸T) ) was 468℃	(742𝐾 ) and the outer alumina tube temperature 

(𝑇½Q?TM	?QËT) was 500℃	(773𝐾). The energy balance of our sample, which includes the energy 
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in, 𝑄ï� from radiation from the larger alumina tube and the energy out, 𝑄½Q? from convective 

heat loss from the surface of the sample holder, can be written: 𝑄ï� − 𝑄½Q? = 0, where 𝑄ï� =

𝜎𝐴𝜀.(𝑇½Q?TM	?QËTZ − 𝑇PN·³¸TZ ) and 𝑄½Q? = ℎ𝐴E𝑇PN·³¸T − 𝑇¤F	. Thus, 

 𝜎𝐴𝜀.E𝑇½Q?TM	?QËTZ − 𝑇PN·³¸TZ F = ℎ𝐴E𝑇PN·³¸T − 𝑇¤F (A5) 

where	𝜎 is the Stefan-Boltzmann constant (5.67 × 10-� G
·�P¡H

), 𝐴 is the surface area of the 

sample holder (which cancels out), 𝜀. is the emissivity of the alumina sample holder that we will 

conservatively assume to be 1,	𝑇PN·³¸T  is the highest temperature that our molten salt reached 

(𝑇PN·³¸T = 468℃ = 742𝐾 from Figure 4), 𝑇½Q?TM	?QËT  is the highest temperature we set for 

the outer tube (𝑇½Q?TM	?QËT = 500℃ = 773𝐾), and 𝑇¤ is the ambient argon gas temperature  

(𝑇¤ = 30℃ = 303𝐾). 

 

Note the gas is static and not flowing, and thus according to Eq. A5 we find the heat transfer 

coefficient for natural convection ℎ = 6.96 I
·�¡

. Next, we find the Biot number using the 

definition:  

 
𝐵𝑖 =

ℎ𝐿S
𝜅 =

ℎ𝐷
4𝜅  (A6) 

 

where 𝐿S = 𝑉𝑜𝑙𝑢𝑚𝑒/𝑆𝑢𝑟𝑓𝑎𝑐𝑒	𝐴𝑟𝑒𝑎 = 𝐷/4 is the characteristic length scale of the cylindrical 

sample holder (0.025 m diameter) and 𝜅 is the thermal conductivity of the molten salt making 

up the majority of the volume of the sample holder (≈0.5 Wm-1K-1). Eq. A6 gives: 𝐵𝑖 = 0.087, 

which is less than 0.1, fulfilling the criterion of the lumped capacitance model uniform 

temperature for our molten salt. 
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Chapter 4: Evaluation of ionic liquid thermal conductivity models with 

frequency-domain hot-wire measurements 

 

Ionic liquids are an extremely attractive replacement for volatile organic liquids and 

water for several technologies due to their superior chemical, thermal, and electrical stability. 

The thermal conductivity is a critical parameter for modeling the heat transfer in ionic liquid 

systems and understanding any desired temperature dependent property, such as chemical 

reaction rate or electrical and ionic conductivity. However, there are several models of ionic 

liquids that could be used to predict their thermal conductivity, and there is still no well-

established understanding for the mechanism of heat conduction in ionic liquids. In this work, 

we examine how an ionic liquid’s molar mass, density, speed of sound, and intermolecular 

distance are related to its thermal conductivity; then we test the accuracy of four ionic liquid 

thermal conductivity models from Mohanty, Bridgman, Fröba et al., and Zhao et al. We measure 

the thermal conductivity of 3 ionic liquids ([bmim]+ [I]–, [bmim]+ [BF4]–, and [bmim]+ [TFS]–) 

with a recently developed frequency-domain hot-wire technique to minimize high temperature 

experimental error; our results are in good agreement with previous transient hot-wire 

measurements up to 200°C, and we report the first measurement of [bmim]+ [I]– thermal 

conductivity. Utilizing our measurements and previous data of various [emim]+ and [NTF2]- 

ionic liquids, we find that while no individual parameter alone is predictive of thermal 

conductivity, combining multiple parameters together in the models of Bridgman and Fröba et 

al. provides accurate predictions of ionic liquid thermal conductivity. We also show how the 

liquid theory from Mohanty underpredicts ionic liquid thermal conductivity and the phonon gas 

model from Zhao et al. overpredicts ionic liquid thermal conductivity. This work provides 
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support for liquid thermal conductivity models from Bridgman and Fröba et al. and 

demonstrates the utility of frequency-domain measurements for high temperature liquids. 

 

4.1 Introduction 

Ionic liquids can be used in various applications as a replacement for volatile organic 

solvents since they are non-flammable and have excellent chemical, electrochemical, and 

thermal stability, negligible vapor pressure, and high ionic conductivity. These desirable 

properties of ionic liquids have led to their use in several clean technologies, well reviewed 

elsewhere1–3. Here we specifically highlight ionic liquids useful in applications for 

electrodepositing aluminum4–6, electrolytes in new batteries7–9, membranes in hydrogen fuel 

cells10–12, electrochemical actuators for biomechanics13–15, and next-generation heat transfer 

fluids and IoNanofluids16–18. In all ionic liquid applications, their performance changes with 

temperature, dictated by the ionic liquid thermal conductivity, which is not well understood. 

Previous measurements and studies on ionic liquid thermal conductivity16,19–23 aimed to 

understand how different ionic liquids conduct heat and what liquid parameters, such as density, 

molar mass, and viscosity, affect thermal conductivity, however there is no clear consensus 

regarding how the thermal conductivity changes with these parameters. Van Valkenburg et al.19 

found that increasing the cation’s molecular weight from 1-ethyl-3-methylimadazolium [emim]+ 

to 1-butyl-3-methylimadazolium [bmim]+ for BF4
- anions led to a decrease in thermal 

conductivity. On the other hand, Tomida et al.20 found that increasing the alkyl chain length of  

ionic liquids from 1-butyl-3-methylimadazolium [bmim]+  to 1-octyl-3-methylimadazolium 

[omim]+ with PF6
- anions did not change thermal conductivity. In addition, Ge et al.24 found 

that increasing the alkyl chain length of  ionic liquids from 1-ethyl-3-methylimadazolium 
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[emim]+ to 1-decane-3-methylimadazolium [dmim]+ with [NTF2]- anions also had no measurable 

effect on the thermal conductivity; however, using an atomistic and vibrational model of liquid 

thermal conductivity and viscosity developed by Mohanty25 in 1951, there was a noticeable 

relationship between the thermal conductivity, 𝜅, and molar mass divided by viscosity, 𝑀/𝜂, of 

ionic liquids. Fröba et al.21 brought all the above together in their study of [NTF2]- ionic liquids; 

they also found that thermal conductivity was relatively independent from the molecular weight 

of the cation; however, they found that thermal conductivity is directly proportional to an ionic 

liquid’s molar mass times density, 𝑀 × 𝜌, much more than Mohanty’s equation for liquids, 

𝑀/𝜂. More recently, there have been new ionic liquid measurements and modeling by López-

Bueno et al.23 that clearly show that ionic liquid thermal conductivity is dependent on the speed 

of sound in and density of ionic liquids which resembles other models for liquid thermal 

conductivity by Bridgman26, Kincaid et al.27, and our recent work developing a phonon gas 

model for dense, strongly interacting liquids28. There has also been recent discussion of how 

well different molecular theories can predict ionic liquid thermal conductivity in their pure form, 

as well as after adding nanoparticles to create IoNanofluids18.  

In Section 4.2 of this work, we compile and compare all previous thermal conductivity 

measurements of 1-ethyl-3-methylimidazolium [emim]+ and 1-butyl-3-methylimidazolium 

[bmim]+ ionic liquids with 4 different anions each: iodide [I]–, tetrafluoroborate [BF4]–, 

trifluoromethanesulfonate [TFS]–, and bis(trifluoromethylsulfonyl)imide [NTF2]– (see Fig. 4.1). 

In Section 4.4, we show our own frequency-domain hot-wire thermal conductivity 

measurements of the ionic liquids highlighted in green in Fig. 4.1 (see Table 4.1 for supplier 

details on the ionic liquids used). Then, in Section 4.5, we compare our measurements with 

previous time-domain measurements. Last, in Section 4.6, we combine our measurements and 
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previous data sets to assess the influence of various parameters (molar mass, density, speed of 

sound, and intermolecular distance) and models (Mohanty25, Bridgman26, Fröba et al.21, and 

Zhao et al.28) to validate the accuracy with which they predict thermal conductivity for ionic 

liquids.  

 

 

Figure 4.1. Ionic liquids examined in this work. For ionic liquids highlighted in green, their 
thermal conductivities were measured with a frequency-domain hot-wire technique described 
in this work.  
 

 

Table 4.1. Ionic liquid chemical composition, CAS registry number, mass fraction purity 
measured by supplier Sigma-Aldrich using HPLC, melting point. molecular weight, and density 
at 20℃.  

Chemical 
Name 

CAS 
Reg. No. 

Purity 
(Mass 

Fraction) 

Melting 
Point 

Molecular 
Weight 

Density 
(g/mL) 

[bmim]+ [I]–
 65039-05-6 0.99 -72°C 266.12 1.46 

[bmim]+ [BF4]–
 174501-65-6 ≥0.98 -71°C 226.02 1.21 

[bmim]+ [TFS]– 174899-66-2 0.97 16°C 288.29 1.29 
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4.2 Background on previous ionic liquid measurements 

Previous thermal conductivity measurements of 1-ethyl-3-methylimidazolium [emim]+ 

and 1-butyl-3-methylimidazolium [bmim]+ ionic liquids utilized various steady-state and time-

domain measurements. [emim]+ [I]– has never been measured before, most likely because it is 

solid at room temperature; [emim]+ [BF4]– was previously measured by Van Valkenburg et al.19 

with a time-domain hot-wire method; [emim]+ [TFS]– was previously measured by Tenney et 

al.29 with a steady-state parallel plate method; [emim]+ [NTF2]– was previously measured by Ge 

et al.24 with a time-domain hot-wire method and Fröba et al.21 with a steady-state parallel plate 

method. [bmim]+ [I]– has never been measured before, but it is liquid at room temperature; 

[bmim]+ [BF4]–was previously measured by Van Valkenburg et al.19, Tomida et al.20, and Jorjani 

et al.17 each with time-domain hot-wire methods; [bmim]+ [TFS]– was previously measured by 

Ge et al.24 and de Castro et al.16, both with time-domain hot-wire methods; [bmim]+ [NTF2]– was 

previously measured by Ge et al.24 and Chen et al.30, both with time-domain hot-wire methods. 

Previous measurements of [emim]+ ionic liquids (shown in Figure 4.2 a) and of [bmim]+ 

ionic liquids (shown in Figure 4.2 b) support the hypothesis that smaller, lighter anions have 

higher thermal conductivity. This is also the case in solid-state heat conduction, where lighter 

elements conduct heat faster than heavier elements. But this trend does not hold for all ionic 

liquids, as shown in previous measurements of [NTF2]- ionic liquids with varying cations by Ge 

et al.24 and Fröba et al.21 In this work, we reexamine this trend and various other thermal 

conductivity models by comparing previous experiments with our own measurements of 3 

[bmim]+ ionic liquids. 
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Figure 4.2 a) Previous measurements of [emim]+ (1-ethyl-3-methylimidazolium) ionic liquids 
with 3 different anions: BF4 (tetrafluorborate)19, TFS (trifluoromethanesulfonate)29, and NTF2 
(bis(trifluoromethylsulfonyl)imide)21,24. b) Previous measurements of [bmim]+ (1-butyl-3-
methylimidazolium) ionic liquids with 3 different anions: BF4 (tetrafluorborate)17,19,20, TFS 
(trifluoromethanesulfonate)16, and NTF2 (bis(trifluoromethylsulfonyl)imide)24,30. Shows that 
smaller, lighter anions have higher thermal conductivity. 
 

 



151	
	

4.3 Frequency-domain measurement setup for ionic liquids 

In Chapter 3, we previously discussed how the 3ω hot-wire technique was used to 

accurately measure high temperature liquids – the full details of the experimental setup, 

microfabricated sensor, and protective coating are shown in my previous work –  Wingert et al.32 

and Zhao et al.33. Here, we provide an schematic of the setup for 3-omega measurements for 

ionic liquids in Figure 4.3. We also restate the three main advantages of operating in the 

frequency domain for high temperature liquid measurements: (1) minimizing convection by 

keeping the probed sample volume below 1µL, (2) using a wide range of input frequencies for 

𝐼.� from 1-1000 Hz, without arbitrary data truncation, to measure thermal conductivity, and 

(3) rejecting ambient temperature fluctuations from the environment and external heat sources 

by locking into the 2nd harmonic thermal response (𝑇3�) of the ionic liquid sample.  

 

Figure 4.3. a. Schematic of Al2O3 sample holder cut out to show the hot-wire immersed in the 
ionic liquid sample. b. Diagram of a 3-omega measurement, and how an AC current through a 
hot-wire leads to a voltage fluctuation at 3 times the frequency (3-omega) of the input current.  
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Before our recent development of the 3-dimensional, finite-length, multilayer thermal 

model for frequency-domain hot-wire sensors, previous frequency-domain liquid thermal 

conductivity measurements used an infinite wire assumption to simplify the thermal model; 

however, that assumption can lead to significant error in the frequency-domain measured 

thermal conductivity, discussed in detail by Wingert et al.32 The finite length model is critical for 

accurate measurement of liquids using short ~5 mm hot-wires that also minimize convection 

and temperature gradients in the sample. We validated our frequency-domain hot-wire 

technique by measuring the thermal conductivity of water, methanol, ethanol, silicone oil, and 

argon – all agreed with reference values at ambient temperature and pressure32. However, our 

frequency-domain measurements differed from previous steady-state and time-domain 

measurements in molten sulfur and molten nitrate salts above ~200°C, which we hypothesize 

to be due to sources of error inherent in steady-state and time-domain measurement techniques. 

Since ionic liquid measurements are mostly used below 200°C, our frequency-domain 

measurements match well with most transient hot-wire measurements, which we will show in 

Section 4.5.  

 

4.4 Measurement details and error analysis 

To measure the thermal conductivity of ionic liquids, we apply an AC current (𝐼�) to 

our sensor and measure the ionic liquid’s temperature response at 20 logarithmically spaced 

frequency points ranging from 1000 Hz to 1 Hz. Measuring the temperature response across 

the full frequency range, takes roughly 80 minutes. We then raise the temperature of the furnace 

by ~20 K, wait 30 minutes for the temperature to stabilize, and conduct another frequency-

domain measurement. We continue to repeat this heating and measurement process until the 
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thermal conductivity at the highest useful temperature for the ionic liquid is measured. To 

ensure the reliability of our measurements, for each ionic liquid ([bmim]+ [I]–, [bmim]+ [BF4]–, 

and [bmim]+ [TFS]–), we conduct multiple temperature dependent measurements with a new 

sensor, fresh unused ionic liquid from the manufacturer, and an uncontaminated Al2O3 crucible 

for each temperature sweep.  

Fig. 4.4 shows the measured DT vs. frequency for [bmim]+ [I]–, [bmim]+ [BF4]–, and 

[bmim]+ [TFS]–, each at 3 different temperatures (room temperature, the median temperature 

measured, and the highest temperature measured). The experimental in-phase temperature rise 

at each frequency is positive and marked with an ×. The out-of-phase temperature response of 

the hot-wire is negative and marked with a circle. The thermal conductivity of the surrounding 

ionic liquid is the only free parameter of Eq. 4.2 and is used to perform a least-squares fit for 

both the in-phase and out-of-phase temperature data. The thermal model using the extracted 

thermal conductivity is plotted as a solid line (in-phase) and dotted line (out-of-phase), and they 

show good agreement with experimental measurements.  

We use a Monte Carlo method to fit our thermal model (Eq. 3.2) to the measured 

frequency-dependent temperature rise (as in Fig. 4.4) to find the measured thermal conductivity 

and standard uncertainty. The parameters for the platinum wire, coating, and ionic liquid are 

randomly sampled from their Gaussian distributions (using their average values and standard 

uncertainties from literature and our own measurements), then input into a least-squares 

regression of DT (Eq. 3.2) for varying thermal conductivity, 𝜅3, of the ionic liquid.  To find the 

average thermal conductivity and standard deviation (the reported standard uncertainty) at each 

temperature, we run the Monte Carlo simulation 200 times for each frequency-domain 

measurement. The Monte Carlo method is used to account for the standard uncertainties in the 
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parameters used in the thermal model (Eq. 3.2), specifically: the wire diameter (2𝑟z) length of 

the wire (𝐿), coating thickness (𝑑), coating density (𝜌.), heat capacity (𝐶.), salt density 𝜌3, and 

salt heat capacity (𝐶3). 

 

Figure 4.4. Frequency-domain measurements of [bmim]+ [I]–, [bmim]+ [BF4]–, and [bmim]+ 

[TFS]–.  
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4.5 Comparing 3-omega hot-wire measurements with previous 

measurements 

Here, we report the first thermal conductivity measurement of [bmim]+ [I]–, shown in 

Fig. 4.5 and reported in Table 4.2. The line of best fit of the measured thermal conductivity at 

varying temperature (T in Celsius) is given by the following equation: 

 𝜅 = 0.124 + 5.711 × 10-¿(T)	[𝑊𝑚-.𝐾-.] (4.1) 

 

 

Figure 4.5. Temperature dependent thermal conductivity of [bmim]+ [I]– measured with 
frequency-domain hot-wire, shown as circles with the line of best fit (Eq. 4.1) and 1s standard 
uncertainty. This is the first thermal conductivity measurement of [bmim]+ [I]–. 
 

  



156	
	

Table 4.2. [bmim]+ [I]– liquid thermal conductivity and standard uncertainty measured in argon 
environment at 0.142 ± 0.007 MPa. Uncertainty in temperature is ± 2 K from fluctuating furnace 
temperature. Horizontal line signifies an independent measurement with a new sensor, alumina 
crucible, and replenished ionic liquid. 
 

Temperature 

[°C] 

Thermal Conductivity 

[Wm-1K-1] 

Standard 

Uncertainty 

[Wm-1K-1] 

25 0.124 0.0049 

49 0.127 0.0048 

79 0.126 0.0051 

81 0.126 0.0051 

88 0.127 0.0047 

99 0.128 0.0046 

25 0.125 0.0051 

39 0.125 0.005 

60 0.126 0.0049 

73 0.125 0.005 

89 0.127 0.0049 

108 0.127 0.0048 

23 0.1202 0.0034 

24 0.1214 0.0034 

75 0.1234 0.0034 

122 0.1239 0.0035 

146 0.1228 0.0038 

168 0.1231 0.0034 

194 0.1246 0.0033 
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Next, we report the measurement of [bmim]+ [BF4]– thermal conductivity, shown in Fig. 

4.6 with all previous measurements, and reported in Table 4.3. The line of best fit of the 

measured thermal conductivity at varying temperature (T in Celsius) is given by the following 

equation: 

 𝜅 = 0.170 − 6.722 × 10-=(T)	[𝑊𝑚-.𝐾-.] (4.2) 

 

Figure 4.6. Thermal conductivity of [bmim]+ [BF4]– measured with frequency-domain hot-wire, 
shown as purple circles with the line of best fit (Eq. 4.2) and 1s standard uncertainty, compared 
with previous time-domain (Van Valkenburg et al.19, Tomida et al.20, and Jorjani et al.17 all with 
time-domain hot-wire methods.) 
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Table 4.3. [bmim]+ [BF4]– liquid thermal conductivity and standard uncertainty measured in 
argon environment at 0.142 ± 0.007 MPa. Uncertainty in temperature is ± 2 K from fluctuating 
furnace temperature. Horizontal line signifies an independent measurement with a new sensor, 
alumina crucible, and replenished ionic liquid. 
 

Temperature 

[°C] 

Thermal Conductivity 

[Wm-1K-1] 

Standard 

Uncertainty 

[Wm-1K-1] 

20 0.17 0.0047 

24 0.165 0.0047 

73 0.168 0.0043 

116 0.165 0.0045 

164 0.155 0.0048 

23 0.167 0.005 

51 0.166 0.0044 

72 0.168 0.0049 

96 0.167 0.0044 

123 0.164 0.0045 

146 0.159 0.0045 
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Last, we report our frequency-domain hot-wire measurement of [bmim]+ [TFS]– thermal 

conductivity, shown in Fig. 4.7 along with previous measurements, and reported in Table 4.4. 

The line of best fit of the measured thermal conductivity at varying temperature (T in Celsius) 

is given by the following equation: 

 𝜅 = 0.141 − 4.269 × 10-=(T)	[𝑊𝑚-.𝐾-.] (4.3) 

 

 

Figure 4.7. Thermal conductivity of [bmim]+ [TFS]– measured with frequency-domain hot-wire, 
shown as purple circles with the line of best fit (Eq. 4.3) and 1s standard uncertainty, compared 
with previous time-domain (Ge et al.24 and de Castro et al.16, both with time-domain hot-wire 
methods). 
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Table 4.4. [bmim]+ [TFS]– liquid thermal conductivity and standard uncertainty measured in 
argon environment at 0.142 ± 0.007 MPa. Uncertainty in temperature is ± 2 K from fluctuating 
furnace temperature. Horizontal line signifies an independent measurement with a new sensor, 
alumina crucible, and replenished ionic liquid. 
 

Temperature 

[°C] 

Thermal Conductivity 

[Wm-1K-1] 

Standard 

Uncertainty 

[Wm-1K-1] 

23 0.135 0.0052 

72 0.135 0.0052 

115 0.134 0.005 

164 0.132 0.0046 

212 0.13 0.0035 

23 0.139 0.0042 

48 0.143 0.0049 

70 0.14 0.0045 

93 0.139 0.0047 

113 0.138 0.005 

140 0.138 0.0046 

27 0.14 0.0044 

49 0.14 0.0049 

70 0.14 0.0043 

92 0.14 0.0043 

116 0.139 0.0053 

139 0.137 0.005 
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Our temperature dependent thermal conductivity measurements of 3 [bmim]+ ionic 

liquids are shown together in Figure 4.8. Together, they disprove the hypothesis that a heavier 

ionic liquid should have a lower thermal conductivity than a lighter ionic liquid; we measured 

the heavier [bmim]+ [TFS]– (288.29 g/mol) to have a higher thermal conductivity than the lighter 

[bmim]+ [I]– (266.12 g/mol) from room temperature up to 200°C. 

 

Figure 4.8. Thermal conductivity of [bmim]+ [I]–, [BF4], and [TFS]–, measured in the frequency-
domain with best fit lines are drawn as solid lines. 
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4.6 Evaluating the accuracy of liquid thermal conductivity models for 

ionic liquids 

To broaden the scope of our analysis, we combine our thermal conductivity 

measurements of [bmim]+ ionic liquids with other [emim]+ and [bmim]+ ionic liquids from 

Figure 4.1 at 25°C (excluding [emim]+ [I]– which is solid at 25°C). In Figure 4.9, we examine 

the effect of increasing molar mass, density, speed of sound, and intermolecular distance on 7 

ionic liquids. We find that increasing the molar mass and intermolecular distance of ionic liquids 

generally leads to a decrease in ionic liquid thermal conductivity. The intermolecular distance is 

approximated using experimental density measurements, 𝜌(Ï�
·�) , from 𝑑 = �.

¬
�·

�

·½¸
¢ ∗

.	·½¸
¿.z33×.z��	·½¸TSQ¸TP

�
./I

[𝑚]. 

We also show in Figure 4.9 that a higher density and speed of sound generally leads to 

a higher thermal conductivity. But there are not consistent trends, and no simple relationship 

can accurately predict thermal conductivity since there are outliers. Namely, [bmim]+ [I]– has a 

lower thermal conductivity than the trends predict, and [NTF2]– ionic liquids have a constant 

thermal conductivity (within measurement error) despite changing the cation from [emim]+ to 

[bmim]+, along with the molar mass, density, speed of sound, and intermolecular distance.  
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Figure 4.9. Thermal conductivity at 25°C, as a function of molar mass, density, speed of sound, 
and intermolecular distance. 
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Table 4.5. Ionic liquid thermophysical properties at 25°C used to create Figures 4.9 and 4.10. 
Values from literature are shown with references in square brackets; NIST ionic liquid 
database34,35 used to find values and references. 
 

 
Molar 
Mass 

[g/mol] 

Density 
[kg/m3] 

Speed of 
Sound 
[m/s] 

Heat 
Capacity 

CP 
[J/mol-K] 

Thermal 
Conductivity 

[W/m-K] 

[bmim]+ 

[NTF2]– 419.4 1436.8[36] 1226[37] 531[38] 0.128[24) 

[bmim]+ 

[TFS]– 288.29 1297.9[39] 1391[40] 427.7[41] 0.135[this work] 

[bmim]+ 

[I]– 
266.12 1483.8[42] 1497.5[43] 309.9[41] 0.120[this work] 

[bmim]+ 

[BF4]– 226.02 1201.8[44] 1564.7[45] 366.7[46] 0.168[this work] 

[emim]+ 

[NTF2]– 
391.31 1519.5[47] 1240.3[48] 462[38] 0.120[21] 

[emim]+ 

[TFS]– 260.23 1386.0[49] 1435.8[50] 363.2[51] 0.16[29] 

[emim]+ 

[BF4]– 
197.97 1280.5[52] 1628.4[53] 305[54] 0.199[19] 

 

Figure 4.9 suggests there are underlying mechanisms that affect the thermal 

conductivity of ionic liquids, such as molar mass, density, and speed of sound. Indeed, previous 

researchers have combined various thermophysical properties together in attempts to better 

predict liquid thermal conductivity than any single parameter can on its own. Bridgman26 

originally found a simple equation using Boltzmann’s constant, speed of sound, and density, 

which fit closely with his thermal conductivity measurements in 1923, and was expanded upon 

by Powell et al.55 In 1951, Mohanty25 found a relation between liquid thermal conductivity with 

Boltzmann’s constant, viscosity, and molar mass, which was explored in ionic liquids and liquid 

alkanes by Tomida et al.20 More recently in 2010, Fröba et al.21 found an empirical relationship 

between ionic liquid thermal conductivity with molar mass and density. And in 2021, Zhao et 
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al.28 recently used the phonon gas model to calculate the thermal conductivity of dense, strongly 

interacting liquids. Models used to calculate ionic liquid thermal conductivity in this work are 

shown in Table 4.6, and the calculated values are plotted against experimentally measured 

values at 25°C in Figure 4.10. 

 

Table 4.6. Thermal conductivity model equations used to calculate results in Figure 4.10. 

Model Equation 

Mohanty25 𝜅 =
3𝑁L𝑘W ∙ 𝜂

𝑀  

Fröba et al.21 

𝜅 =
𝐴𝑀 + 𝐵
𝑀𝜌  

𝐴 = 0.1130	[𝑔 ∙ 𝑐𝑚-I ∙ 𝑊 ∙ 𝑚-. ∙ 𝐾-.] 

𝐵 = 22.65	[𝑔3 ∙ 𝑐𝑚-I ∙ 𝑊 ∙ 𝑚-. ∙ 𝐾-.

∙ 𝑚𝑜𝑙-.] 

Bridgman26 → Powell et al.55 𝜅 = 2𝑘W𝑣P½Q�=𝑛3/I → 2.8𝑘W𝑣P½Q�=𝑛3/I 

Zhao et al.28 𝜅 =
1
3𝐶<,�½¸Q·T?MïS𝑣P½Q�=𝑙 =

1
3𝐶<𝑣P½Q�=𝑛

3/I 

 
Figure 4.10 shows that the thermal conductivity model from Mohanty dramatically 

underestimates the measured thermal conductivity of ionic liquids, and that the Mohanty model 

should not be used to predict ionic liquid thermal conductivity without fitting parameters and 

adjustments as described by Tomida et al.20 The phonon gas model from Zhao et al. calculates 

the thermal conductivity of ionic liquids to be close to 0.6 W/m-K, significantly higher than the 

measured ~0.15 W/m-K for ionic liquids; this is similar to how the phonon gas model 
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significantly overestimates the thermal conductivity of n-alkane chains due to the breakdown of 

the phonon gas model for long molecular chains that store significant energy in intramolecular 

vibrations rather than intermolecular vibrational modes, and also since the mean free path 

approximations break down for longer molecular chains. Bridgman’s theory, related to the 

phonon gas model, and modified by Powell et al.55, captures the thermal conductivity of ionic 

liquids relatively well. However, Fröba et al. provide the most accurate model examined in this 

work; it is an empirically derived equation based on measurements of other ionic liquids, but it 

has great predictive power for the 7 ionic liquids shown here. 

 

Figure 4.10. Measured thermal conductivity at 25°C compared to various thermal conductivity 
models.  
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4.7 Conclusion 

There are several models of ionic liquids that aim to describe how fast heat conducts as 

a function of temperature, which is important for several industrial applications – such as 

electrochemical metal deposition and battery electrolytes that utilize ionic liquids. However, 

there is no well-established model for liquid thermal conductivity, let alone for ionic liquids. 

Furthermore, it is difficult to accurately measure ionic liquid thermal conductivity at high 

temperatures. In this work we measured 3 [bmim]+ ionic liquids, [bmim]+ [I]–, [bmim]+ [BF4]–, 

and [bmim]+ [TFS]–, with a recently developed 3-omega hot-wire measurement; our frequency-

domain measurement is designed to provide accurate, high temperature liquid thermal 

conductivity data by reducing error from convection, radiation, and corrosion. Using our 

measurements, in addition to reliable transient hot-wire measurements of [NTF2]–  and [emim]+ 

ionic liquids from literature, we evaluated how accurate various models are at predicting ionic 

liquid thermal conductivity. 

We found there are general trends that predict the behavior of ionic liquids examined in 

this work. Increasing molar mass and intermolecular distance decreases thermal conductivity 

and increasing the speed of sound and density increases thermal conductivity. But there are 

exceptions to those general rules; we found [bmim]+ [I]– thermal conductivity deviates 

significantly from these trends, and the thermal conductivity of [NTF2]– with varying cations 

behave independently from individual physical parameters. Thermal conductivity models that 

incorporate different parameters, from Bridgman and Fröba et al., accurately capture the 

behavior of the [emim]+ and [bmim]+ ionic liquids examined in this work. Whereas, the liquid 

model from Mohanty significantly underestimates ionic liquid thermal conductivity and the 

phonon gas model significantly overestimates ionic liquid thermal conductivity. This work 
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demonstrates the value of frequency-domain measurements to evaluate thermal conductivity 

models by eliminating errors inherent to high temperature liquid measurements, as well as 

showing the need to further develop the liquid phonon gas model for long-chained molecular 

liquids. 
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Chapter 5: Future directions and applications 

 

High temperature liquids, such as molten salts and molten metals, are central to next 

generation concentrated solar power and advanced nuclear plants. Their thermal properties will 

dictate how much heat can be stored in a high temperature system and how fast heat can be 

extracted to do useful work – designing molten salt and metal systems will require reliable 

temperature and pressure dependent data for a multitude of potential composition mixtures. In 

the previous chapters, I presented my work on developing experimental and theoretical 

methods for probing high temperature liquid thermal conductivity. In this last chapter, I 

highlight research areas of high temperature liquid thermal conductivity that require further 

development and discuss potential ways to increase the efficiency and power output of 

concentrated solar and advanced nuclear technologies.  

 
5.1 Next generation energy applications 

The U.S. Department of Energy is running the Concentrating Solar Power Generation 

3 program to reduce the levelized cost of electricity below $60/MWh. The key to the reduction 

in cost for concentrated solar power is higher temperature systems, which have intrinsically 

higher thermodynamic efficiency to convert heat into electricity. There were three paths 

explored to storing heat at temperatures above 700°C – compressed gas, liquid, and solid 

particles. The liquid pathway designed a power plant with a solar absorber operating at ~740°C 

that uses molten sodium metal to transfer heat to storage tanks filled with molten chlorides that 

are dispatched to supercritical CO2 power cycles to provide electricity to the grid1. The solid 

falling particle pathway was ultimately chosen to construct a pilot plant, but the liquid pathway 
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was paved for private companies to pursue in addition to providing cross-cutting knowledge of 

molten salt engineering for advanced nuclear reactors. 

 There have been recent developments in advanced nuclear reactors due to safety 

concerns and high costs associated with the fleet of standard light water reactors. Water cooling 

of nuclear fuel rods is essential for the safety of light water reactors, and if the water pumps fail 

due to a natural disaster like Fukushima, water vapor can build up to dangerous level that can 

escape containment structures and expel radioactive materials into the environment – a nuclear 

meltdown. Countries from around the world have been participating in developing Generation 

IV advanced nuclear reactors, with several different designs using various molten salts and 

metals being pursued, to replace light water reactors. Molten salt reactors use molten salts as 

heat transfer fluids that are inherently safer than light water reactors – if the flow of molten salts 

stops, they can absorb all the heat from fission without vaporizing, eventually solidifying 

without contaminating the environment2. The molten salt reactor using LiF-BeF2 was 

successfully demonstrated in the 1960’s at Oak Ridge National lab, and the history of its 

development was well documented by Oak Ridge National Lab3. Other molten salts have also 

been studied as potential heat transfer fluids for nuclear reactors – the thermophysical properties 

of LiF, LiF-BeF2, LiF-NaF-KF, KCl-MgCl2, KF-ZrF4, and NaF-KF-MgF2 were well reviewed 

by Magnusson et al.4 The use of molten sodium and a molten lead-bismuth eutectic have also 

been explored for Generation IV nuclear reactors5.  
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5.2 Outlook for thermal conductivity measurements and modeling of 

high temperature liquids 

	 Frequency-domain measurement techniques provide an accurate and reliable thermal 

conductivity data that can assist in the design of future high temperature systems. In Chapter 

3, I presented evidence for the accuracy and reliability of frequency-domain measurements for 

molten salts. But more research groups must invest in and build frequency-domain 

measurement setups to independently test our results and continue to build confidence in a new 

measurement technique. The barriers to overcome are money and time – infrastructure for 

steady-state and time-domain techniques already exists and it is expensive to build new 

measurement setups. It is also faster to buy a commercially available laser flash measurement 

system to provide a plug and play system that does not require expertise to operate, and laser 

flash has been shown to work well for molten metals since convection and radiation are 

negligible compared to electron transport.  

 Future work is also needed to incorporate the frequency-dependent behavior of 

vibrational modes in liquids to the phonon gas model. In Chapter 2, I showed that a simplified 

phonon gas model can predict the thermal conductivity for dense and strongly interacting 

liquids. The simplified gray model assumed all vibrational modes had the same group velocity 

and mean free path, and the assumptions about mean free path broke down for certain types of 

molecular liquids, shown in Chapter 2 and 4. A complete, frequency-dependent phonon gas 

model calculation could be capable of predicting the thermal conductivity of any liquid – modal 

analysis in molecular dynamics could test this hypothesis. In addition, more work is required to 

explain the thermal conductivity of molten metals – specifically why the Lorenz number varies 

with temperature, pressure, and composition in molten metals. Electron-phonon interactions 
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are likely at play, which provides further impetus to examine the frequency-dependent behavior 

of vibrational modes in liquids.  

 

5.3 Enhancing liquid thermal conductivity with nanoparticles  

 Adding a small fraction of nanoparticles (~1%) to liquids has been reported to 

significantly enhance the thermal conductivity of liquids by 40-150%, far beyond any rule-of-

mixture predictions. There has been controversy surrounding experimental errors in measuring 

nanofluid thermal conductivity6, but that has not stopped a significant amount of work trying 

to boost the heat transfer coefficient and efficiency of solar energy systems with nanofluids7. 

Due to the difficulty in measuring molten salt thermal conductivity, most work on molten salt 

based nanofluids have focused on the enhancement of specific heat. 1.0 wt. % of Al2O3, SiO2, 

and TiO2 nanoparticles were added to solar salt (60% KNO3, 40% NaNO3), and the specific 

heat of the nanofluid was shown to increase by 1% to 22%.8 Similarly, alkali metal chloride salts 

were doped with 1 wt. % SiO2 nanoparticles and the specific heat was increased by 14.5%.9 

There has been work that showed 0.72 vol. % of SiC nanoparticles in Heat Transfer Salt (40 

wt% NaNO2, 7 wt% NaNO3, and 53 wt% KNO3) increased the thermal conductivity by 13%, 

which was measured by a ceramic coated transient hot-wire method by Ueki et al.10 Work on 

lower temperature ionic liquid based nanofluids11, has shown 0.06 wt. % of graphene can 

increase the thermal conductivity of the base fluid by 15-26%. There has also been work on 

modeling nanofluids12 using the phonon based theory of liquids to examine the interactions 

between nanoparticles and the base liquid explain nanofluid thermal conductivity. There are 

interesting results in molten salt based nanofluids, and future work demonstrating their use in 
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real world applications will be important since the cost of nanoparticles and the practical 

problems with nanoparticle agglomeration have yet to been overcome. 

 

5.4 Moving high temperature liquids with heat pipes and fluid pumps 

If heat conduction is still the limiting factor in a system, it can be boosted by using mass 

transfer with heat pipes or liquid pumps. Heat pipes passively transfer heat through vapor mass 

transfer driven by a temperature gradient from an evaporator to a condenser, and the cool liquid 

wicks back to the evaporator through surface tension. Liquid metal heat pipes have been 

developed for various applications for over 50 years13, and the recent use of heat pipes in heat 

exchangers14, solar collectors15, and space applications16 are reviewed elsewhere. Molten nitrate 

salts are being mechanically pumped for commercial solar power applications, and further 

engineering work must be done to ensure the robustness of molten chloride and fluoride pumps 

for higher temperature systems1.  A ceramic pump that is capable of moving molten metals at 

temperatures up to 1,673 Kelvin has also recently been demonstrated17. 
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