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GRAIN BOUNDARY STRUCTURE 

IN BODY-CENTERED CUBIC MATERIALS 

Eduardo Alberto Kamenetzky 

ABSTRACT 

A method has been developed to study the atomic structure of grain boundaries 

In BCC materials. Rigid body displacements between two grains are calculated. 

These displacements result in groups of atoms that retain first or second-nearest 

neighbor distances across the boundary. After further individual atom relaxations, the 

atoms at the boundary form distorted polyhedra ~hose edges have the length of the 

first or second-nearest neighbor distances. The boundary structure can be described 

by these structural units. Certain favored boundaries are composed of only one type 

of polyhedron while intervening boundaries are composed of mixtures of the polyhedra 

of the favored boundaries. 

Several structural unit descriptions are possible for each boundary. The most 

likely structure is chosen on the basis of the criteria of highest symmetry, maximum 

coordination and minimum excess volume at the boundary. A study of the symmetry 

of the grain boundaries in terms of color symmetry groups is given. Some structures 

are related by the addition of one layer of atoms parallel to the boundary, or, since 

the excess volume is equal for those boundaries, by an in-plane displacement. Possible 

transformations between these structures have important implications in the 

phenomena of grain boundary segregation. The crystallographic concepts to study 

rigid-body translations and their equivalent in-plane displacements are described in 

detail. 
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It is shown that the structure of the boundaries as given by the structural unit 

model agree well with high-resolution electron microscopy observations. 



TABLE OF CONTENTS 

page 

1. INTRODUCTION ............................................................................................. 1 

1.1. Objective .................................................................................................... 1 

1.2. Grain Boundaries in Metals ...................................................................... . 1 

1.3. Special Boundaries ..................................................................................... 7 

1.4. References .................................................................................................. 15 

2. THE CRYSTALLOGRAPHY OF GRAIN BOUNDARIES ............................. 18 

2.1. Introduction: Geometrical Models of Grain Boundaries ........................... 18 

2.2. The Coincidence-Site Lattice and its Displacement Lattice ..................... 21 

2.3. Planar Density of Coincidence Sites .......................................................... 34 

2.4. Cell of Non-Identical Displacements .......................................................... 39 

2.5. The Symmetry of the CSL: The Dichromatic Pattern 50 

2.6. Variations of Bicrystal Symmetry with Translations 

of the Black Lattice ....... .......... .......... ............ .................... ........................ 62 

2.7. References .................................................................................................. 76 

3. STRUCTURAL UNITS AND COMPUTATIONAL PROCEDURE ......... ...... 81 

3.1. Limitations of the CSL-DSCL Model............................ .............. ........ ...... 81 

3.2. Atomistic Calculations: A Review and Critique ........................ .......... ...... 84 

, I 3.3. Structural Units .............................................. ; ........................................ .. 93 

" 
3.4. Hard Sphere Models of Symmetrical BCC Grain Boundaries: 

Computational Procedure ......................................................................... 105 

3.5. References .................................................................................................. 121 



11 

page 

4. THE STRUCTURE OF TILT GRAIN BOUNDARIES .................................. . 124 

4.1. Analysis of the Structures of E17 ........................................................... .. 124 

4.2. [100J Symmetrical Tilt Boundaries .......................................................... .. 149 

4.3. The Structure of the Twin Boundary ..... ; ................................................ . 170 

~ 
4.4. [110J Symmetrical Tilt Boundaries ........................................................... . 178 

4.5. References ................................................................................................ .. 189 

5. EXPERIMENTAL ............................................................................................ . 190 

5.1. Bicrystal Growth and TEM Specimen Preparation ................................ .. 190 

5.2. Image Simulation ...................................................................................... . 196 

5.3. The Structure of E41 in Molybdenum ........ ~ ........................................... .. 202 

5.4. References ................................................................................................. . 206 

6. CONCLUSIONS ............................................................................................... . 207 

6.1. Comments on Grain Boundary Structure 207 

6.2. Comments on Grain Boundary Processes 210 

6.3. References -................................................................................................ .. 213 

7. ACKNOWLEDGEMENTS ............................................................................. .. 214 



1 

1. INTRODUCTION 

1.1. Objective 

Grain boundaries affect the physical properties of polycrystalline materials. The 

relationships between grain boundary structure and grain boundary phenomena are 

not well established due to a lack of data on the atomic structure of grain boundaries. 

In particular, very little work has been done on the characterization of atom positions 

at grain boundaries in body-centered cubic (Bee) materials. In this investigation, an 

effort has been made to model the atomic structure of Bee grain boundaries in a way 

which is consistent with the available experimental data. A method to study the 

structural features of grain boundaries has been developed in order to better under- 'lr." .• ~ , , 

stand the systematic variations in structure which appear in Bee symmetrical tilt 

boundaries. The results have been generalized to other geometries and the implica-

tions of the atomistic description on interfaciai phenomena have been examined. 

1.2. Grain Boundaries in Metals 

A grain boundary is the region where two crystals, differing only in orientation, 

are in contact with each other. For materials that are used in polycrystalline form, 

grain boundaries influence a number of chemical, kinetic, magnetic, electronic, and 

mechanical properties. The experimental characterization of these effects constitu tes a 

significan t portion of the metallurgical literature. In order to characterize grain boun-

dary effects systematically a number of grain boundary properties have been defined 

and studied, these are: energy, segregation, diffusion, migration, and sliding. The two 

categories of migration and sliding refer to movement of the boundary normal or 

parallel to itself. Historically, these concepts are associated with recrystallization and 
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creep, respectively. Modern views of the fundamental mechanisms underlying migra-

tion and sliding contend that they both occur by the interaction of point defects, cry-

stal dislocations and grain boundary dislocations. In general, the accommodation of 

deformation at grain boundaries under a wide variety of internal and external condi- IJ 

tions occurs by the interaction of the defects mentioned above. The other important 

physical entity to describe is the grain boundary structure. Without this knowledge 

any grasp of electronic and magnetic properties is entirely impossible. In addition, 

knowlege of the grain boundary structure leads to a better understanding of all grain 

boundary properties and their inter-relationships. 

As the crystal systems of two grains are related by an orthogonal transformation, 

the simplest way to define the crystallography consists of the axis (the real eigenvec-

tor) which is the the direction in the two crystals that remains unchanged, and the 

angle which describes the rotation around that axis" This description is usually 

referred to as the axis-angle pair [hkl J/8. In addition one can define the indices of the 

grain boundary plane. This simple description will suffice for now. The next chapter is 

en tirely dedicated to crystallographic studies of grain boundary structure. 

The 1957 comprehensive review of the experimental literature by McLean reached 

no definitive conclusion on the structure of grain boundaries. III However, it disproved 

a number of early models and it inferred that the atomic arrangements are such that 

some order exists at the interface and atomic bonding is not substantially different 

from that in the crystal. Grain boundaries are usually divided into small-angle and 

large-angle categories according to the magnitude of the angle of misorientation. 

When the misorientation is small (0<10 '), the rotation can be decomposed into small 

translations and the boundary is described as a network of dislocations. 121 The 
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structure of a small-angle interface has patches of perfect crystal structure and regions 

of disregistry at the core of dislocations. The experimental evidence for this model was 

reviewed in 1959. 131 This model does not apply to large-angle boundaries because the 

dislocations are so close that the cores overlap. The next important concept to be 

developed was that of the coincidence-site lattice (CSL). This was a concept first 

introduced by Friedel 141 for the analysis of twin structures. For certain misorienta­

tions about rational axes there exist superlattices on which a fraction IlL: of the lat­

tice points of either crystal lie. Each of these lattices is designated by the letter L: and 

the value of the fraction; for example the misorientation [100]/36.9 0 produces a L:5. 

Coincidence-site lattices are discussed in detail in section 2.2. The concept of the CSL 

was reintroduced on the belief that large angle misorientations that have a correspond­

ing CSL would have grain boundaries that show good atomic fit. 151 The best fit and 

hence the lowest energy would occur when the interface follows a plane containing a 

high density of coincidence sites. These ideas where greatly expanded by Bollmann 161 

who generalized the concept of CSL to a lattice that is now continuous in the 

misorientation by extending coincidence to internal positions within the unit-cell. But 

most important he defined a set of translations that can preserve a CSL for small 

deviations from a perfect CSL misorientation. In 1972 Gleiter and Chalmers published 

an extensive review of large angle grain boundary properties)71 They gave account of a 

series of systematic experiments performed by the French group at Saint Etienne that 

showed that some CSL grain boundaries had special properties. lsl Pumphrey reviewed 

the properties of these special large-angle grain boundaries a few years later, but there 

was still no clue as to why certain boundaries show special behavior and others do 

not. 11I1 
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This brief historical review has already introduced some of the key questions that 

this work addresses. Given that the boundary region is ordered, is there a way to 

base the atomic structure of the interface on some simple geometrical parameters? 

Would that description be unique? Could boundaries with special properties be 

predicted? These questions will be addressed throughout this work. 

Over the last ten years there has been a substantial amount of theoretical and 

experi~ental work on the structure and properties of grain boundaries. The heart of 

this research activity is reviewed periodically in international conferences and meet­

ings. 110J 1111 One of the important theoretical developments is the use of computer 

simulation methods based on interatomic potentials which are functions only of the 

atomic nuclei coordinates. This assumption greatly simplifies the solution of the 

mathematical problem which is the many-body time-dependent relativistic wave equa­

tion. An array of atoms is Litialized (position and velocity) and the evolution of the 

array as the atoms interact according to the given force law is observed. In principle, 

a minimum energy configuration for each physical situation can be obtained. Starting 

from a CSL misorientation, the relaxation to a minimum energy configuration is usu­

ally described as a combination of a rigid body translation of one crystal with respect 

to the other and further individual atom relaxations. A detailed description and cri­

tique of these methods are presented in chapter 3. The atomistic calculations suggest 

the existence of certain structural units at the boundary which are compact polyhedral 

arrangements of atoms. 1121 A simpler procedure is to consider the packing of atoms in 

bicrystals made up of hard spheres. The conclusions of this work for face-centered 

cubic materials (FCC) is exactly the same as the atomistic calculations. 113J The author 

has extended the hard-sphere model to the case bf body-centered cubic (BCC) 
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materials and has made the analysis systematic. The analytical procedure and com-

puter code are presented in chapter 3. The character of the polyhedral arrangements 

are also discussed in that chapter. The resulting grain boundary structures are 

I. described in chapter 4. None of these models provide complete answers to the ques-

tions stated above. However, the models presented in this work offer significant 

insight into the structure and physical behavior of grain boundaries. Thus, the impli-

cations of our present work are discussed in chapter 6. 

Experimentally, the most significant progress in understanding grain boundary 

structure was made by advanced transmission electron microscopy (TEM) techniques. 

Standard TEM allows the determination of the orientation of abutting crystals by 

several diffraction techniques, and the study of the displacement field of grain boun-

dary dislocations by dynamical strong and weak beam techniques. The author has 

used these techniques to study the accommodation of deformation at BCe grain boun-

daries. 1141 Analytical electron microscopy has been used to study the modulation of 

segregation along a grain boundary, 1151 to study the relationship between the amount 

of segregation and structure, 1161 and to study the variations of concentration across a 

grain boundary in a number of materials. 1171 Several techniques are available to meas-

ure rell:!:tive rigid-body displacements between grains. For example, the intensity 

profiles of the stacking-fault like fringes formed at inclined eSL interfaces can be 

measured and compared with simulated images. 1181 Present day electron microscopes 

are capable of directly resolving the atomic structure of boundaries by phase contrast 

imaging. 1191 The atomic arrangements can be deduced from the images, and a simple 

measurement of lattice- or moire-fringe displacement between two points across the 

boundary gives a more accurate estimate of the rigid body displacement than the 
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technique mentioned above. [20[ Details of high-resolution electron microscopy (HREM) 

studies are discussed in chapter 5. The technique of preparing specimens suitable for 

HREM are presented, and the results are analyzed in detail. Image simulation pro­

cedures used in the interpretation are also discussed in that chapter. These image 

simulation techniques also indicate the potential of HREM techniques to study grain 

boundary segregation. 

This brief historical perspective has indicated the points in gram boundary 

research that this work addresses. Hopefully, it has given the reader a sense of where 

thiS work fi ts in the overall area of research in grain boundary structure and proper­

ties, and it has also given the reader an overall plan of the presentation. The ques­

tions that are sketched here are discussed in detail throughout this work. 
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1.3. Special Boundaries 

The author has taken the view that a detailed knowledge of gram boundary 

structure will lead to qualitative predictions on grain boundary properties which could 

have significant implications on the engineering of materials. Thus, this work is not in 

vacuo and has to relate and explain the available experimental data. The most impor-

tant sets of experimental grain boundary property data that relate to this work are 

reviewed here; they all point to the existence of certain boundaries that have special 

properties. This data will serve the purpose of defining some grain boundary proper-

ties, and of explaining the selections of particular types of grain boundaries to be stu-

died. Most of the experimental data available is on FCC materials; this is one of the 

reasons why the author has embarked on the study of the BCC grain boundaries. 

A thermodynamic approach is a global approach that allows the description of 

macroscopic situtations close to the actual phenomena in terms of state variables. In 

order to introduce a surface between two bodies at the same temperature, same pres-

sure, and same composition, a state variable is defined which is the energy of the 

interface. The corresponding intensive parameter I can be regarded as an energy per 

unit area or a force per unit length of perimeter of the surface A. The total energy 

variation for such a system is 

dE = T ·dS - P ·dV + ~)tj ·dNj +,.dA 
i 

(1.3.1) 

where all symbols have their standard thermodynamic meanmg. The quantity I is 

then the work (change in free energy) necessary to enlarge an interface by an unit area 

at constant temperature, pressure, and number of atoms. 
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of 
"1= oA 

(1.3.2) 
T,V,Nj 

Equilibrium considerations show that grain boundary energIes at a gram boundary 

junction are related to the dihedral angles by 1211 

"123 "113 "112 (1.3.3) 
sin 4>1 . sin 4>2 sin 4>3 

An experimental method to measure relative grain boundary energies IS to use a 

three-grain flat specimen with orientation of the grains so chosen that the junction 

line of the three grains will be straight throughout the thickness and perpendicular to 

the surface of the specimen. 1221 The orientations of the specimen can be determined by 

reorientation and growth of seed crystals. The relative energies can be measured using 

Eqn. 1.3.3. The results for a systematic study of misorientations around a [110] 123
1 

and a [100] [24[ axis in Fe+3.5%Si are shown in Figures 1.3.1 and .1.3.2 respectively. 

The results indicate a cusp in the energy curve at the twin boundary E3 for the [110] 

boundaries and in the vicinity of E5 or E29 for the [100] case. The use of the 

axis/angle pair as the sole indication of the crystallography is not sufficient, as will be 

discussed in section 2.2. The means of determining the crystallography for this set of 

experiments were not very precise and so the position of the cusps is within ±2 '. The 

[110] series was reexamined by the technique of thermal etching pits which gives a 

quantitative value of the boundary energy. 1251 In this case a measurement of the 

dihedral angles at the intersection of a bicrystal with the surface enables the grain 

boundary energy to be related to the surface energy. Again, using Eqn. 1.3.3 a quanti-

tative estimate of the boundary energy can be obtained since the surface energies are 

known quantities. The results indicate additional cusps at orientations corresponding 
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to E51, E19, and E9 in order of increasing angle. 

Crystallographically the orientation of the boundary plane is important since 

even by thermodynamic considerations the shape of an interface is not given by T and 

P alone, because the area can also change. The equilibrium form is such that i''1odA 
s 

is a minimum. Faceting of grain boundaries is commonly observed, and the variations 

of energy with grain boundary orientation can be described with the aide of a Wulff 

plot. From Eqn. 1.3.1 written for a dilute binary system, and making some reasonable 

approximations, it may be shown that the excess solute at the grain boundary r b at 

constant temperature is given by 1261 

(1.3.4) 

where Xc is the solute molar content. Experimentally a measure of "I as a function of 

Xc can be obtained. The thermodynamic approach regards the grain boundary as a 

black box but provides insight into the phenomena of faceting and segregation. 

A powerful technique to study naturally occurring low energy boundaries is the 

formation of small bicrystal particles that result from a chemical reaction. Bicrystals 

result from the deposition on aeon tainer wall of single and bicrystals of iron 10-50 J1. 

in size after the reduction of iron chloride in hydrogen at 680 0 C. The crystals grow 

isolated from each other so that a bicrystal forms by the nucleation of one of the cry-

stals on the surface of the other. The relative orientation was measured by electron 

channeling patterns; the frequency of occurance of bicrystals with a common [100] axis 

is shown in Figure 1.3.3. 1271 The numbers on the vertical lines are E values of coin-

cidence systems; the existence of dense parallel planes is also indicated. The histogram 
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shows that coincidence and near-coincidence boundaries occur more frequently than 

others. In a detailed analysis of these experiments it was shown that 90% of the 

boundaries were symmetrical tilt boundaries when the rotation angle is less than 30 0 

and only 10% when the rotation angle is over 37 o. [281 The boundaries near a 

misorientation of 45 0 are mostly asymmetrical. 

Because the structure of the boundary is more open than the lattice, very high 

atomic mobility exists at the interface compared to that in the bulk. Grain boundary 

short circuit diffusion plays a crucial role in the kinetics of microstructural changes. 

To model this phenomenon the grain boundary is thought to be a slab of uniform 

thickness (2a). The change of concentration inside the slab results from the diver-

gence of a flux with diffusion coefficient Db and from exchanges with the lattices at 

the end of the slab. The concentration inside the slab is uniform. Fick's law inside 

the slab is written as 

(1.3.5) 

where all symbols have their standard meaning. This equation has an exact solution 

which allows one to compare experimental data with calculated profiles and thus esti-

mate the grain boundary diffusion coefficient. [291 Experimentally, the penetration 

depth of a tracer element can be used as a measure of the grain boundary diffusivity. 

The exact determination of the interfacial diffusion coefficient requires complete infor- • 

mation on the isoconcentration contours. Haynes and Smoluchowski conducted a 

series of experiments in [110] bicrystals of silicon iron and found that the penetration 

depth changed with the misorientation angle. [30[ Figure 1.3.4 illustrates their data. 

The data indicates that the twin boundary, E3, and the 2:19 boundary are open 
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structures. This is contrary to other experimental data that indicates that the ideal 

twin boundary does not show preferential diffusion, and it seems to indicate a twin 

orientation with an asymmetrical boundary plane. Minimal grain boundary diffusivity 

.. occurs in the vicinity of Ell indicating a close structure. The lack of crystallographic 

data on the boundary planes implies that this data should be taken only as an indica-

tion of the existence of special boundaries and it does not give rise to a systematic 

trend. 

Similarly, because of the openess of the interfacial structure, the mechanical pro-

perties of a bicrystal are different than that of a single crystal. Chou et.al., report on 

microhardness measurements of controlled bicrystals. 1311 The boundary hardness is 

usually higher than the crystal because of segregation which also causes embrittle-

ment. In these experiments the entire crystallography was well defined and the mean 

boundary plane was kept ~onstant (this concept is discussed in section 2.2). Thus two 

sets of data for [1001 bicrystals are shown in Figures 1.3.5, one for (010) and one for 

(01I) mean boundary plane. The data indicates that the low E CSL boundaries are 

low energy configurations which show a relatively small amount of hardening at the 

interface. Similar experiments on the groove depth after a nitric-hydrofluoric etch 

show a minimum at the same boundaries as in Figure 1.3.5. 1321 

The data presented in this section shows the existence of CSL related grain boun-

daries with special properties but no apparent correlation with CSL crystallography in 

their behavior. The author's studies are concerned with the structure of CSL grain 

boundaries. In an effort to relate his observations with available experimental data 

the boundaries chosen for these studies were selected based on this data. The ranges 

of interest for the study of variations of structure with misorientation angle are from 
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'E9 to 'El for the [110! boundaries and from 'E5 to 'El for the [100! boundaries. 

The crystallography of these boundaries is studied in chapter 2. The method of 

calculation of structure is detailed in chapter 3 and results presented in chapter 4. 

Experimental observations are discussed in chapter 5, and the implications of this 

work close the presentation. 

..' 



.. 
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2. THE CRYSTALLOGRAPHY OF GRAIN BOUNDARIES 

2.1. Introduction: Geometrical Models of Grain Boundaries 

The geometrical models of grain boundary structure are at the heart of current 

thinking on the structure and properties of grain boundaries. Although the actual 

atomic arrangements are quite different from what these models would predict, the it' 

geometrical models provide a way to study the crystallography and symmetry of grain 

boundaries. All of the current studies on grain boundary phenomena use the geometr-

ical models in their analysis. The actual atomic arrangements have come to be seen as 

a deviation from the structure predicted by geometrical means. It is the purpose of 

this chapter then to introduce these concepts which allow us some insight into the 

crystallography of grain boundary structure. As in the study of a single crystal much 

can be learned from the analysis of a perfect unit cell. Once this ideal block has been 

determined, it becomes apparent that a number of properties depend on the deviation 

from a perfect crystal, the imperfections or defect structure. Later in this thesis, vari-

ations on the analysis established in this chapter are considered. But there is a twist: 

these deviations constitute a defect structure for the crystal itself, while on top of it a 

grain boundary defect structure will be added that results from the interaction of cry-

stal defects with the grain boundary. The categories in the analysis of grain boundary 

structure are perhaps best illustrated in Fig. 2.1.1. 

The two most important concepts in the analysis of interfaces in general are the 

coincidence-site lattice and the displacement-shift-complete lattice. These two con- iI: 

cepts were presented in detail in a previous publication, III and in several current 

reviews of the grain boundary literature. 121 ,/31 For the sake of completeness, the basic . 
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properties of these two lattices will be briefly r~viewed in the next section. The later 

sections of this chapter deal with more advanced concepts of the geometrical models 

which are not treated in detail in the references above or the grain boundary literature' 

in general. These concepts are essential in the development of the arguments in this 

thesis, and thus are explained in detail. The first quantity to be studied (section 3) is 

the planar density of coincidence sites. This quantity is thought to have an important 

bearing on the physical properties of grain boundaries, although no definite correlation 

exists. However, the second crystallographic concept presented, the cell of non­

identical diplacements, depends critically on the planar density of coincidence sites as 

is shown in section 4. This cell encloses the set of smallest equivalent translations 

away from a common origin coincidence-site lattice. 

The last two sections introduce symmetry considerations that have significant 

bearing on the study and physical properties of grain boundaries. An introduction to 

the colored symmetry groups used in these sections is given. Next, the dichromatic 

pattern corresponding to the CSL is derived. By introducing planar cuts in the 

dichromatic pattern, the symmetry of an ideal maximum symmetry interface will be 

obtained. The last section considers the change in symmetry that occurs by a displace­

men t of the black lattice; all possible variations are considered. Relaxational varian ts 

arise because of the multiple ways in which a relaxed structure can be obtained from 

the original maximum symmetry interface. The multiplicity and structure of these 

variants is shown to be related to the symmetry elements lost in the relaxation. 
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2.2. The Coincidence-Site Lattice and its Displacement Lattice 

The idea of a coincidence...:site lattice is best illustrated graphically as in Figure 

2.2.1. Two simple cubic lattices misoriented by the rotation indicated in the upper 

.. right hand corner are shown extended through space and interpenetrating. If two lat-

tice points, one from each crystal, are brought into coincidence by a rigid translation a 

three-dimensional lattice of coincidence sites forms. This lattice is known as the 

coincidence-site lattice and it will be noted as CSL throughout the discussion. The 

volume density of coincidence sites is denoted by liE. The CSL will be denoted in 

calculations as the structure matrix C which has as columns the basis of its lattice. 

The degree of coincidence E is also a qualitative indication of the size of the CSL but 

the actual volume of the unit cell of the CSL is given by the determinant of C. For 

the case of Figure 2.2.1 

C = [~ ~. ~ 1 
001 

(2.2.1) 

A gram boundary is a two dimensional cut through the interpenetrating lattices. 

Atoms on one side of the boundary belong to crystal 1 (also designated as the upper 

crystal throughout the discussion) and on the other side to crystal 2 (designated as the 

lower crystal). This two-dimensional cut is also a cut through the CSL and thus it 

contains a two-dimensional net of coincidence sites which gives two-dimensional 

periodicity to the grain boundary structure. That is, the boundary can be regarded as 

... ' consisting of identical periods each of which is one unit of the two-dimensional grain 

boundary structure. Obviously the size of this period is dependent on the size of the 

CSL, and on the orientation of the cut. 
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The rotations that lead to a CSL are given by rotation matrices of the form 

(2.2.2) 

such that there is no integral factor common to the positive integer S and the integers 

aij' The degree of coincidence ~ is equal to the largest odd factor of S and is the 

least common denominator of the matrix elements of R. [4] 

~ odd, Q' = 1,2,or 4 (2.2.3) 

The misorientations for which CSLs occur can be obtained from a generating function 

[5[ or from number theory. [6] There are several forms of the generating function, the 

first one given by Ranganathan. [7] In its more complete form the generating function 

is given by Grimmer. [8] The quadruples or quaternions [m,U, V, W] with m positive 

give rise to a rotation matrix 

[

m 2+U2_ V2_ W2 

R = ~ 2(UV +mW) 

2(UW-mV) 

2(UV -mW) 

m 2_U 2+ V2_ W2 

2(VW +mU) 

2(UW +mV) 1 
2(VW -mU) 

m 2_U 2_ V2+ W2 

The rotation axis is [U , V, W] and the rotation angle is given by 

tan! = (U 2+ V2+ W 2)1/2 
2 m 

(2.2.4) 

(2.2.5) 

These equations allow us to study systematic variations of grain boundary structure 

with for example a fixed tilt axis. In particular, in this work we will be concerned with 

the quaternions of the type [m,l,O,O] and [m,I,I,O]. This point will be retaken later on 

since now a brief and necessary disgression on the physical significance of the CSL is 
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needed. 

The actual atomic configurations are different than the atomic positions in the 

ideal bicrystal described above. The forces that are set in the ideal bicrystal and pro­

duce a rearrangement have the periodicity of the grain boundary plane through the 

CSL. It is in principle possible to calculate the structure of the boundary by some phy­

sical principle for only one segment, and then to assume a repetition of this calculated 

structure. Saint-Venant's principle states that the strains that are produced in a body 

by the application to a small part of its surface of an equilibrated system of forces are 

of negligible magnitude at distances which are large compared with the linear dimen­

sions of the part.191 Applied to the case of the ideal semi-infinite bicrystal with length 

equal to one period this indicates that the distortions in one crystal will extend into 

the crystal to a distance comparable with the ·periodicity. The conclusion is then that 

the energy is smaller when the grain boundary p,l'iod is smaller. Special grain boun­

dary planes are expected to be low-index planes of the CSL that produce periodic 

structures with relatively small repeat cells. A higher planar density of coincidence 

sites implies a shorter period. A procedure to calculate the planar density of coin­

cidence sites for a given plane in a given CSL is given in the next section. The physi­

cal significance of the CSL was initially attribu ted to the fact that an atom in the 

boundary which is in a coincidence site is in a region of good fit because it belongs to 

both crystal lattices. It was assumed then that the higher the density of these sites 

. the better the fit and the lower the energy of the boundary region. 1101 .1111 The 

significance of these physical criteria will be discussed later. For now, it should be 

stated that the physical significance of the CSL is that a boundary which is parallel to 

a rational plane of the CSL has a periodic structure. 
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A grain boundary where the the grain boundary plane is normal to the axis of 

rotation is a twist boundary. A grain boundary .where the axis of rotation is contained 

in the boundary plane is a tilt boundary. This work is entirely concerned with the 

study of tilt grain boundaries because their atomic structure can be studied by high-

resolution electron microscopy as it will be shown later. However, the implications and 

-. 
applicability of this study to twist and mixed boundaries will be discussed later on. 

In a systematic study of grain boundary structure the first objective is to reduce 

the numbers of degrees of freedom. A grain boundary has five degrees of freedom: two 

for the rotation axis, 1 for the rotation angle and two for the grain boundary plane. 

By restricting the study to one of the quaternions mentioned above, the two degrees of 

freedom for the rotation axis are eliminated. Next, if an angle is picked, two degrees 

of freedom remain for the boundary plane. If a symmetrical boundary plane exists for 

that angle, it is unique and then these two degrees of freedom are eliminated. So by 

restricting the study to symmetrical grain boundary planes around a low index axis of 

rotation a systematic study of variation of structure with respect to the angle of 

misorien tation can be carried ou t. 

Boundary plane normals PI and P2 by convention are always defined in both 

grains going from the lower to the upper grain. The Miller indices are then in the 

relation 

(2.2.6) 

This ensures that the areas of the two-dimensional unit cells are in an integral ratio so 

that coincidence of atomic sites can exist in the grain boundary plane. Note that for 

the above condition to be true a multiple of the lowest index representation of PI or 
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P2 might be necessary. An equivalent to the CSL cut is the cut and weld procedure of 

a single crystal which is illustrated for a tilt boundary in Figure 2.2.2 a and b. The 

arrows indicate the sense of rotation after the cuts are made; the shaded volume is 

thrown away. 

The lowest index crystal plane with indices multiple of Pl+P2 is defined as the 

mean boundary plane. The period vectors parallel to the boundary plane are ql and 

q2 and have the same magnitude as per Eqn. 2.2.6. By definition the mean period vec­

tor is defined as ql+q2; it bisects the angle between ql and q2' 

A [100] tilt boundary could have mean boundary plane (001) and mean period 

vector [OTO]. By varying the the angle () and using the construction shown in Figure 

2.2.2.c, all boundaries with mean bounary plane (001) can be built. Alternatively, one 

could choose a mean boundary plane (011) and mean period vector [01I]. In general 

for any tilt axis, the bc.andary plane normal lies in the zone of the axis so that there 

are two independent indices (hm and km ) prescribing the mean boundary plane. The 

parameter e = km / hm characterizes all boundaries with the same mean boundary 

plane 1121 There are equivalent e systems that are related by the symmetry operators of 

the point group 432 in the coordinate systems. In the two cases mentioned above 

e=oo, but in general equivalent systems can have different values of e. 

For a particular e system, if the mean boundary plane is a crystal mirror plane or 

the mean period vector is an even-fold symmetry axis then all boundaries in that sys­

tem are symmetrical. In cubic crystals either the mean boundary plane is {110} or 

{100} or the mean period vector is <110> or <100>. 1131 For example a system of 

symmetric tilt boundaries exists for a [112] tilt axis since we can choose a mean boun-

.' 
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Fig. 2.2.2 The construction of a tilt boundary: (a) before; (b) after rotation; (c) 
with a given mean boundary plane ( after A.P. Sutton, Ph.D. Thesis, 
University of Pennsylvania, 1981 ). 
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dary plane of [frO]. In this work, as it was mentioned above, the author has chosen to 

study [110] and [100] tilt boundaries. A list of symmetric grain boundaries in both sys­

tems is shown in Table 2.2.1. The [110] boundaries have mean boundary plane (001) 

and mean period vector [110]. The E notation follows that of Mykura. 1141 In the table 

the indices are chosen to be consistent and indicate the boundaries that will be studied 

in the next sections. Notice that the examples used in this chapter do not belong to 

any of the particular choices indicated in Table 2.2.1. This has been done somewhat 

in order to show that changes in coordinates ultimately produce the same atomic 

configuration. However, consistency in crystallographic manipulations is extremely 

important. Lack of it can lead to errors in the analysis. The choice of (001) as the 

mean boundary plane was based on the fact that large angle tilt boundaries show only 

one set of dislocations with < 100> Burgers vectors l151 and that the twinning plane for 

BCC is of the <112> type. Choosing the same mean boundary plane for both sys­

tems will allow us in the future to study the change in boundary structure with a 

change of axis of misorientation. Other descriptions (e) are possible and equivalent 

but this one seems physically more meaningful. The description adopted depends ulti­

mately then on crystal structure. 

Bollman has generalized· the concept of the CSL to coincidence of interior cell 

points. 1161 These are points that do not have atom positions associated with them. 

These generalized coincidence points form the O-lattice. The importance of the 0-

lattice is that whereas the CSL changes discontinuously, following an infinitesimal 

change in the relative orientation of the two crystal lattices, the O-lattice changes 

smoothly. In addition the O-lattice theory provides a formal discrete dislocation model 

of an interface. The elements of the lattice (points, lines, or planes) are separated by 
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Cubic CSL 
Symmetric Grain Boundaries .. 

<110> <100> 

E 0 
Grain Boundary 

E 0 
Grain Boundary 

Plane Plane 

1 O· {OOI} 1 O' {OOI} 
33a 20.05· {TI8} 41a 12.68 • {019} 

19a 26.53 • {TI6} 25a 16.25 • {017} 

27a 31.58· {TI5} 37a 18.92· {016} 

9 38.94 • {TI4} 13a 22.62· {015} 

11 50.48· {TI3} 17a 28.07· {014} 

41c 55.88· {338} 5 36.87· {013} 

33c 58.98· {225} 29a 43.61 • {025} 

3 70.53· {TI2} 

17b 86.63 • {223} 

- -
17b 93.37· {334} 

3 109.47· {Ill} 

33c 121.02 • {554} 29a 46.39 • {037} 

41c 124.12· {443} 5 53.13· {012} 

11 129.52· {332} 17a 61.93 • {035} 

9 141.06 • {221} 13a 67.38 • {023} 

27a 148.42· {552} 37a 71.08· {057} 

19a 153.47· {331} 25a 73.75· {034} 

33a 159.95· {441} 41a 77.32· {045} 

1 180· {TIO} 1 90· {OIl} 

Table 2.2.1 
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cell walls and the lack of registry between the two lattices can be considered to be 

concentrated into discontinuities at the cell walls. When an interface is introduced the 

intersections of the cell walls with the interface becomes a network of line defects or 

the interfacial dislocation network. The author has used with success the O-lattice 

formalism in the analysis of small-angle grain boundaries,1171 ~81 but its use in the study 

of large-angle grain boundaries is cumbersome and lacks the physical significance of 

the concept that we discuss next. 

Just as a large-angle boundary with Burgers vectors equal to a lattice translation 

accomodates a deviation from a perfect crystal, a network of dislocations could 

accomodate a deviation from coincidence in order to preserve the coincidence orienta-

tion. What is needed is the set of all translations of lattice 2 with respect to the fixed 

lattice 1 so that after every translation, the same CSL reappears. The positions of the 

coincidence positions do not have to be the same. The lattice of all these translations 

is the Displacement Shift Complete lattice (DSCL). If a particular CSL represents an 

energy minimum, a structure that deviates slightly from this CSL would tend to 

preserve the arrangement of the CSL. This is done by means of a dislocation network. 

The Burgers vectors of these dislocations must be DSC translations. An example of the 

DSC lattice for a rotation in a simple cubic bicrystal is given in Figure 2.2.1. The 

strucu tre matrix for this DSC lattice is given by 

1 D=-
5 [~ ~ ~ 1 

005 

(2.2.7) 

The DSCL can be defined as the coarsest possible lattice which contains crystal lat-

tices 1 and 2 as sublattices; in other words, the lattice into which crystal lattices 1 and 
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2 are embedded. As we can see from the figure, the DSC lattice is the lattice of the 

difference vectors between the two crystal lattices. On the other hand the CSL is the 

finest lattice which is contained in crystal lattice 1 as well as in crystal lattice 2. 

The DSCL and CSL are reciprocally related in simple cubic structures by [191 

eDT =1 (2.2.8) 

where 1 is the identity matrix. In general the DSCL is the reciprocal lattice of the 

coincidence lattice formed by the two reciprocal crystal lattices. The volume of the 

DSCL unit cell goes as 1/~ while the volume of the CSL goes as~. For the primitive 

cubic structure, the reciprocal unit cell is the same as the crystal unit cell. The DSCL 

is then the reciprocal of the CSL and is given by Eqn. 2.2.8. The procedures for calcu­

lating the CSL have been mentioned before; the DSCL for the primitive cubic struc­

tures are calculated using Eqn. 2.2.8. Appropiate centering for FCC and BCC struc-

tures is carried out using procedures that stem from number and set theory. [20[ 

A grain boundary with E3 is commonly referred to in the metallurgical literature 

as a twin. A misorientation of 180 0 about a· rational direction is a possible twin 

description of the grain boundary. Not all grain boundaries have twin descriptions. 

Of all grain boundaries with a twin description, ~3 is the most important in FCC and 

BCC crystals because of its role in a number of metallurgical phenomena. Twin boun­

daries may be formed by shear forces during deformation or heat treatment. They 

interfere with the slip process and increase the strength of a part. The movement of 

the boundary can cause the part to deform. Twinning is a mode of deformation which 

is particularly important in BCC materials. Because of its importance a twin grain 

boundary in a BCC bicrystal has been chosen to illustrate the crystallographic con-
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cepts introduced in the next two sections. Several twin grain boundaries are shown in 

Figure 2.2.3. The twin grain is entirely surrounded by the matrix in order to illustrate 

the structure of different grain boundary planes. The axis/angle pair can be given as 

[011]/70.53 • or, equivalently, by the disorientation (minimum angle axis/angle pair), 

[111]/60 •. A [011] projection is used for the purposes of illustration. The rotation 

matrix is given by 

[

1 2 2] 1 - -R = - 2 2 1 3 __ 
212 

(2.2.9) 

This matrix is also a structure matrix in that it contains the coordinates in crystal 1 of 

the basis of crystal 2. The CSL is given by 

2 2] o 2 

2 0 

(2.2.10) 

This CSL is hexagonal. The CSL is indicated in Figure 2.2.3 and subsequent figures by 

the filled atom positions. In order to make the actual atom arrangements at different 

facets more visible, the interpenetrating lattices are not plotted in this case. The 

DSCL is given by 

[

1 2 2] 
D=.!..124 6 __ 

142 

(2.2.11) 

This structure matrix represents also an hexagonal lattice. 
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2.3. Planar Density of Coincidence Sites 

As pointed out earlier, the volume ratio of crystal lattice sites to coincidence sites 

is ~. However, the physical properties of a planar grain boundary depend on the den-

sity of coincidence sites contained in the boundary plane. A simple procedure for cal-

culating the ratio of coincidence sites to atomic sites p in a planar grain boundary is 

given in this section. For a crystal which has a volume per atom v, the number of 

atoms in a slab of thickness d and area A is nT = (d A )/v. In general for any lat-

tice in any of its various descriptions, the planar density of atomic sites is given by 

(2.3.1) 

wher dh/d is the spacing of the plane (hkl). 

A plane (hkl) in the crystal has an equivalent description (h'f(!) on the basis of 

the CSL. Then p is simply given by 

(2.3.2) 

If we use the primitive unit cells of the crystal and the CSL, and their respective. 

reciprocal lattices, Eqn. (2.3.2) becomes 

I gUt I C I 
p=------

I gh'.t'f I I S I (2.3.3) 

where C and S are the structure matrices with the basis of the primitive CSL and the 

primitive crystal structure unit cells. The spacings of lattice planes are given by the 

recripocal of the magnitude of their respective reciprocal lattice vectors, and the 

volumes per atom are given by the determinants of the structure matrices. 
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If (hilt!) is a primitive lattice vector of the CSL, its spacing is equal to that of 

(hkl) and p is given by the volume ratio, p = III:. If (hilt!) is an integer multiple p of 

a primitive reciprocal lattice vector, then p = p I"E.. The reciprocal quantity II p can 

have the value of "E. or one of its factors down to one. For a particular coincidence site 

relationship the value of p is the same for a particular plane in all three cubic Bravais 

lattices. 

Consider as an example the twin boundary "E.3 shown in Figure 2.2.3. In this par-

ticular case p =1/3 or p = 1. The quantity p will be calculated for the planes (111) 

and (211) which will be used in the discussion later on in this chapter. For a bcc cry-

stal the volume per atom is vcr1ls1 == a 312 (two atoms per unit cell), and the spacing 

between planes is 

(2.3.4) 

But since this is a body-centered structure and (h+k+l) is odd, the spacing indicated 

in Eqn. (2.3.4) is actually twice the spacing 1211 so that 

d crJlsl _ _ a_ 
hkl - 2V3 

The indices of the normal in the CSL are given by 

[h'1t~ T = C-1 [hkl] T 

since C is the structure matrix of the CSL.1221 

(2.3.5) 

(2.3.6) 

(2.3.7) 

These indices remain the same in the standard hexagonal notation (just a reordering 

of the columns in C). The plane (hkil) normal to the direction [uvtw] is given by 1231 
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(h ,k ,i ,I) = (u ,v ,t ,)..2w) (2.3.8a) 

where 

(2.3.8b) 

in this case c = 1/2 V3 a, ah = 1/2 v's a, (c /ah)2 = 3/8, and )..2 = 1/4, so that 

(h/~!) = (441) (2.3.9) 

The spacing of planes in the hexagonal lattice is 

(2.3.1O) 

Or, in this particular case 

d CSL a 
hili! = 2V3 (2.3.11) 

The atomic volume in the CSL is given by the volume of the CSL unit cell since there 

is one atom per unit cell. The volume of an hexagonal lattice unit cell is 

Using Eqns.(2.3.12), (2.3.11) and (2.3.5) in Eqn. (2.3.2) we obtain 

1 
p=-

3 

(2.3.12) 

(2.3.13) 

This procedure, using Eqn. (2.3.2), although general in nature, requires parame-

ters that have to be calculated for each particular boundary plane, for each grain 

boundary disorientation and each CSL. It also requires knowledge of the symmetry of 

each CSL. The procedure indicated above was first suggested by Tu 124! and utilized by 
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Acton and Bevis in a more systematic way to develop tables of planes with a high den­

sity of coincidence sites for boundaries with ~ up to 31.[25[ Using the equivalent Eqn. 

(2.3.3) a more straightforward procedure can be developed that can easily be carried 

out on a computer. A simple program has been developed to use the procedure 

described below in our investigations. All it requires as input are the indices of the 

plane whose p is desired and the structure matrix of the CSL for that particular 

misorientation. The procedure is general in nature and can be used for grain boun­

daries in other crystal structures. 

As an example, consider the same case of a (111) in a ~3 boundary. The normal 

vector n = [III] is transformed into the coordinate system of the CSL and the crystal 

recriprocal lattices. For this transformation the transformation matrix is just the tran­

spose of the structure matrix.[26/ 

gh'lr!f= C T n (2.3.14) 

and 

(2.3.15) 

where 

(2.3.16) 

is the structure matrix of a particular choice of primitive unit cell for the bcc lattice. 

These vectors have to be simplified so that their coordinates become integers with no 

common divisor. The g vectors are glllr!f = [144] ,and ghkl = [132]. The spacings then 

are given by the reciprocal of the magnitude of these g vectors. The length of a vec­

tor v is given by means of the metric tensor G as 
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I v I = (V T G V)1/2 (2.3.17) 

where G is expressed in reciprocal space as 

(2.3.18) 

and M is a structure matrix.[27[ By using Eqns. (2.3.17) and (2.3.18) 10 the CSL and 

crystal structures we obtain dh,,,, = dhkl = 1/2 13. Using all this information in Eqn. 

(2.3.3), the planar density of coincidence sites results as before p = 1/3. 

Using the same procedure for a (111) or (211) plane would show that the planar 

density of coincidence sites in both cases is p = 1. The planar density of coincidence 

sites depends on the grain in which it is measured. The procedure described above can 

also be used in the other grain. All the planar densities of coincidence sites mentioned 

in this section are for the upper crystal (crystal 1). For symmetrical grain boundaries 

the planar density of coincidence sites is the same in both grains. This method was 

first suggested by H. Grimmer et. al. [28/ in their studies of the properties of the CSL 

and DSC lattice using number theory. This procedure is general in nature and thus a 

computer program was developed to utilize it in this investigation. 
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2.4. Cell of Non-Identical Displacements 

Up until now the two grains have been considered to have undergone a transla­

tion such that at least two atoms coincide and a rotation that produces a CSL. Since 

atoms at the grain boundary plane are crowded, as can be seen in Figure 2.3.3., the 

energy of the boundary can be decreased by translating one of the grains, the lower 

grain by convention. The overall translation t' is comprised of two components. The 

component tp corresponds to movements parallel and/or perpendicular to the boun­

dary that restore perfect crystal density (no excess volume). For example, if an 

integral number of atomic planes parallel to the boundary are removed, a perpendicu­

lar displacement is needed to preserve crystal density. It should be pointed out that 

although certain atoms are crowded at a CSL boundary, the density of.the ideal bicry­

stal is equal to the perfect crystal density. The second component te corresponds to a 

displacement nr"lrmal to the grain boundary plane that leads to the creation of excess 

volume. The overall translation is then 

(2.4.1) 

It is assumed that tp is the minimum representation of the set of equivalent transla­

tions tp + dSc
. In other words, tp is specified in the Wigner-Seitz cell of the DSCL. 

In this section it will be shown that tp can be transformed into an in':.plane formula­

tion and the cell of the minimum in-plane translations (t j ) will be defined. It will also 

be shown that the planar density of coincidence sites inB uences the characteristics of 

this cell of non-identical displacements (CNID). These concepts were first introduced 

by Pond. 1291 The last part of this section shows how to use the in-plane analysis to 

calculate the steps associated with DSC grain boundary dislocations and the Burgers 
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vector of partial grain boundary dislocations. 

First, consider the variation of grain boundary structure with location of the 

boundary for a fixed translation tp . Figures 2.4.1.a and 2.4.2.a show the grain boun­

dary structure of a (211) and (111) grain boundary plane in the ~3 boundary shown in 

Fig. 2.2.3. As stated previously, the (211) plane has p=1. This plane is one of the 

observed twinning planes in Bee crystals. As shown in Fig 2.4.1.a p is 1 only at every 

third plane. As indicated in Fig.2.4.1.c , e, g and i, the structure changes with the 

boundary location. Thus the structure of a p=l type boundary varies, cyclically 

repeating every ~th plane. For the case of the (111) plane p=1/3 and, as indicated in 

Fig. 2.4.2.a, c, and d, the structure of the boundary is independent of boundary loca­

tion, i.e. the planar density of coincidence sites is the same for all boundary locations. 

All the structures indicated in Figures 2.4.1 and 2.4.2 can be created at a fixed 

boundary location by relati.re translations parallel to the boundary plane. It will be 

indicated in our discussion as the in-plane translation t j . Note that tj is a member of 

the family of equivalent translations tp +dsc . In order to change to an in-plane dis­

placement, it is only necessary to transform the component of tp perpendicular to the 

boundary. This component is n p where p is a vector normal to the grain boundary 

plane and having magnitude equal to its interplanar spacing. In an asymmetrical 

boundary there will be two vectors Pu and PL since the interplanar spacings are 

different in each grain. The in-plane displacement is simply given by the addition of a 

crystal lattice vector bgc which is also a DSe vector. The vector bgc has to be a cry­

stal lattice vector rather than just a DSe vector, otherwise it would relocate the boun­

dary plane of the initial s~ructure. 1301,1311 Thus 
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Fig. 2.4. 1 Grain boundary translations and in-plane translations for a E3 [0111/70.53 • (211); 
(a) the structure of the boundary in the coincidence translation ; (b) reference state 
for in-plane translations; (c) and (d) boundary structure in the starting 
configuration and its corresponding in-plane (fixed boundary) displacemen t; (e) and 
(f) boundary structure after a translation tp =p" and its corresponding in-plane 
displacemen t; (g) and (h) t, =2p" ; (i) and (j) tp =3p" . 
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Fig. 2.4.2 Grain boundary translations and in-plane translations for a I:3 [011]/70.53 • (Ill); 
(a) the structure of the boundary in the coincidence translation; (b) reference state 
for in-plane translations; ( c) and (e) boundary structure in the starting 
configuration and its corresponding in-plane (fixed boundary) displacement; (d) 
boundary structure after a translation t, =P. , the corresponding in-plane dis­
placement is also (e). 
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(2.4.2) 

The subscript C takes the values U and L for upper and lower crystal. By convention 

Pc is always pointing towards the upper grain and bge is chosen so as to close the 

translation perpendicular to the boundary. In Fig. 2.4.1 the in-plane translation that 

corresponds to a shift of the boundary plane by one interplanar distance is 

1 (7) III] -1 1 1 tiU = -[211J - -[Ol1J ± -[011 = -[111J + -[01I] = -[215] 
6 2 2 3 2 6 

or for the case where the lower grain is shrinking in size 

tiL = ~ [211]L + ! [Ol1JL ± ! [OlI]L = ! [f11JL - ! [OlI]L 

= 1.[l11J - 1.[OlI] = 1.[215J 
326 

(2.4.3) 

(2.4.4) 

In a symmetric tilt boundary with p=l , tiU = tiL because the interplanar spacings 

are the same. 

Consider the different boundary locations shown in Figs. 2.4.1.c, e, g, and i. This 

sequence of structures can also be created by in-plane translations t i . The reference 

structure for the in-plane description can not be the coincidence position. The refer-

ence structure for this particular boundary is shown in Fig. 2.4.l.b. It corresponds to a 

displacement tp = Pu. The plane of coincidence atoms belongs to both the upper 

and lower grain in the reference state. In the coincidence position it is not clear to 

which grain the boundary plane belongs. The two different positions of the boundary 

plane shown in Figs. 2.4.l.c and e can be created from the reference state by a transla-

tion of tiL and tiU respectively as shown in Figs. 2.4.l.d and f. Consider the growth 

of the lower grain by a movement of the boundary plane from Fig. 2.4.l.c to Fig. 

2.4.l.e. This translation tp = 1/6[211J is equal to the in-plane translation 



46 

. 1 
tj = tiU - tiL = 3" [2151 (2.4.5) 

-tiL takes us back to the reference and tiU to the new boundary structure. In gen-

eral, for a relocation by one interplanar spacing, 

... 
(2.4.6) 

depending on the sense of relocation. The positive quantity indicates growth of the 

lower grain and is indicated by tj 1 , in this case tj 1 = 1/3[2151. tj 1 is independent of 

the choice of reference translation since it is the difference of two relative translations. 

Consider again the three different grain boundary structures Figs. 2.4.2.c, e, and g. 

Since the relative displacement in the sequence is always tp = 1/6[211] it follows that 

. the. in-plane da·splacement ti 1 is a dSC vector with the same periodicity as tp. In this 

case 

(2.4.7) 

It has been pointed out before that a DSC translation which is not a crystal lattice 

vector relocates the boundary plane of the initial structure. Starting from Fig. 2.4.1.c 

the sequence of structures is obtained by equ.ivalent in-plane translations ti = tjL 

(Fig.2.4.1.d), tj = tiL + til (Fig.2.4.1.f), tj = tjL + 2tj} (Fig.2.4.1.h). The struc-

ture of Fig. 2.4.l.i is the same as that of Fig. 2.4.1.c and can be generated by the 

translation tj = tjL + 3tj 1 or tj = tiL as indicated in Fig. 2.4.1.j. This is because 

(2.4.8) 

• 
is a lattice vector and in this case the structures are identical. In genereal for a p=l 

boundary the sequence of structures repeats at each Eth location because tj 1 has the 

form of a DSC vector or tj 1 = ~ [/mn] where [lmn] is a lattice vector. As the 



47 

boundary keeps on moving, the in-plane translations can be reduced to the smallest 

magnitude ti by subtracting lattice vectors which are multiples of E·ti l' The cell of 

non-identical displacements for a p=1 boundary is the cell of smallest crystal lattice 

vectors in the boundary plane. 

Consider now the p=I/3 (Ill) boundary show~ in Fig. 2.4.2.a. In this case 

.. since the boundary structure is the same regardless of position, tw = tiL' 

(2.4.9) 

31TI1l 1[1 1 1 
tiL = 54l511JL + "2 I11JL = 18[4,IO,10]L = 3" [211J (2.4.10) 

The vectors tw and tiL are given by the vector p of magnitude equal to the spacing 

of the crystal planes with the highest spacing in the asymmetrical boundary. Notice 

that tw and til are not integral DSC vectors 

(2.4.11) 

The GB structure shown in Fig. 2.4.2.c is obtained from the reference structure Fig. 

2.4.2.b by a translation equal to 1/3 of tw because the spacing of the two crystals at 

the reference state is one interplanar distance of the planes with lower spacing, in this 

case those of the lower grain. However, any growth or shrinkage of a grain occurs by 

a multiple of the interplanar distance of the planes with the highest spacing, in this 

case those of the upper grain. The in-plane translation is null because 

(2.4.12) 

This is illustrated in Figs. 2.4.2.c and d, which have the same in-plane translation Fig. 

2.4.2.e. The cell of non-identical displacements for a p=I/E boundary is the Wigner-
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Seitz cell of the smallest DSC v.ectors parallel to the boundary plane. 

The shift of the origin of the CSL caused by the relative displacement of the cry­

stal lattices by a DSC vector usually has a component h normal to the boundary 

plane. The corresponding grain boundary dislocation is associated with a step in the 

boundary plane of height I hi. The steps are denoted climb ledge and glide ledge 

(according to the type of movement of the grain boundary dislocation in the boundary 

plane) so as to differentiate them from a pure ledge or step without dislocation char-

acter. 1321 Imagine a glissile dislocation with a Burgers vector b moving along the boun­

dary plane. Since b is in the plane of the boundary, ~ti = b for the case where no 

boundary relocation occurs. In addition there is an effective change of boundary struc­

ture. The change in boundary structure would occur since only an in-plane lattice 

Burgers vector b/ would conserve the structure. It follows that in order to preserve 

~rain boundary structure 

(2.4.13) 

and the physical dislocation has an associated step n Pl. At p=l/E boundaries, 

ti 1=0 and movement of glissile grain boundary dislocations does not involve migra­

tion. The shortest vector joining equivalent sites after a DSC shift of crystal 2 with 

respect to crystal 1 is defined as the step vector 8. 1331 For a pure ledge the step vector 

is a CSL vector while for a step associated with a dislocation it is a DSC vector which 

is not a CSL vector. King has tabulated step vectors in cubic crystals. 1341 Alterna­

tively, the DSC translations can be defined as a group and analytical solutions to the 

step vector can be obtained from the matrix representation of the group. 135
1 The 

author finds this procedure considerably more cumbersome but more elegant in nature. 

.. 
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These considerations are important in discussing steps at gram boundary dislocation 

reactions and the migration of boundaries by a dislocation mechanism. [361 

Finally, the in-plane analysis can be used to define the Burgers vector of partial 

grain boundary dislocations that separate boundary regions with different translations. 

The Burgers vector is defined as the difference between these translations or in the in­

plane form 

(2.4.14) 

Partial grain boundary dislocations exist at facet intersections and separate regions of 

symmetry related structures. 
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2.5. The Symmetry of the CSL: The Dichromatic Pattern 

In order to study the symmetry of ideal bicrystals a classification system is 

needed which is equivalent to the conventional point or space groups that describe the 

symmetry of ideal single crystals. A bicrystal is a three-dimensional object that con-

tains a unique plane (the interface) in which there may be two, one, or perhaps no " 

translational axes. In this and the next section a systematic procedure to analyze the 

symmetry of bicrystals is described. The procedure, which is general in nature and 

can be used to study all types of interphase interfaces, has been developed over the 

last few years independently by several groups. 1371 /381 /391 The analysis presented in 

this section is specific to grain boundaries and the examples, as in previous sections, 

correspond to cases that will be studied later. Many of the concepts used in this and 

the next section have been developed and systematized by Shubnikov and Kopstik; 

reference will be made when needed to their classic book. 1401 

Consider first the homogeneous composite made of two interpenetrating lattices 

in the coincidence orientation. The principle of symmetry superposition of composites 

states that for homogeneous composites the symmetry of the composite is given by the 

intersection of the groups of its components and can be extended by a symmetrizing 

operation. 1411 Except for this symmetrizing operation there is a dissymetrization on 

going from the two individual components to the composite. The general procedure 

for studying the symmetry of bicrystals is to find the group of maximum symmetry 

and then study the operations of dissymetrization in the order that they preserve sym­

metry. The procedure is shown in Figure 2.5.1 and is discussed next. <P '* (>.) and 

<P '* (J.') are the holosymmetric space groups of the lattices of the two crystals. In the 

discussion that follows one of the lattices will be designated white and will be 

.. 
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Fig. 2.5.1 Schematic of the methodology used in the analysis' of the symmetry of 
bicrystals. The origin of the various types of variants of interfacial struc­
ture are indicated ( from R. C. Pond [44J ) . 
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considered fixed while the other, designated the black lattice, -will be free to translate 

and relax. The composite of these two lattices forms a dichromatic pattern IT * (p ). 

The chosen origin of this pattern is a coincident black and white lattice point. For 

each crystal operation that is suppressed in going from one stage to the next a multi­

plicity of variants occur as indicated in Fig. 2.5.1. Orientational variants arise from 

the fact that -the rQtation matrix has alternative descriptions. It can be shown that 

the set of color symmetry operations is given by the set of alternative descriptions of 

the rotation matrix obtained by automorphic transformations of the dichromatic pat­

tern.l421 Thus it is immaterial which of these descriptions is chosen. If the crystals are 

non-holosymmetric (the crystal has less symmetry than the lattice) or non-symmorphic 

(the crystal symmetry includes mirror glide planes or screw axes), the dichromatic 

complex II * (c) has to be taken into account. A lattice complex is the set of points 

obtained by carrying out on a chosen point all the symmetry operations of the 

crystal's space group. [431 The pattern created by superimposing the black and white 

lattice complexes in the appropiate orientation is called the dichromatic complex. 

Complex variants produce equivalent dichromatic complexes that would ultimately 

produce equivalent interfacial structures that would be separated at the interface by 

defects of different character than those that have already been mentioned. [44[ In the 

case of holosymmetric symmorphic crystals the dichromatic pattern and dichromatic 

complex are identical and so the dichromatic complex and complex variants are of no 

interest for our discussion. A bicrystal can now _be created by introducing a 

mathematical plane into the dichromatic pattern in the orientation and position of the 

chosen interface, and locating white atoms at the positions of the white lattice on one 

side of the interface and black atoms at the positions of the black lattice on the other 
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side. For the gram boundary planes considered in this work, the resulting spatial 

group II '* (b) are the maximum symmetry interface. Morphological variants arise 

since different cuts of the dichromatic complex produce different bicrystal spatial 

groups; these will be discussed briefly. Finally the interface is allowed to relax by 

rigid-body translations that produce the boundary structure spatial group II( b). 

Relaxational variants occur since each translation produces a boundary with different 

symmetry. 

The general procedure discussed above indicates that the steps that are needed to 

define the symmetry of the boundary structures to be studied are the following: to 

define the dichromatic pattern, to define the maximum symmetry interface (and mor­

phological variants), and to define and study relaxed interfaces and relaxational vari­

ants. The first two steps are studied in this section while the last aspect is reserved for 

the next section of this chapter. 

It has been mentioned that one of the components of the dichromatic composite 

is regarded white and the other black. The point and space groups of such composites 

are expressed by using color symmetry groups. Symmetry relationships between the 

two components are expressed by color-reversing symmetry operations while the sym­

metry between parts of the same crystal are given by ordinary symmetry elemen ts. A 

pattern is said to have dichromatic symmetry if a change in color occurs in conjunc­

tion with one or more of its symmetry elements. For example the colored point group 

4' consists of: two right angles, and colored rotations through one right angle and 

three right angles. Colored symmetry elements are indicated by a prime (' ) or by the 

operator Rc. Thus g' denotes the action of a glide g followed by a change of color 

and similarly m' is a mirror symmetry followed by a change of color. The symmetry 
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operation t' denotes a translation of one-half the repeat distance in any direction, 

followed by a change of color. The dichromatic pattern symmetry group is one of the 

Shubnikov (colored) point and space groups. Bradley and Cracknell divide Shubnikov 

space groups into the four categories given next. [451 Type I are the ordinary Fedorov 

space groups G. A type II Shubnikov group M is given by M = G +Rc G. For 

example the two-dimensional space group pmm transforms to the gray group 

pmm 21' . Type III are black and white space groups based on ordinary Bravais lat­

tices. A type III space group is given by M = H +Rc (G -H) where H is a halving 

subgroup of the Fedorov space group and (G -H) contains no pure translations. Type 

III Shubnikov groups lack antitranslation and anti-identity operators but contain 

antisymmetry operators. For example the two-dimensional Fedorov group pmm gives 

rise to pmm' and pm 'm' . There are 674 type III Shubnikov groups. Type IV Shub­

nikov groups are given by Fedorov groups augmented by an equal number of colored 

operations that are the result of multiplying an element in G by the antitranslation 

operator; M = G + t' G. For example the two-dimensional space group pmm gives 

rise to Ph'mm and pc'mm where the subscripts band c indicate the direction in 

which the change of color occurs. There are 517 type IV space groups. A systematic 

list of the Shubnikov space groups is given in Shubnikov and Belov. [461 The 

dichromatic patterns have Shubnikov type III symmetry groups. 

However, dichromatic patterns can have translation symmetry In zero, one, two 

or three dimensions. The symmetry of a dichromatic pattern with no translation sym­

metry is given by the colored point group. The symmetry of a dichromatic pattern 

with one-dimensional translation symmetry is given by colored rod groups. A rod is an 

infinite periodic body related to a singular axis lying in the body. Many examples of 

... 
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rod groups have been investigated in nature ( for example the double helix of DNA ). 

An international nomenclature and complete listing does not exist although Shubnikov 

and Kopstik mention many examples. [471 Rod groups can contain non-crystallographic 

rotation operations (including roto-inversion and colored rotations). Axes with 8- and 

12- fold symmetry will be encountered later on; these rod groups are treated in detail 

by Vlachavas. [481 For cubic lattices, two-dimensional translation symmetry is not pos­

sible since a periodicity in two directions u,v implies a periodicity in uXv. Finally, 

dichromatic patterns in three dimensions have Shubnikov type III symmetry groups. 

The dichromatic pattern symmetry group is composed of ordinary symmetry ele­

ments and color reversing symmetry elements. Ordinary symmetry elements occur 

when identical symmetry elements of the white and black lattices are coincident. In 

the following discussion groups are denoted by G and elements in the group by g; sub­

scripts w, b, and c indicate the white lattice, the black lattice and the composite, 

respectively. Subgroups are designated D with elements d and subscripts 0 for ordi­

nary and c for color. The black lattice is considered to be generated from the white 

lattice by the operation of the rotation matrix and a color reversal (operator R). The 

elements of Do are elements of Gw such that 

(2.5.1) 

A white lattice point can be generated from a black lattice point by an operator 

gw R -ldo ' In addition another operation do can be effected on the white lattice. The 

color reversal operations are then given by 

(2.5.2) 

If gwi is a member of Do then dci = doi R-l; otherwise, dci = gwi R-1. By adding 
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Do +Dc a table of antysimmetry groups formed by the superposition of two identical 

point groups can be developed (Table 2.5.1). 1491 

It should be remembered that what is needed is the dichromatic pattern of the 

lattice that in the uncolored version is a CSL. For quaternions {m,l,O,O} it can be 

shown that the CSL is tetragonal, and forquaternions {m,l,l,O} the CSL is 

orthorhombic except for {1,1,1,0} ( E3 ) where the CSL is hexagonal. 150
1 In Table 

2.5.1. there are three colored point groups that are derived from tetragonal lattices ( 

8' / mmm' , 4'/ mmm' and 4/ mm 'm'). All the < 100> CSLs examined have 

colored symmetry 14'/ mmm ' as shown for example in Figure 2.5.2.a. Notice that in 

this figure the translation-bearing symmetry elements are omitted for simplicity. The 

colored rod group 8' /mmm' arises at the unique rotation [100J/45° (not a CSL rota­

tion); this is an example of extension of the dichromatic pattern by a symmetrizing 

operation. An angle of 45 0 is outside the angular range of interest in this researc21 

and thus this particular colored g"roup is of no interest at present. Similarly, there is 

only one hexagonal colored group 6'/ m 'mm' which is the colored group of the twin 

boundary shown in Figure 2.5.2.b.; this twin boundary has been discussed previously, 

but notice that the projection in this figure is [111J. There is only one orthorhombic 

colored group mm' m' . It appears in [110J boundaries as either C-centered or F-" 

centered, as shown in Figure 2.5.2.d and e. It has been established then that the 

dichromatic patterns of interest are 14'/ mmm ' for (100} tilt boundaries; 

P 6' / m' mm' for the twin boundary; and Cmm 'm' or Fmm 'm' for the other (110} 

boundaries. 

The dichromatic pattern having been established, there is now a dilution of sym­

metry as the degrees of freedom are reduced (moving to the right in Fig. 2.5.1). The 

-, 
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Fig. 2 .5.2 See caption on next page. 
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Fig. 2.5.2 Projections along the tilt axis of dichromatic patte~ns formed by 
body-centered cubic lattices. The size of the symbols at atom posi­
tions represent the stacking along the tilt axis ( a and b from Pond 
and Bollman, op.cit. ). 
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reduction in symmetry is given by a crystallographic theorem; [51[ a crystallographic 

space group G can be decomposed into left cosets with respect to a subgroup H by 

(2.5.3) 

where n is defined as the index of H in G and gj are operators in G which do not 

belong to H. The elements gj are such that gj is contained only in the coset gi H. 

The index n has geometric significance; the number of variants (see Fig. 2.5.1) of the 

structure H is equal to n. The loss of symmetry occurs in three forms: 

(1) by reducing the order of the point group. These are sometimes referred to as 

Zellengleich subgroups, [521 but the new international convention of referring to 

them as translationengleich or t-subgroups is used here. These subgroups con­

serve all translations of the space~roup. 

(2) by loss of translations. The point group of H is the same as that of G and the 

crystal class is unchanged. These are defined as klassengleich or k-subgroups. 

(3) by a combination of 1 and 2. 

The point group of a bicrystal is a subgroup of that for the dichromatic pattern. 

For CSL based dichromatic patterns. the bicrystal symmetry class is that of a layer. 

Layer groups are simply the two-dimensional color groups derived from the two­

dimensional plane groups; a listing of these colored groups is given by Belov and Tar­

khova. [531 The symmetry elements of a bicrystal depend on the orientation of the 

interface. For example in Fig. 2.S.2.a a twist boundary with boundary plane (lOO)c or 

{100} in the crystals has space group p 421'2' . The subscript c indicates a plane of 

the CSL; the [100] direction of the CSL is normal to the page and the [010] direction is 

along a line of text. Tilt boundaries with planes (OlO)c , (OOl)c, (Oll)c or (oTl)c 
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{013} and {012} ) have symmetry p 2/mm I . A boundary (Ors)c , {Olm} conserves 

the mirror plane normal to the tilt axis and thus has symmetry p 1m 1. There are 

other possible bicrystals. However, it is not possible to obtain bicrystals with point 

symmetries belonging to all subgroups of 4/mm 'm I . The maximum point symmetry 
• 

of a tilt boundary is 2' mm I , and this is the point symmetry of all the symmetrical tilt 

boundaries in our study. This is regardless of the original dichromatic pattern. This is 

why the unrelaxed bicrystal pattern is designated as a maximum symmetry interface .. 
in Figure 2.5.1. 

Morphological variants are the result of the constraint imposed by the interface. 

Morphological variants are crystallographic ally equivalent interfacial cuts of the 

dichromatic pattern. The number of morphological variants of a maximum symmetry 

interface is given by the index of H in G. For example the dic~hromatic pattern 

.r 4/mm 'm I gives rise to the maximum symmetry interface p 2'mm I by the cut 

(OlO)c, {013}. The point group decomposes as 

{4/mm 'm '} = {2'mm '} +41bo {2'mm '} +21bo {2'mm '} +41~O {2/mm '} 

(2.5.4) 
= {4} {2/mm/} 

Consequently there are 4 crystallographically equivalent morphological variants which 

can be seen as the cuts (OlO)c, (oYO)c, (OOl)c, (OoI)c' The cuts of the type (OU)c 

also have maximum interface symmetry 2'mm I but the two cuts are crystallographi-

cally non-equivalent. 
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2.6. Variations of Bicrystal Symmetry with Translations of the Black Lat­

tice 

It is possible now to examine the last step in Figure 2.5.1, the loss of symmetry 

that occurs due to a rigid body displacement of the black lattice. It should be pointed 

out that it is immaterial whether relaxations .of the maximum symmetry interface are 

viewed as the last step, or translations of the dichromatic pattern are taken into 

account before a cut to that pattern produces a bicrystal. [54] The later procedure is 

mOre cumbersome. Consider for a moment the displacements of the dichromatic pat­

tern. The translation vectors of the DSCL preserve the symmetry of the dichromatic 

pattern, and thus they are also Displacement Symmetry Conserving. [551 This implies 

that only the reduced displacements inside the Wigner-Seitz cell of the DSCL should 

be considered. As an illustration examine the loss of symmetry with displacements of 

the black lati.ice in Fig.2.5.2.a. For displacements (x OO)c along the tilt axis the ordi­

nary mirror plane is lost, the color four-fold axis is lost, and the color mirror planes 

are transformed into color two-fold rotations; the resulting space group is 142'2' . 

For a displacement (Oy O)c normal to the tilt axis, the mirror planes that are not nor­

mal to the displacement are lost while the mirror plane that is normal to the mirror 

plane is translated by x /2, and the ordinary mirror plane is conserved; the resulting 

space group is 1m' m 2' . However, when x =1/2 the colored mirror plane parallel to 

the translation is transformed into a colored glide reBection a' ; the resulting space 

group is now Imm ' a' . These examples illustrate some of the different principles that 

will be developed in the following systematic treatment. 

Figure 2.6.1 illustrates the cells of the layer groups pm 2' m' and em 2' m' with 

their respective symmetry elements. Notice that the position of the symbols in the 
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layer group have been .changed to correspond to the axis convention used throughout 

this work : x is the tilt axis, the y axis is parallel to the boundary plane and the z axis 

is normal to the boundary plane. In figure 2.6.1 the graphical symbol conventions of 

the International Tables for Crystallography are used, and in addition, the letter nota­

tion is given to differentiate color and ordinary symmetry elements. 156J The colored 

mirror plane (m' ) has as subelements the colored diagonal glide plane (n' ) or two 

glide planes normal to each other (a' and b' ,denoted in one symbol as g' ). The 

colored two-fold rotation axis (2' ) has as subelement the colored screw axis (21' ). 

The atom positions indicated really correspond to the reference structures such as Fig­

ures 2.4.1.b and 2.4.2.b except that now the plane of the page is the boundary plane; 

there is a plane of black atoms on the top side of the boundary plane and a plane of 

white atoms on the back side. 

An important aspect of the procedure used in this section is to determine the 

subgroups of the space groups pm 2'm 'and em 2'm' . In deriving these subgroups 

reference will be made to definitions and procedures described in the International 

Tables for Crystallography. The point group of the layer cell characterizes the t­

subgroups of the layer group. 157J There are 31 layer cells 158J and the one of interest 

here is m 2' m' . The mUltiplication tables of this layer poin t group are simple enough 

so that the t-subgroups can be readily determined and are indicated in Fig. 2.6.1; list­

ings are also available. 1
5g

J The subgroups will be referred to in an unconventional 

Herman-Maugin symbol as in the International Tables for regular uncolored crystallog­

raphy; 1601 the conventional groups can be easily derived. The k-subgroups are of three 

types: 1
611 for type IIa the unit cell size is conserved, for type lIb the unit cell size is a 

derivative lattice and for type IIc the unit cell size is also a derivative lattice and the 
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subgroup is the maximal isomorphic subgroup. The sets of type lIb and lIc are infinite 

so some restrictions are imposed. First it is noted that a plane rectangular primitive 

lattice can have either a primitive or centered sublattice. Similarly a plane rectangu­

lar centered lattice can have a primitive or centered sublattice. All sublattices (deriva­

tive lattices) of indices higher or equal to 4 are ignored since the first few sublattices 

give the different symmetries and cell multiplicities are of no interest. The derivative 

lattices are used as a way to find the symmetries of the subgroups. Thus the maximal 

isomorphic subgroups and the other isomorphic groups (type lIc) are left out because 

they are totally equivalent to the original structure.[621 In order to get the subgroups of 

type IIa and lIb it is best to look at a listing of plane groups arranged by common 

point groups and cell size, for example that by Lockwood and Macmillan. [63[ If any of 

the plane groups of the same plane point group can be obtained by the arrangement in 

the proper order of elements and subelements of the parent group G then that ir.di­

cates a subgroup H of G. For the layer groups, subelements of m' are n' , b' , a' , 

g' ; the subelement of m is b ; the subelement of 2' is 21' . At once the k-subgroups 

of pm 2'm' are all of type lIb and they are: em 2'm' , em 2'n' , pb 21'm' , 

pm 2/ b' , pb 2' b' , pm 21' n' , pb 2' n' , pm 2' a' , pb 21' a'. Similarly the k­

subgroups of em 2' m' are all type IIa and they are the same as above "except that 

em 2' m' becomes pm 2' m' and the symbol n' should be replaced by g' to indi­

cate a glide in x and a glide in y, but not a diagonal glide. A theorem due to Herman 

states that a maximal subgroup of a space group G is either a t-subgroup or a k­

subgroup of G. [641 Additional general subgroups exist that are the k-subgroups of the 

t-subgroups of G. [65[ Since the maximal subgroups are the ones of interest the general 

subgroups were not investigated. The subgroups worked out in this paragraph are 
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listed for convenience in Figure 2.6.1. 

Symmetry operations can be denoted by their Seitz symbol S ==(SjT). S is a 

3 X 3 matrix and T is the vector that represents the translation part of the symmetry 

operation. For example the colored two-fold screw axis operator, 21' is given by 

(2.6.1) 

The multiplication rule of th.ese operators is simply 

(2.6.2) 

The identity operator is (1,0). 

Upon translation of the black lattice there are six types of transformation on a 

symmetry element; these are shown in Table 2.6.1. The equivalent of cases· 4 and 6 

for ordinary symmetry elements are not possible because they correspond to a change 

of symmetry of one of the components, in other words, a change of crystal structure. 

Table 2.6.1 
Spatial Symmetry Variations 

Case Before After 
Conservation 

Equation 

1 Ordinary tft Ordinary tf 2.6.6 
2 Ordinary tb Ordinary tb 2.6.10 
3 Colored tf Colored tf 2.6.6 
4 Colored tf Colored tb 2.6.13 
5 Colored tb Colored tb 2.6.10 
6 Colored tb Colored tf 2.6.14 

t tf = translation-free, tb = translation-bearing 
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It is now possible to examine the changes in bicrystal symmetry caused by rigid­

body translations. First the spatial variation for each symmetry element is examined 

(as in Table 2.6.1). Let us first examine the cases where a translation-free element 

remains translation-free as in cases 1 and 3 of Table 2.6.1. In the particular case of 

layer groups, anti-identity, inversion and anti-inversion centers do not exist. Ordinary 

symmetry elements occur in a bicrystal because of spatial coincidence of identical 

operations of the two components. Consequently, a displacement t conserves an ordi­

nary translation-free symmetry element only if it leaves these operations in coin­

cidence. Before the translation, two points in the same lattice are related by 

(2.6.3) 

and similarly for the white lattice. The hat over a vector position indicates the vector 

after a symmetry operation. After the translation 

(2.6.4) 

and 

(2.6.5) 

In these equations the displacement t is thought to occur by a displacement -t/2 of 

the white lattice and t/2 of the black lattice. The conservation equation is then 

So ·(t/2) = t/2 (2.6.6) 

It should be remembered that positions are expreSsed here in the coordinates of the 

dichromatic pattern or CSL. For example for the mirror plane m 11001 
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(2.6.7) 

The following general rule can be stated: an ordinary two-fold axis or mirror plane is .. 

conserved only by displacements parallel to this axis or plane of symmetry. In the ori-

ginal dichromatic bicrystal a colored translation-free symmetry element is given by 

(2.6.8) 

After displacement the symmetry relationship becomes 

(2.6.9) 

The conservation equation is given then by 

Sc ·(-t/2) = t/2 (2.6.10) 

For the colored mirror plane m f0011 

[
1 0 0]' 
010 

o 0 T 
(2.6.11) 

The following rule can be stated: a color-reversing axis 2' or plane m' is conserved by 

displacements which are perpendicular to the rotation axis or symmetry plane. Using 

type 1 and 3 symmetry variations the rigid body relaxations 1-5 in Table 2.6.2 are 

possible. For each subgroup the displacement conserves all the symmetry operations 

in the subgroup. The spatial symmetry for a displacement with no changes in the 

type of symmetry element is always given by at-subgroup. 

There are no translation bearing symmetry elements in the bicrystal layer group 

pm 2' m' . Thus cases 2, 5 and 6 in Table 2.6.2 are of no concern for the relaxation of 
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this bicrystal. The layer group cm 2' m I has both ordinary and colored translation­

bearing symmetry elements. The preservation of these elements (cases 2 and 5) occurs 

by an equation such as 2.6.6 and 2.6.10. If the relaxation of this dichromatic bicrystal 

is of interest then all cases in Table 2.6.2 should be taken into account. 

Next, displacements that transform translation-free rotation axes or mirror 

planes of the original bicrystal into screw axes or glide planes, and vice versa, are con­

sidered (cases 4 and 6). These displacements are referred to as special because they 

are given by a vector of specific magnitude, whereas the displacements already 

obtained in the paragraphs above maintain the symmetry of the relaxed bicrystal over 

wide limits of translations. The translation-free symmetry element is denoted by 

(Se /0) and the translation-bearing symmetry element by (Se /T). In the original 

bicrystal Eqn. 2.6.8 holds. After displacement 

(2.6.12) 

or 

Se ·(-t/2) + T = t/2 (2.6.13) 

Similarly for case 6 a nonsymmorphic colored operation IS transformed to its sym­

morphic part by 

Se ·(-t/2) - T = t/2 (2.6.14) 

The periodicities of the maximum symmetry interface in the x,y,z axes will be denoted 

as ac , be , ce . Consider the transformation of 2fo101 to 2dolOI 
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(2.6.15) 

The displacement can be written as t = (x Oz) + (O,b e /2,0). The following rule can 

be stated: color reversing screw diads 21' or glide reflection planes b " a f, n', g' 

are created from 2' and m' by displacements which are the sum of a displacement 

that leaves 2' or m' invariant and a displacement parallel to 2' or m' which is 

equal to the translation part of 21', b', a', n', or g' . 

The subgroups that correspond to the spatial symmetry of a special displacement 

are a k-subgroups. In order to find the displacement that produces a particular k-

subgroup one looks, using the rules and equations in this section, for a displacement 

that will produce all the elements in the subgroup from the elements in the original 

maximum symmetry interface; b', a', g', n' come from m' (or vice versa); 21' 

from 2' ; b from m ; m', 2', and / or m can be conserved. 

The special subgroups (6-8) are listed in Table 2.6.2. The coordinates used in 

Table 2.6.2 are fractional coordinates of the periodicities in the plane of the boundary. 

The fact that all displacements show z variable comes from treating a quasi-two-

dimensional problem as three-dimensional. It implies also that the component te of t 

(Eqn. 2.4.1) does not affect the bicrystal symmetry. It was also shown in section 2.4 

that the component tp 'can be reduced to an in-plane displacement within the eNID. 

This implies that the variations of bicrystal symmetry with relative displacement can be 

determined from the position of the in-plane displacements within the eNID. 

The eNID of a ~17 (014) boundary is shown in Figure 2.6.2. All of the the sym-

metrical tilt boundaries studied are p=1 boundaries and their eNID is given by the 
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Table 2.6.2 
Variations in Bicrystal Symmetry with Relative Displacements 

Relaxed Bicrystal Symmetry 
# Displacement. Symbol 

from pm 2'm' from em 2'm' 

1 (0,0,0) 0 pm 2'm' em 2'm' 

2 (O,y,z) Q pm 11 em 11 

3 (x,O,z) (3 p 12'1 e 12'1 

4 (x,y,z) X pI pI 

5 (O,O,z) 8 pm 2'm' em 2'm' 

6 (1/2,0,z) A pm 2'a' em 2'g' 

7 (0,1/2,z) B pm 21'b' em 2'g' 

8 (1/2,1/2,z) C pm 21'n' em 2'm' 

cell of smallest crystal lattice vectors in the boundary plane. The CNID of a E5 (013) 

boundary is shown in Figure 2.6.3. This is a centered boundary and consequently the 

shape of the CNID is different. The reference structure is represented by the point 0 

at the center of the cell, which also represents the translations 8 normal to the boun-

dary plane. The different displacements ·in table 2.6.2 are also ploted in Figures 2.6.2 

and 2.6.3. Equivalent structures are indicated bu t they are not. differen tiated except 

for the displacement X in Figure 2.6.2 whose variants are discussed next. 

Relaxational variants (see Figure 2.5.1) can be analyzed by superimposing on the 

CNID the symmetry elements of Figure 2.6.1. The number of equivalent structures of 

a particular relaxed bicrystal is equ~l to the number of equivalent points in the CNID. 

For example consider the structure designated X in Figure 2.6.2. There are three addi-

tional equivalent structures obtained from X as indicated in Figure 2.6.4. The 
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Fig. 2.6.2 eNID and displacements for a E17 (014) tilt boundary; (a) 
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Fig. 2.6.3 Schematic representation of four equivalent bicrystaJ struc~ 
tures for a. displacement with rank 4 in a symmetrical tilt 
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structure Ae is obtained from A by the ordinary mirror plane operator. Notice that 

the superposition of the figures indicates the sense of the translation vector in the 

direction of the tilt axis, and that the axis of the mirror plane is fixed at the origin of 

the white lattice. The structure Ar can be obtained from A by applying the colored 

operation 2' ; this is perhaps visualized best if the transformation is thought to occur 

in three steps: two-fold rotation, color reversal and change of translation vector so as 

to correspond to a displacement of the black lattice. If m is applied to Ar the struc­

ture Are is obtained. The number of relaxational variants is defined as the rank of a 

structure. The rank of a structure rr is related to the order of the relaxed symmetry 

group nr and the order of the bicrystal group nb by 1661 

(2.6.16) 

The previous discussion has important implications on the physical behavior of 

grain boundaries. The most general principle is the equivalent of the Neumann princi­

ple of crystal physics: 1671 The symmetry elements of any physical property of a bicrystal 

must include the symmetry elements of the point group of the bicrystal. This implies 

that the nature of individual atom relaxations depends on the starting relative transla­

tion. The symmetry of the force field, i.e the pair-potential interactions, must be at 

least as high as the bicrystal symmetry. Symmetry considerations show that, in gen­

eral, the structure of grain boundary dislocations with opposite Burgers vectors are 

generally different except at some rank 1 structures (for example the A structure dis­

cussed above). 1681 The variations of boundary energy j(t) with relative displacement 

describes a Wulff plot with point group symmetry m 2' m I • Special displacements 

correspond to either local maxima or local minima; the character of the extrema has to 

• 
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be decided by computation or physical experiment. Most computer calculations seem 

to indicate that the special translations correspond to local minima. [691 The few exam­

ples mentioned here show the importance of symmetry considerations in the analysis 

of the physical properties of grain boundaries. 
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3. STRUCTURAL UNITS AND COMPUTATIONAL PROCEDURES 

3.1. Limitations of the CSL-DSCL Model 

Our discussion on the previous chapter was limited to the crystallography of CSL 

boundaries. It was shown in section 1.2 that these boundaries have special properties, 

and that the range over which these special properties extends is a few degrees from 

the CSL misorientation. The structures of these near-coincidence boundaries can be 

thought of as the CSL boundary plus an array of DSC dislocation wich preserve the 

CSL structure. This model is then an extension of the dislocation theory of small-

. angle grain boundaries. There is extensive experimental evidence that the model 

predicts correctly the dislocation content of the near-coincidence boundaries. Balluffi 

and his coworkers performed a series of experiments in FCC twist bicrystals of con­

trolled misorientation and observed by TEM diffraction contrast that the spacing of 

the dislocations corresponds to that predicted by this model. III The experiments were 

later extended to larger deviations from coincidence by an improved diffraction con-

trast technique that included reflections due to the periodicity of the boundary. 121 

Because of the difficulty of detecting small Burgers vectors in diffraction contrast the 

best conclusion that these studies could reach was that the observations were con­

sistent with a relaxation to the nearby CSL. 

An additional problem arises becau~e of the mUltiplicity of dislocation descrip­

tions of a particular boundary. Let the transformation relating two crystals R be a 

composite of the transformation to an ideal interface Rc and an additional transfor­

mation R L . The transformation RL = R·Rcl specifies the deviation to be accommo­

dated by the secondary grain boundary dislocation array. The dislocation description 
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of the boundary is then given by the equivalent of Frank's formula for small-angle 

boundaries 

(3.1.1) 

which indicates the total content of DSC dislocations crossing a vector p in the boun­

dary plane. Clearly a different choice of unit cell or a symmetry operation would leave 

the boundary structure unchanged. To affect changes of unit cell in crystals 1 and 2 

the corresponding transformation matrix would have to be modified by the 

corresponding unimodular lattice invariant shears U 2RU1. This would change RL 

and consequently change the dislocation content of the interface. A symmetry opera­

tion would affect the dislocation content in exactly the same maner; the matrices U 

have to be replaced by the operations of the point group. For static properties of the 

grain boundaries any dislocation description is appropiate since they should all predict 

the same properties. Thus, one usually adopts the dislocation description that 

correspond to the largest spacing between dislocations or the rotation matrix that 

corresponds to the smallest angle of rotation (referred to as the misorientation 

throughout the text) and a unimodular transformation that relates nearest neighbors. 

On the other hand dynamical experiments on migrating boundaries could distinguish 

between different descriptions because the changes in shape of a bicrystal would be 

different for each description. Washburn and Parker conducted experiments in a tilt 

boundary in zinc which indicated clearly that the boundary was composed of a wall of 

edge dislocations. [3[ 

An additional problem In the dislocation description of grain boundaries is the 

difficulty in distinguishing extrinsic and intrinsic dislocations for particular geometries. 
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An extrinsic dislocation is associated with a long-range stress field and it is pressumed 

to enter the boundary from the crystal or to originate in grain boundary sources. 

These dislocations have been observed by the author using TEM diffraction contrast 

techniques. The extrinsic dislocations retain their identity in the boundary as trapped 

dislocations or dissociate into DSC dislocations. 141 Intrinsic dislocations have a short­

range stress field and are part of the equilibrium structure of the boundary. However, 

Chou has proved based on symmetry arguments that an extrinsic dislocation in a 

dislocation wall at a symmetrical tilt boundary would have the same characteristics as 

that in a homogeneous single crystal. 151 In other words, the extrinsic dislocation has 

no long-range stress field and it cannot be distinguished from the intrinsic dislocations. 

The worst problem arises due to the multiplicity of the choice of reference struc­

ture. No boundary in a cubic material is more than about 2 0 away from a CSL with 

E < 150. There is then an obvious problem in deciding whic~ is the reference structure 

for a particular boundary. A cutoff at some arbitrary E value would be totally arbi­

trary. One requirement would be that the minimum spacing of the secondary disloca­

tions precludes reference structures with periodicty larger than that spacing. This cri­

teria is invalidated as soon as dislocations with multiple DSC Burgers vectors are con­

sidered. For near-coincidence symmetrical tilt boundaries there is always a large 

n umber of reference structures that are possible. 

The simple CSL model presented here has been extended on the basis of some 

physical arguments on the nature of the expected relaxations from coincidence. 161 A 

continuity in boundary description is obtained by using relaxations centered on 0-

lattice elements. This approach circumvents some of the objections mentioned above, 

but it is not quantitative and does not lead to the precise calculation of structures. 
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3.2. Atomistic Calculations: A Review and Critique 

All atomistic calculations of grain boundary structure make use of a central force 

approximation whereby the interaction between atoms in an assembly occurs pairwise. 

For this assumption the energy of an assembly of N atoms is given by 171 

(3.2.1) 

where U is the part of the energy that depends only on the average volume per atom 

n, and ~ is the central force potential. The potential depends on the separation 

between atoms rij but also on n. The cohesive energy is described by the first term 

while the second term gives the energy change associated with changes in the relative 

positions of the atoms in the ensemble. The energy given by 3.2.1 is eC',uivalent to a 

quantum mechanical second order perturbation expansion. The first term is an 

entirely arbitrary parameter which is fitted to give the appropiate elastic constants. 

This is an approximation which is justifiable for calculations of atomic arrange men ts 

but precludes the use of atomistic calculations for surface problems or problems 

involving point defects. Furthermore, a linear dependence of U on n is assumed so 

that the calculations carried at constant pressure and constant volume are equivalent. 

181 The assumptions mentioned above imply that calculations can be carried out for 

problems where the local environments do not deviate appreciably from the perfect 

crystal. This is the case of grain boundary structures where only small and slowly 

varying changes of the density occur. However, it precludes the study of grain boun-

dary point deffects, diffusion and crack nucleation. A simple potential that consists of 

a cohesive potential and the usual repulsive core-core interaction has been developed 

for transition metals. 191 This potential overcomes the restriction mentioned above but 
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to our knowledge it has not yet been used in atomistic calculations of grain boundary 

structure. 

The Bee structure is stable under central forces in which the contributions of 

the first- and second- nearest neighbors are of the same magnitude. The atomic 

potential used in the calculations has to satisfy this requisite. Most atomistic calcula­

tions use empirical potentials which are analytical expressions with one or more 

parameter to be adjusted to some experimental observation. Almost all atomistic cal­

culations for Bee structures were carried using the Johnson potentials for iron. 

Several Johnson potentials are shown in Figure 3.2.1. The original Johnson potential 

1101 Jo consists of three splines each of which has the form 

4>(rij)=Ar 3 +Br 2 +Cr +D (3.2.2) 

fitted at their junction to provide continuity. The inner portion (up to 1st neighbor 

distance) is fitted to the threshold energy for radiation damage. The middle portion 

(up to just beyond the 2nd neighbor) is fitted to the elastic constants, and the third 

portion is chosen to go smoothly to zero just between the 2nd and 3rd neighbors. The 

other potentials are variations of the Johnson potential which include additional 

splines so that additional constants are fitted to energy of a generalized stacking fault. 

1111 The potential Jo has the peculiarity that the density dependent term of Eqn. 3.2.1 

is null. One of the striking characteristics of atomistic simulations is that for a given 

metal all grain boundary structures calculated using different potentials are the same. 

Some material properties such as point defect formation and activation energies and 

the energy of stacking faults are known to be extremely sensitive to the empirical 

potential parameters. To the authors knowledge there is no detailed account as to why 

• 
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the structure of the boundary should be insensitive to the variations in the empirical 

potential. Moreover, an extensive number of calculations seem to indicate that the 

structure of the boundary is very similar for metals within the same crystal class. The 

electronic states of atoms at a metal grain boundary may differ considerably from the 

corresponding state of the atom in the bulk crystal. [12[ The use of the central poten­

tials fitted to single crystal properties is then of limited significance. For example, the 

value of the energy of a particular structure should not be taken as a quantitative 

result. However, there is some agreement that the atomistic calculations give the gen­

eral features of the structure of a grain boundary. [131 .~41 

The basic principle of the atomistic calculations is to establish a suitable unit cell 

which has the defect in its center, and then to relax the structure following a suitable 

scheme of minimization of the energy of the starting block. One approach is simply to 

minimize; be second term in Eqn. 3.2.1. This static method is equivalent to minimiza­

tion of the internal energy at 0 0 K. The starting block is equal to one period of the 

CSL extending a large number of layers perpendicular to the boundary plane and 

including a few atomic layers in the direction of the tilt axis. The method of relaxa­

tion which is always used is the steepest gradient method whereby each atom is 

moved incrementally in the direction of the force that acts on it by a distance propor­

tional to that force. Each research group uses different detailed procedures. Vitek 

and his coworkers use a modified steepest gradient method in which the relaxation 

parallel and perpendicular to the boundary for each plane parallel to the boundary 

(referred to as a layer) is carried out independently. [151 This procedure minimizes the 

energy of the boundary with respect to both the relative displacement of the two 

grains and the local atom positions at the same time. Since the calculations are 
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carried out at constant volume because the .outer layers are fixed the local expansion 

at the boundary is calculated by extrapolating the normal displacements of the last 

relaxed layers back to the interface. 1161 This displacement is then the local expansion 

at the boundary. The objective of maintaining fixed border conditions is to keep the 

average density constant. The end result of such a constraint is a region with local 

expansion at the boundary and regions of compression at the borders. However, the 

potential varies significantly with local density and the constant volume trick does not 

help in this respect. 

Another important aspect of the static calculations is the relative translation of 

the grains in the starting configuration. Since existence of a number of local minima is 

very likely the calculations are carried out starting from a number of different transla­

tions. This is usually accomplished by the removal of one layer and the corresponding 

shift normal to the bC·llldary. It was shown in section 2.4. that this is equivalent to a 

shift parallel to the boundary. However, also by the discussion of section 2.4, this lim­

its the starting configurations to displacements that are periodic. More important yet 

is that the stable structure has to be chosen from all the obtained structures purely on 

the basis 9f the energy which has been shown to be an unreliable quantitative parame­

ter. The symmetry of the relaxed structure can not be higher than the starting 

configuration, and in fact investigators find that the individual atomic relaxations tend 

to preserve the symmetry elements of the starting configuration. 1171 Because of the 

limitations of the starting configuration to layer remouval some of the translated 

states indicated in Table 2.6.2 can not be achieved, in particular those that do not 

contain the ordinary mirror plane, like f3 and A. It is surprising to the author then 

that some investigators assign particular significance to the fact that the ordinary 

" ' 
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mirror is conserved in all relaxed structures[181 since it is just an artifact of the calcular 

tion. 

Other relaxation procedures exist and are reviewed here only briefly because the 

.. results that are of interest for this research were obtained mostly by the static pro-

cedure described above. In dynamical simulations the evolution of the system of parti-

cles as a function of time is computed. Each atom is assigned a velocity in order to 

simulate a given temperature. The starting configuration is a statically relaxed struc-

ture. The time evolution of the system itself equilibrates the kinetic and potential 

energy in a time usually equivalent to two atomic vibrations. The final temperature 

is usually one-half of the initial kinetic energy. Obviously the details of the calcular-

tions are very numerous and 'important to the outcome and have been reviewed 

recently. [191 The basic output of such studies are particle positions and velocities as a 

function of time. These are the solutiol;;3 to Newton's equation where the force is just 

given by the gradient of the potential. 

(3.2.3) 

In this equation m is the atom mass. In Monte Carlo calculations the evolution of the 

system is purely stochastic, so that the velocities are not calculated. The system evo-

lution is followed only in configuration space. The molecular dynamics and Monte-

Carlo simulation give in principle the same results. [201 Molecular dynamics is an 

extremely useful technique in that it allows the calculation of thermodynamic proper-

ties such as the entropy [211 and the stress tensor, [221 and other grain boundary proper-

ties such as coupled sliding and migration [231 and vacancy migration. [241 It should be 

pointed out that the authors of the molecular dynamics studies have carried out these 
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simulations only using model potentials. The investigations point out the potential of 

molecular dynamics techniques but this group of investigators feels that the empirical 

potentials available are not good enough to carry out calculations for specific metals 

and obtain quantitative or qualitative answers. For example, the molecular dynamic 

technique could study variations in grain boundary structure with temperature. Only 

recently has this group started assessing the use of empirical potentials, but this work 

is in progress. 

Two computational methods have emerged recently that have significant poten­

tial applications in the studies of grain boundaries. Kikuchi and Cahn have used the 

cluster variational approximation to look at changes in boundary width as a function 

of temperature and report on grain boundary melting below the temperature of crystal 

melting. [251 A totally different approach is the use of the self-consisten-field X-a scat­

tered wave method to study electron energIes and densities in polyhedral arrange­

ments. 1261 The types of polyhedra and their ,relation to grain boundary structure are 

described in the next section. This method has the potential of providing enough 

information on the electronic structure of these polyhedra so that accurate empirical 

potentials can be developed. A discussion of either of the methods presented in this 

paragraph is quite beyond the possibilities of this brief review, but they are mentioned 

here because significant contributions from these fields are expected in the next few 

years. 

A variant of the static approach is the molecular static method whereby atoms 

are allowed to move if they have non-zero forces acting on them; only the individual 

atom relaxations are carried out by molecular dynamics and the kinetic energy is 

quenched at each step. This technique has been used in the simulation of FCCI27) and 
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BCC[28] grain boundaries. In the way the technique has been implemented all of the 

restrictions mentioned for the purely static calculations have been circumvented except 

of course for the validity of the empirical potentials at the grain boundaries. 

The results of the atomistic calculations are reviewed next. The following is a 

review of a series of calculations, using the static approach, conducted over the last 

ten years by V. Vitek and coworkers. [29] ,~O] Other researchers have made significant 

contributions and they are mentioned in the reviews quoted above. The results using 

molecular dynamics, molecular statics and the other techniques mentioned above are 

very few and as yet not systematic like the ones whose results are discussed now. It 

should be mentioned that all calculations were carried out for FCC materials. 

For some certain low ~ boundaries the structure is comprised of a uniform array 

of a single type of structural unit. A structural unit is defined as a group of atoms 

arranged in a polyhedral' configuration. The characteristics of these units are dis­

cussed in the next section. These favored boundaries are extremely uniform in struc­

ture and the resulting stress field is highly localized and relatively weak. For these 

calculations the axis of misorientation and mean boundary plane are kept fixed. 

Boundaries whose misorientation is in between favored boundaries are composed from 

mixtures of the units of the two favored boundaries. If the structure of the favored 

boundaries are composed of type A and type B structural units respectively, the struc­

ture of a boundary whose misorientation is close to A is composed of units of B in an 

array of a large number of A units. The B units are the core of a grain boundary 

dislocation whose Burgers vector belongs to the DSCL of the A boundary. The cores 

of these grain boundary dislocation are also narrow and retain their identity at small 

spacings. A complication arises when the favored boundary can exist in a number of 
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different configurations. These different configurations arISe from symmetry related 

structures (discussed in section 2.6) or from metastable configurations with different 

energIes. The intervening boundaries have then a multiplicity of possible struc­

tures,!311 
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3.3. Structural Units 

The structural unit model for FCC boundaries can be developed in a much 

simpler way from hard-sphere models of the grain boundary structure. The metallic 

bond tends to favor well-defined nearest neighbor distances due to repulsive interac­

tions at small interatomic distances. In other words the minima of the interatomic 

potentials are very sharp in particular for FCC metals. In addition, metal ions have 

spherical symmetry and they can be considered hard in the sense that no substantial 

changes to their dimensions are expected in any crystal packing. Maximum cohesion 

requires then optimal packing of such spheres. The concept optimal is made more pre­

cise by the three Laves rules. [331 A Space Principle requires the most efficien t space 

filling. A Symmetry Principle requires the highest symmetry. A Connection Principle 

requires the highest coordination. The three geometrical principles compete with each 

other. These principles have been successfully applied to the study of alloy phases and 

their use in the study of grain boundary structure is just an extension of their applica­

bility. A justification for the use of hard-sphere models in BCe structures is made in 

the next section. The individual atom relaxations can be neglected then if a model 

can be developed where the atoms across the boundary retain the interatomic dis­

tances of the crystal and maximize the coordination. This is the basic purpose of the 

hard-sphere models. 

A structural unit description can also be derived purely on the basis of geometry. 

Bishop and Chalmers developed this first structural unit model based on a ledge 

description of the CSL grain boundary structure. [341 They pointed out that a continu­

ous description of structure exists because the ledge structure of a high ~ boundary is 

composed of ledges of its respective low ~ favored boundaries. Furthermore, they 
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show that some simple translations which are carried out by removing the first layer 

increase the number of coincident atoms in the boundary plane. Thus, ,their model 

emphasizes boundary coincidence rather than lattice coincidence. 

The problem of arrangements of spheres has been divided by Coxeter into pack­

ings where no point is inside more than one sphere and coverings where no point is 

outside every sphere. 1351 For FCC crystals the problem of interest is the packing of 

spheres such that all spheres touch their neighbors. A space filling (regular packing) 

in three dimensions is given by stacking close packed {HI} planes in any form such as 

FCC, HCP, stacking faults, polytypes, etc. Of particular interest are solids which do 

not fill space on their own but that could exist as the core of defects such as a grain 

boundary. The polyhedra of interest are polyedra holes. Crystal structures can be 

described as regular packing of polyhedra holes; for example the FCC structure can be 

de, 'cribed as packing of octahedra and tetrahedra that surround the corresponding 

interstitial sites. The coordination polyhedron of such a hole would have to be made 

of equilateral triangle faces and be convex. The number of possible configurations for 

this particular problem are limited. These polyhedra were denominated deltahedra by 

Cundy 1361 who listed them; Bernal selected those that do not admit another sphere 

inside and the five resulting solids are usually known as the Bernal polyhedra or 

canonical holes. 1371 The solids where used for a model of the structure of liquids as 

mixtures of canonical holes. 1381 The geometry of the canonical holes is described next. 

The five canonical holes are: the tetrahedron, the octahedron, the tetragonal 

dodecahedron, the capped trigonal prism and the capped Archimedian antiprism. 

These are shown in Figure 3.3.1 together with other polyhedra that appear in grain 

boundaries; these polyhedra are also discussed below. The convex deltahedra with the 

.. 
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Fig. 3.3.1. Polyhedra occurring as structural units in grain boundaries (from V. Vitek, 
A. P. Sutton, D. A. Smith and R. C. Pond, op.cit. ). 
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smallest number of vertices is the tetrahedron with 4 of them. A figure with 5 vertices 

is simply two terahedra which share a face, no new canonical hole is formed then. The 

figure with 6 vertices is the regular octahedron. The Fee structure can be thought as 

space filling of a combination of regular tetrahedra and octahedra surrounding the 

corresponding interstitial sites. The Bee structure is similarly described as space 

filling of distorted octahedra surrounding the interstitial site. Four edges of the dis­

torted octahedron have the length of the second-nearest neighb?r separation and the 

remaining have the length of the first nearest neighbor separation. The octahedron 

and the polyhedron are expected to occur frequently at grain boundaries, in particular 

at small angle grain boundaries, as the polyhedra in regions where the crystal struc­

ture is preserved. The symmetry elements of the tetrahedron and polyhedron are 

showed in Figures 3.3.2 and 3.3.3 respectively. The symmetry elements in these and 

the next figures are shown first in the· plane and then normal to the most appropiate 

projection plane for each figure. As is expected, these polyhedra contain 3 and 4-fold 

rotation axes typical of the cubic structures. The figure with 7 vertices is the pentago­

nal bipyramid which is equivalent to a ring of five tetrahedra. Thus, it is not a new 

canonical hole but it is included in Figure 3.3.1 because it appears frequently at [110] 

tilt boundaries as it will be shown in the next chapter. This polyhedra can be looked 

at as a very particular arrangement of tetrahedra at the grain boundary. Following 

the symmetry considerations of last chapter, the elements of interest in each polyhedra 

are its symmetry elements and the way they could be stacked along the tilt axis. In 

the case of [110] and [100] tilt boundaries the polyhedra should be able to stack in an 

ABAB.. sequence. Similarly the symmetry elements of interest are two-fold axis and 

mirror planes; once they fit into the boundary these symmetry eiements could become 
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Fig. 3.3.2 Symmetry elements of a tetrahedron (from M. F. Ashby, F. Spaepen, and S. 
Williams, op. cit. ). 
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their corresponding colored symmetry element. The symmetry elements of the pentag­

onal bipyramid are shown in Figure 3.3.4. As it can be seen this polyhedra is ideally 

suited for symmetric tilt boundaries since it contains all the symmetry elements of the 

point group m 2'm' when the five-fold axis is along the tilt axis. In addition in this 

orientation an AB stacking is possible. The figure with 8 vertices is the tetragonal 

dodecahedron. Although it has some of the symmetry elements required, it can not be 

stacked in an AB sequence and thus it does not show in the structures discussed in the 

next chapter. The figure with 9 vertices is the capped trigonal prism. As shown in 

Figure 3.3.5 with the 6-fold axis along the tilt axis this polyhedra is ideally suited for 

tilt boundaries. The capped regions are half an octahedron and thus they sometimes 

fit exactly in the crystal structure. Thus, the trigonal prism can exist on its own, as 

shown in Figure 3.3.1 or with 1,2 or 3 capped regions. The figure with 10 vertices is 

the capped Archimedian antiprism whose symmety elements are shown in Figure 3.3.6. 

A uniform antiprism consists of two regular n-polygons (bases) connected by 2n equila­

teral triangles. The octahedron is an antiprism with triangular base n=3. When 

n=4 the resulting antiprism can be capped with a half an octahedron and results in 

the capped Archimedian antiprism. This polyhedron is ideally suited for twist boun­

daries. The holosymmetric point group of the highest symmetry twist bicrystal is 

42'2'. With the eight fold axis along the twist axis the capped. Archimedian 

antiprism provides a quantized rotation of 45 o. This polyhedron has been observed 

in a detailed atomistic x-ray diffraction study of a E13 boundary in gold. 1391 The 

Archimedian square antiprism can exist in the twist boundary by itself (as shown in 

Figure 3.3.1) or with 1 or 2 capped regions. 
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The pentagonal bipyramid, the capped trigonal . prIsm and the capped 

Archimedian antiprism lack the symmetry that would enable them to form regular 

structure by themselves, although in regular combination with others they can occur 

in crystal structures. By combining these polyhedra with tetrahedra and octahedra 

crystal coordination can be conserved at the grain boundary. This model of packing 

of polyhedra at grain boundaries was first developed by Ashby, Spaepen and Willi­

ams.[401 The atomistic structure of the grain boundary can be described by these finite 

number of structural units and different combinations of these can produce a continu­

ous change of boundary structure with a change in macroscopic parameters such as 

the misorientation angle or rotation axis. This would occur by embedding units with 

quantized misorientations in combination with tetrahedra and octahedra along the 

grain boundary. For example the trigonal prism with one capped region in one crystal 

and the other capped region in the other crystal provides a quantized rotation of 60 o. 

The favored structures are then El and the boundaries that are composed of only one 

of these quantized rotation deltahedra. 

The first systematic studies of hard-sphere grain boundaries were carried out by 

Frost and coworkers. [411 Two symmetrical half-crystals were translated graphically 

with respect to each other until a mechanically stable structure wich maximized the 

density was found. The method is not systematic and since examining all possible 

translations is cumbersome some translations might have been overlooked. An analyt­

ical procedure has been proposed recently and it is extended to the calculation of BCC 

structures in the next section. [421 The results of Frost and coworkers are important in 

two respects. First, they point out that a relationship between the excess volume and 

the area of the repeat unit in the boundary. 1431 This result is important because other 
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physical properties of the grain boundary can be correlated with the excess volume. 

This point will be discussed again in chapter 6. Second, the structure developed on 

the basis of the hard-sphere model are shown to be very similar to the structures cal­

culated using static atomistic calcuiationsJ441 The same conclusion is reached in our 

studies (chapter 4). The procedure to carry out systematic hard-sphere modelling of 

grain boundary structure in Bee materials is described next. 
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3.4. Hard Sphere Models of Symmetrical BCC Grain Boundaries: Computa­

tional Procedure 

It has already been mentioned that the Bee structure is stable under bonding 

which is equivalent to central forces in which the contribution of the first- and 

second-nearest neighbors are equally important. This is illustrated by the shape of the 

empirical potential well in Figure 3.2.1. The effective coordination from the point of 

view of atomic interactions is 14 rather than 8 which is the number of first-nearest 

neighbors. This coordination affects the structure of the grain boundary in ways 

which are discussed in this section and the next two chapters. In particular the pre­

ferred atom spacings in the distorted canonical holes are going to be the first-nearest 

neighbor spacing V; a and the second-nearest neighbor spacing a. Throughout the 

rest of this work all units of distance unless specified are multiples of a the lattice 

parameter. For example, the first-nearest neighbor distance will be simply indicated as 

.866. The model developed in this section takes into account the considerations dis­

cussed above. 

The graphical procedure used by the researchers mentioned in the last section is 

used as an introduction to the problem. Figure 3A.1.a shows the typical arrangement 

of the first layer of atoms in a symmetrical tilt boundary. The key element of this 

figure is the existence of the colored mirror plane. The problem of finding the transla­

tion that preserves in the case of FCC metals the first-nearest neighbor distance is 

that of finding the translation u in the plane of the boundary for which the separation 

d is a minimum. The upper crystal is considered fixed as in the convention that has 

been used throughout this work. The distance dA ' at which atom A can be placed 
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without overlapping with the upper block is plotted for each displacement u. The 

same procedure can be carried out for atom B in the upper block and both curves can 

be added as shown in the last curve of Figure 3.4.1.b. The minimum separation dm 

can be obtained from the composite curve; this separation maximizes the density. The 

solution is not analytical and it is rather cumbersome since half of the area of the 

grain boundary repeat unit has to be covered. 

Consider the way the first two-curves in Figure 3.4.l.b are drawn. Because of 

the mirror symmetry the arrangement that atom A sees in the upper crystal is the 

same than the arrangement that atom B sees in the lower crystal. The curves have 

mirror symmetry about a plane that contains the tilt axis and at half the repeat 

period in the boundary plane normal to the tilt axis. This is just a consequence of the 

symmetry related displacements shown in Figure 2.6.3. where the displacements t and 

-t are symmetry related and thus the resulting structures are equivalent. This fact 

can be used to develop an equivalent procedure. Instead of overlapping the displace­

ment curves, the atom arrangements can be overlapped as shown in Figure 3.4.1.c. 

The atomic arrangement of the first layer of the upper crystal remains as is, and the 

first layer of the lower crystal has been redrawn as seen by atom B of the upper cry­

stal. Notice that the atoms that mark the period of the boundary coincide as in the 

CSL orientation. The problem then has been reduced to the problem of positioning an 

atom sphere relative to a superposed arrangement of atoms. The set of atoms 

corresponding to the lower crystal can be produced from the first layer of the lower 

crystal by the symmetry operation of the two-fold colored axis normal to the boun­

dary plane and the colored mirror plane at the boundary plane; this can be visualized 

in Figure 2.S.2.a. 
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The CSL and DSCL of a E17 boundary are shown in Figure 3.4.2 together with 

the atom positions of the interpenetrating lattices. The atoms numbered in this figure 

are the atom positions used in the calculations. The symmetry considerations of the 

previous paragraph can also be appreciated in this figure. The problem of interest is 

then to place an atom in the surface composed of the atom positions numbered. The 

position of the new atom defines a possible translation at the grain boundary. Thus, 

the position of the new atom is written as (tz ,t1/,tz )' The coordinate frame is such 

that x is parallel to the tilt axis, y is normal to the tilt axis and contained in the boun-

d'ary plane and z is normal to the boundary plane and pointing towards the upper cry-

stals. This implies that all possible translations have tz negative. If two atoms in the 

calculation surface are selected then a new sphere can be fitted within an arc of circle 

with radius r equal to the required interatomic distance. This situation is illustrated 

in Figure 3.4.3. The arc is part of a circle that lies on a plane normal to the vector 

that joins both spheres at the contact point. The circle of solutions is limited to an 

arc because of the presence of other layers of atom planes normal to the tilt axis. If 

the repeat distance for an AB stacking along the tilt axis is r AB, the new atom tz 

coordinate is restricted to 

(3.4.1) 

because otherwise overlap would occur with the equivalent surface atom positions with 

x =-r AB or x =r AB. Because of the mirror symmetry of the problem only translations 

with 0 < t. < r AB are studied. This restriction then limits the circle of solutions to - • - 2 

an arc of possible solutions. 
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The first nearest-neighbor distance is indicated as D 1 and the second-nearest 

neighbor distance as D 2 and similarly for the corresponding radius. Consider first the 

FCC case where all atoms are equidistant. As it has been discussed above the two-

.. sphere problem has an infinite set of solutions (all contained in the arc of possible solu-

tions). This implies that any given solution is mechanically unstable since there are 

other possible solutions in the immediate vecinity. A mechanically stable solution 

requires at least three contacts across the boundary per repeat unit of the boundary. 

A third atom is chosen and the center of a new sphere circumscribing simultaneously 

the other three is calculated. Of course, the new sphere can not overlap with any of 

the atom positions in the calculation surface. For each set of three atoms the coordi-

nate frame is translated such that the origin coincides with the center of the circle in 

Figure 3.4.3. and the y axis is along the vector that joins any two of the positions in 

the set of three. In this coordinate frame the new sphere center is given by 

(3.4.2) 

where the prime indicates the new reference frame, and the third atom in the set, not 

shown in Fig. 3.4.3, is indicated by (x l,Y b Z 1). 

The solutions to Eqn. 3.4.2 are discussed briefly. The displacement in the primed 

x direction is given by 

(3.4.3) 

where 
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(3.4.4) 

The displacement in the primed z direction is given by the negative solution to the 

quadratic equation 

A special case occurs· when all three atoms are in the same layer, i.e. x 1'=0. In this 

case, 

[4R I' - ( 
. 1 

t ' 
m 

)' - d' r' (3.4.6) 
:Ii -

2z l' 

and 

t ' 
m 

(3.4.7) z -
2z l' 

A difficulty arises when two of the atoms coincide. Consider the set of atoms 

1,2,7 in Figure 3.4.2. Atoms 1 and 7 coincide but they are two different objects, and 

upon translation they exist as two different atom positions. However, from a 

mathematical point of view we are back to the two-sphere ·problem. In order to solve 

this problem the displacement in the direction of the tilt axis is set arbitrarily to be 

equal to r AB . This distance is indicated in the equations as mz . With the origin of 
2 

the coordinate system at the coinciding atoms a set of equations similar to equation 

3.4.2 can be set-up. The solutions to these equations are 

where 

t ' z (3.4.8) 

.. 
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(3.4.9) 

and 

." 
(3.4.10) 

Thz"s particular choice of the displacement in the direction of the tilt axis minimizes the 

excess volume and conserves the ordinary mirror symmetry. Obviously, these displace-

ments occur in all symmetrical tilt boundaries and their particular role in grain boun-

dary structure is discussed in chapter 5. 

The considerations of geometry and symmetry in the discussion presented here 

have reduced a problem with infinite solutions to a problem with analytical solutions. 

Up until now the discussion has been limited to the FCC case; the extension to the 

BCC case is straightforward and is discussed next. 

Consider again the form of Equations 3.4.2. There are no restrictions on the 

values of the required distances which are given by the right hand side of the equa-

tions. In particular it is easy to require that the first-nearest neighbor distance be 

satisfied with two of the atoms in the set of three and that the second-nearest neigh-

bor distance be satisfied with the remaining atom position. 

(3.4.11) 

There are 8 cases for BCC calculations which are equivalent to Eqns. 3.4.11. These 

occur because for a given set of three atoms, there are (g) = 3 combinations of the 

three atoms taken R 1 at a time, and an equal number for R 2' In addition the new 
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atom might be equidistant to all three in the set by either R I or R 2' These 8 cases 

are tabulated as programmed in Table 3.4.1. The solutions marked standard are the 

ones that have already been discussed in this section. All other solutions are just vari-

ations of these solutions and are discussed here. The solutions for case 5 are marked 

Standard:/: because the only modification necessary is to replace R I by R 2 in every 

equation. The solutions marked Modifyt have for the regular cases 

(3.4.12) 

or for the coinciding cases 

(3.4.13) 

The solutions for the regular case are given as before by Eqns 3.4.3, 5, 6, and 7, and 

Table 3.4.1 
BCC Analytical Solutions 

Case Distance to Positions Comments on Solutions 

# 1 2 3 Regular Coinciding 

1 RI RI RI Standard Standard 

2 R2 RI RI Modifyt Modifyt 

3 RI RI RI Modifyt Not Possible 

4 RI R2 RI Modifyt Not Possible 

5 R2 R2 R2 Standard:/: Standard:/: 

6 RI R2 R2 Mod ify § Modify§ 

7 R2 R2 RI Modify§ Not possible 

8 R2 RI R2 Mod ify § Not possible 

The comments on the type of solutions are discussed 
in the text 
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the solutions for the coinciding case are given by Eqns. 3.4.8 and 10. For the solutions 

marked Modify§ m is given by 

(3.4.14) 

and p by 

(3.4.15) 

The solutions for the regular cases and coinciding case are given by the same equations 

mentioned above except that R 1 has to be changed to R 2' Finally the coinciding 

solutions that are marked Not Possible in Table 3.4.1 can not occur because the atom 

positions 2 and 3 are always chosen as the coinciding positions by a subroutine 

ORDER that is described below. The new atom position then cannot be at two 

different distances from the same calculation surface position. 

The program developed for these calculations is described next. 

The first part of the program generates all the geometrical data from a few 

parameters that are particular for each boundary. A simple procedure to generate all 

grain boundary CSL structures is used. Any symmetrical tilt boundary can be 

described by a set of three vectors d/ where d/ is along the tilt axis and the other 

two vectors are contained in the crystallographic plane normal to the tilt axis. The 

vector d/ is usually along the boundary plane and is equal to 1/4,1/2, or the full 

length of the boundary period depending on the boundary. The vector d 3- is parallel 

to the mean period vector (see section 2.2). Only the atoms in the upper crystal need 

to be defined since the atoms positions corresponding to the lower crystal at the calcu­

lation surface are obtained by symmetry operations. The atom positions in the upper 
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crystal are then given by 

(3.4.16) 

For example for the ~17 boundary shown in Fig. 3.4.2 the starred base vectors are 

dt = 1/2[1001, d 2- = 1/2[04Ij, and d 3- = 1/2[0101. A vector equivalent to d 3- in the 

lower block is defined by the twinning matrix on the plane (HKL) 

(3.4.17) 

For the ~17 boundary this vector d/ is 1/34[0,15,8]. The geometry defined above is 

given in the coordinate system of crystal 1 since all the vectors in the starred system 

are defined in the coordinate frame of this crystal. In order to change to the coordi-

nate system used in the calcualtions and the presentation of results, half of a rotation 

. matrix operation is applied to the geometry. For [100] boundaries and (OKL) boun-

dary plane this rotation is 

(3.4.18) 

And for the [110] boundaries with (HHL ) boundary plane 

(3.4.19) 

where 



,.. 

Fl = 1/.../2 

F 2 = 1 / V2(2H2+L 2) 

F3 = 1 / V2H2+L2 

117 

(3.4.20) 

All the atom positions are now expressed in the coordinate frame used throughout the 

rest of this work. 

The main DO loops of the program go through all possible sets of three atoms 

where 2 atoms belong to one crystal and the remaining to the other. On the basis of 

geometry some sets are discarded because a solution does not exist for that particular 

group. These are sets where two atoms are too far to possibly give a solution or where 

all three atoms belong to the same lattice. For each three atom set that can possibly 

give a solution the following subroutines are called. 

Subroutine ORDER takes the three atom set and orders them such that atoms 2 

and 3 are in the same layer and atom 2 is further from the boundary than 3. Under 

this order of the three atom set the solutions to the problem take the forms discussed 

in this section and sumarized in Table 3.4.1. Subroutine NEWSPHERE produces the 

change of coordinates indicated in Figure 3.4.3 and discussed in the text. The solu­

tions to the problem are obtained in this prime coordinate frame and then back­

transformed to the original coordinate system. Subroutine CHECK checks the solu­

tion obtained by NEWSPHERE so that no overlap with other atoms in the calculation 

surface occurs. In addition the new solu tion is compared with the solutions already 

obtained since different atom sets can give the same solution. This indicates a partic­

ularly stable translation since additional redundant bonds across the boundary occur. 
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For each boundary translation the atom positions can be plotted as shown in Fig­

ure 3.4.4.a for a translation t:c = .5, til = .59, tz = -.64, of the ~17 boundary shown 

in Figure 3.4.2. Notice that this boundary has mean boundary plane (all) and so it is 

different than the [100] tilt boundaries discussed in the next section. It is used here for 

the purpose of illustration. From this atom positions a very distorted picture, Figure 

3.4.4.b, of the boundary in terms of polyhedra appears. However, individual atom 

relaxations that would produce additional bonds of the required length are evident as 

shown in Figure 3.4.4.c. The structural unit description then is shown in Figure 

3.4.4.d. The graphical procedure of obtaining .the individual atom relaxations is 

en tirely justifiable since at present the atomistic calculations can not claim to be more 

accurate. In addition the atomistic calculations give as result only one minima of the 

energy function, and in order to obtain other possible structures the calculations have 

to be restarted from a different initial configuration. In the systematic procedure 

described here all possible minima of the energy function are generated at once with 

considerable savings of computational effort. 
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4. THE STRUCTURE OF TILT GRAIN BOUNDARIES 

4.1. Analysis of the Structures of :E17 

The calculation procedure described in section 3.4 results in a set of possible 

translations for each symmetrical tilt grain boundary studied. Each of these transla­

tions represents a possible structure for that particular grain boundary. In this sec­

tion, all the possible structures for a particular grain boundary, E17, are analyzed. 

This detailed procedure has been carried out for the coincidence boundaries with tilt 

axis [IOOJ and [110J. The grain boundaries of interest have already been indicated in 

Table 2.2.1 and the ranges of misorientation were selected in section 1.2. For the [IOOJ 

grain boundaries, the range of interest is between E5 and the perfect crystal. A struc­

tural unit description of this set of boundaries is given in the second section of this 

chapter. It is shown that this sequence of structures can be described by a combinar 

tion of structural units of the favored E5 boundary and distorted units representative 

of the perfect crystal coordination. The analysis of the [110J boundaries starts with a 

description of the possible translation states of the twin boundary in the third section 

of this chapter. Finally, the [110J sequence is described in the last section in the same 

manner as the [lOOJ sequence, although the types of structural units present are 

different. For this chapter, since there is a large amount of data, most tables and all 

figures are presen ted at the end of the corresponding sections. 

The result of the calculations described in section 3.4 is an interlocking group of 

3 or 4 atoms. Starting with the coincidence boundary, the atom in the lower grain at 

the coincidence position is translated to the newly calculated atomic center and forms 

a group of atoms that retains the interatomic distances of the crystal. The set of all 

possible translations for the EI7 grain boundary are shown in Table 4.1.1 in order of 
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increasing z component. The atom positions in the CSL and the set of atoms used in 

the calculations are shown in Figure 4.1.1. The AB stacking is indicated by open and 

filled circles; for the calculation-atoms corresponding to the lower grain a circle with a 

+ inside it corresponds to the level of a filled circle and a circle with an x inside it 

corresponds to an open circle. Because of the symmetry of the atom calculation set 

about the half period, similar translations result from, for example, the sets 1,2,11 and 

6,5,8. For a given c'ase in Table 3.4.1 the translation that results from 1,2,11 

corresponds to t while the translation obtained from 6,5,8, corresponds. to -to Only 

the positive translations are indicated in Table 4.1.1. Equivalently, the calculations 

could be carried out only for half a period or for one quarter of the period for the case 

of centered boundaries. The coordinate axes are as follows : the y axis is along t~e 

grain boundary in the plane of the paper, starting from the atom numbered 1 towards 

the other atoms in the calculation set, the z axis is normal to the boundary and into the 

upper grain, the x axis is along the tilt axis and its direction is chosen to form a right­

handed coordinate system. All numerical values of position are given in units of the 

lattice parameter. Once the rigid-body translation is accomplished, further individual 

atom relaxations are evident that form additional groups of atoms that retain the 

interatomic distances of the crystal. The resulting structures for all possible transla­

tions are shown in Figures 4.1.2 to 18 in the same order as Table 4.1.1; the figure 

number for the corresponding translation is one higher. The upper grain atom posi­

tions are shown in filled circles (atoms at 0.) and open circles (atoms at .5). The lower 

grain atom positions are shown in the same way when the x-component of the transla­

tion is O. or close to O. (for example Fig.4.1.9) and by changing filled circles to open 

circles and viceversa when the x-component is equal to .5 or very close to .5 {for exam-
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pIe Fig. 4.1.5). The structure of these boundaries can be readily interpreted as an AB 

stacking along the tilt axis. When the x-component of the translation is different than 

o or .5 a new set of symbols (filled squares and open squares) is used. The following 

notation is used to describe a given structure: C is a capped trigonal prism, K is a unit 

of BCC crystal, and T and 0 stand for a tetrahedron and an octahedron respectively. 

In all cases, the individual atom relaxations are large (>.25) only for 2 or 3 atoms per 

period. Thus, other than the distorted structural units shown at the grain boundary, 

additional tetrahedra, octahedra and BCC unit cells occur within 3 lattice parameters 

normal to the boundary. 

Some translations produce a structure that can be described as a sequence of 

polyhedra that repeats with the period of the boundary. For example, the translations 

5,7,14, result in the sequence CTCTK while the translations 1,2,4,11,17 result in the 

sequence CTCOT. These translations have a COIr'Jonent parallel to the tilt axis close 

or equal to 0 or .5, as a result the ordinary mirror plane is conserved and the transla­

tions correspond to type Q in Table 2.6.2. Notice that that the capped trigonal prisms 

are capped on two sides only. However, some translations form only a few structural 

units between the atoms in the set that originated that particular translation. For 

example, the translations 3,9,10,12,13,15, and 16 result in a group of two or three 

tetrahedra near the origin but it was impossible to relax the boundary further and 

create additional structural units. Particularly interesting sets of translations are 7 

and 8. The y component of the translation moves the lower grain to one-half of the 

period of the boundary 'Yhich is equal to 4.14. Because of the symmetry of the calcu­

lation set about the half-period (see Fig. 4.1.1), these translations are the result of a 

number of different atom sets and, in particular, translation 7 is the result"of a Case 2 
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and a Case 7 (see Table 3.4.1). The b9undary structure as shown in Figures 4.1.8 and 

4.1.9 includes two capped trigonal prisms but the rest of the boundary cannot be 

relaxed to give additional structural units. Because of the symmetry of the calculation 

set the centers of the trigonal prisms are separated by half the period of the boundary. 

Notice that in this case the capped trigonal prisms are capped on three sides. The 

translations that result in incomplete structural unit descriptions have a component 

parallel to the z axis which is different than .0 or .5. For these translations all sym-

metry elements are destroyed and thus they correspond to type). in Table 2.6.2. 

In order to choose a favored· structure among all the possible translations for this 

particular boundary the three Laves rules (see section 3.3) and the minimization of the 

free volume are followed. Aaron and Bolling have shown that minimization of the 

grain boundary free volume is a good criterion for evaluating grain boundary models. III 

However, thq properties of a 'given grain boundary depend on the distribution of the 

free volume along the grain boundary. In order to calculate the excess volume, a 

parallelepiped box is constructed with vertices at atom centers well within the perfect 

crystal and with two of its faces parallel to the boundary plane. In the coincidence 

position, the volume of this solid is 

( 4.1.1) 

where A is the grain boundary area, Np is the number of planes parallel to the boun-

dary plane, and dp is the corresponding interplanar spacing. The density of the solid 

in the coincidence position is equal to the crystal density. Upon a translation, the 

volume of the parallelepiped whose vertices are fixed increases so that the same 

number of atoms are included in the solid. The volume of this solid is 
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( 4.1.2) 

The excess volume is then simply 

( 4.1.3) 

The excess volume is linearly related to the z-component of the translation and thus to 

minimize the excess volume the lowest tz is required. Notice that the excess volume is 

really given by the excess of tz over dp ; this quantity is usually referred to as the 

expansion. For the (014) boundary dp = .243 so that for translation number 1 the 

expansion is .239. 

The criteria that have been stablished in order to obtain the most likely occur­

ing boundary structure are to look for the structure with the highest coordination and 

with the minimum excess volume. Of the two continuous structures indicated above, 

the one wIth the highest coordination is the structure CTCTK. This occurs because 

the atom positions are distorted in the structure CTCOT in such a way that the 

octahedral atoms inside crystals 1 and 2 have coordination 12 instead of coordination 

14 (see Figs. 4.1.3 and 5) . Thus, the most likely structure of the E17 boundary IS 

translation 5, illustrated in Figure 4.1.6 . 

There are a number of grain boundaries that cluster in groups whose excess 

volume does not differ by more than 5%. One of these clusters is formed by the first 7 

boundaries in table 4.1.1. The translations of some of these boundaries are very close 

and thus the resulting structures are similar, for example, translations 5 and 6 and 

translations 1,2, and 4. Another important phenomenon that occurs for translations 

with similar z-component is the transformation between structures with different 

overall translation. These transformations occur by the addition or removal of a layer 
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of atoms parallel to the boundary and the subsequent shift by dp of the lower grain. 

For p=1 symmetrical boundaries this represents the addition or removal of one atom 

per boundary period. It was shown in the description of the concept of the CNID that 

the addition or removal of one layer parallel to the boundary plane is equivalent to an 

in-plane displacement. Thus, the difference between the in-plane components tz 11 til 1 

and t z 2, til 2 is approximately equal to the crystallographic in-plane displacement . 

corresponding to layer addition or removal. An example of such a transformation is 

the addition of one layer to translation 5 which transforms the most likely structure 

into the structure of translation 8. These transformations are extremely important in 

the description of grain boundary phenomena such as segregation. The change in 

structure of a grain boundary as the level of segregation increases occurs by transfor­

mations among the possible structures of a grain boundary. This point is discussed in 

detail in section 6.2. 

Some of the translations are exactly equal to a DSCL translation. For example 

translation 14 is equal to 1/2[111] which is a crystal lattice translation and also a 

DSCL translation. The resulting structure is the same as the most likely structure but 

the excess volume is much larger indicating that in order to obtain this particular 

structure larger individual atom relaxations are required. The structure that is 

obtained by a DSCL translation can also be obtained by removing an equivalent 

number of layers from the zero translation CSL structure. This was shown in the dis­

cussion in section 2.4. In this case the removal of five layers parallel to the boundary 

from Figure 4.1.1 will give the structure of Figure 4.1.15. Some of the most likely 

structures for boundaries other than E17 are the result of DSC translations and thus 

this point is retaken in the next section. 
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TABLE 4.1.1 
GB Translations for a Bee E=17 [100]/(014) Tilt Boundary 

Translations in order of 
New atom cen ter at this 
position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .4355 .7815 -.4819 11 2 - 10 - -
2 .4242 .7653 -.4841 11 2 - 1 7 -
3 .3309 .6366 -.4850 11 2 1 - - -
4 .5000 .7099 -.4960 11 - - 1 7 -
5 .5000 .5038 -.4961 11 7 1 - - -
6 .4922 .5108 -.4969 11 1 7 2 - -

.1377 
10 4 - 3 - -7 2.0616 -.4980 
10 9 3 - - -

8 .0320 1.9327 -.5143 10 - - 3 4 -
9 .3762 1.0257 -.5355 2 10 - 11 - -
10 .1111 .6544 -.5562 2 1 7 11 - -
11 .5000 .6566 -.5647 - - - 2 7 1 
12 .2846 .8880 -.5712 2 - - 11 10 -
13 .2136 .7884 -.5768 2 - - 11 1 7 
14 .5000 .3638 -.6063 1 7 - 11 - -
1.5 .2909 .5395 -.6118 1 7 - 11 2 -
16 .3916 .6724 -.6281 - - - 11 2 1 
17 .5000 .5878 -.6360 - - - 11 7 1 

t Three atom sets are used in the calculations. Ifa fourth center is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 
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4.2. [100] Symmetrical Tilt Boundaries 

Each boundary in the sequence of [100] symmetrical tilt gram boundaries 

between E5 and the perfect crystal was studied as the E17 boundary described in the 

previous section. The crystallographic data for these boundaries is shown in Table 

4.2.3. The basis for the CSL and DSCL for each boundary is indicated. For each 

boundary, the following tables and figures are included: a table with all the possible 

translations, a figure of the boundary in the CSL position and a figure of the atom 

positions in the grain boundary for the most likely translation state. For the later 

figures the structural units at the grain boundary are indicated for one period of the 

boundary. The grain boundary data are included in order of decreasing degree of 

coincidence. 

This sequence of boundaries can be described by a mixture of structural units of 

theE5 boundary and the perfect crystal. The sequence of structural units for each 

boundary is shown in Table 4.2.1 

TABLE 4.2.1 
Structural Unit Description of [100] Symmetrical Tilt Boundaries 

E 
1 

41 
25 
37 
13 
17 
5 

Angle 
o 

12.68 
16.26 
18.92 
22.62 
28.07 
36.89 

Plane 
(001) 
(019) 
(017) 
(016) 
(015) 
(014) 
(013) 

Structural Unit Sequence 
K,K, .... 
CTKKK-CTKKK,CTKKK-CTKKK, .... 
CTKK-CTKK,CTKK-CTKK, .... 
CTKKCTK,CTKKCTK, ... . 
CTK-CTK,CTK-CTK, ... . 
CTCTK,CTCTK, ... . 
CT-CT,CT-CT, ... . 

C = distorted capped triangular prism 
T = distorted tetrahedron 

K = perfect or distorted bcc unit cell 
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The ~5 boundary is termed the favored boundary because it is composed of only 

one type of structural unit, if the capped trigonal prism and tetrahedron are con­

sidered as a single unit. A [100] symmetrical tilt boundary is centered when the boun­

dary plane (Ohk) has both hand k odd. Thus the size of the structural unit of ~5 is 

1/2[0311. The capped trigonal prisms form the core of two terminating (002) planes 

(one in each crystal) and thus the favored boundary can be described as an array of 

primary lattice dislocations. Consider next the primitive (non-centered) boundary 

~17. Its period can be decomposed as 

[04T] = 2'1/2[0311 + [010] (4.2.1) 

This boundary has two alternative dislocation descriptions. The two capped trigonal 

prisms are at the core of two terminating (002) planes per unit. Thus, as before, the 

boundary can be described as an array of primary dislocations. Alternatively, each 

distorted lattice unit can be considered as the core of two termin&.~ing (013) planes. 

The boundary can then be considered as a ~ boundary plus a superimposed array of 

DSC dislocations 2/10[013]. The spacing of the DSC dislocations is equal to one 

period of the ~17 boundary. The structure of the ~41 boundary shows three dis­

torted lattice units that separate capped trigonal prisms. There ar~ two terminating 

(002) planes per prism and thus the boundary can be described as an array of primary 

dislocations. The structure of the other boundaries can be described in the same 

manner as those already discussed. The ~13 boundary is the intermediate boundary 

having one unit of ~5 boundary and one unit of perfect crystal. For the boundaries 

with small misorientation, a primary lattice description is preferred, while for the case 

of boundaries with large misorientations close to ~5 the DSC dislocation array is pre­

ferred. It should be poin ted ou t that mathematically a primary dislocation array or a 
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DSC dislocation array are equivalent descriptions of a grain boundary. The distinc­

tion can be made only on the basis of dynamical physical experiments as pointed out 

in section 3.1. 

A simpler description of this sequence of structures can be given in terms of the 

structural units indicated in Table 4.2.1. The favored boundaries consist of only one 

type of structural unit; these are the 1:5 and 1:1 boundaries. The structure of the 

intermediate boundaries is derived from a simple rule of mixing of the units of the 

favored boundaries. In the case of intermediate boundaries with misorientation close 

to 1:5, the structure consists of K units embedded in an array of a large number of CT 

units. In the case of intermediate boundaries with small misorientations, the structure 

consists of CT units embedded in an array of a large number of K units. The 1:13 

boundary represents the 1:1 mixture of favored boundary structural units. The con­

struction of each boundary is illustrated for the case of the 1:37 boundary. The pro-

cedure was first proposed by Sutton, et.al. 121 The period of the boundary is [061]. 

As in the case of the 1:17 boundary this period is decomposed as follows 

[061] = 2·1/2[031] + 3[0101 (2.1.2) 

In order to find a structure composed of two CT units and three K units, higher ratio 

ligaments are combined. A 1:1 ligament is equal to CTK , a 1:2 ligament is equal to 

CTKK, etc. The 2:3 ligament is equal to 1:2+1:1 and thus the structure is 

CTKKCTK which is confirmed by Figure 4.1.8. 

A similar structural unit description of grain boundaries in FCC materials arises 

from a systematic study, using molecular static computations, of symmetric 131 and 

asymmetric tilt boundaries, 141 and of twist boundaries. 151 Balluffi and Bristowe have 
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critically reviewed the calculations mentioned above. 161 They suggest that there are a 

number of choices for the description of a range of boundaries. The entire range of 

[100] tilts can be described by considering the favored boundaries ~1-~5-~5-~1 as has 

been done for the BCC case above (see Table 2.2.1). Alternatively, Balluffi and Bris­

towe point out that the same sequence of boundaries can be described by mixtures of 

the ~1-~1 sequence. Thus the problem of the multiplicity of descriptions that was 

brought up in section 3.1. arises again. However, the distortions of the structural 

units are shown to be systematic and a simple model has been derived to study core 

properties.l71 The model depends on understanding the properties of the' delimiting 

boundaries and thus, due to the multiplicity of choices, the structural unit model can 

not be used to predict properties in a quantitative manner. 

The BCC tilt grain boundaries were also studied by Vitek, et.al. using molecular 

statics with the Johnson potentials illustrateJ in Figure 3.2.1. 181 The structure of the 

boundaries calculated agree very well with the structures shown in this section. 

Although only the ~41, ~25, E17 and ~5 boundaries are discussed, the translation 

states for each boundary in the range are given. Table 4.2.2 gives a comparison of the 

translation states given by Vitek et.al. and the values obtained in this investigation. 

The equivalent atomistic values are necessary to compare with this investigation 

because only positive translations have been tabulated and studied. Thus for the ~41 

and ~25 boundaries the x-component of the atomistic translation changes to .5 

because these are centered boundaries and the y-component is equal to half the period 

minus the value given. For the ~13 and ~5 boundaries the translations given are 

DSC translations and the equivalent values are equivalent DSC translations with posi­

tive components. This indicates that for these two boundaries, the rigid body 
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TABLE 4.2.2 
In Plane Translations and Expansions for BCC [100] Tilt Boundaries 

Designation 
Atomistic Equivalent Hard Sphere Expansion 

Calculation t Atomistic Model Atomistic I Sphere 
E41 .0 -4.09 .5 .43 .5 .44 .30 .44 
E37 .0 2.07 .0 2.07 .0 1.94 .29 .38 
E25 .0 -3.12 .5 .41 .5 .42 .27 .42 
E17 .5 .58 .5 .58 .5 .50 .29 .25 
E13 .0 ' -.98 .5 .39 .5 .48 .19 .31 
E5 .0 .0 .0 .95 .0 .91 .19 .23 

t V.Vitek, D. A. Smith and R. C. Pond, PhzlMag. 41A, 649 (1980). 

relaxation was carried out by layer removal. Since the hard sphere calculations do not 

allow for layer removal, a rigid body translation always exists. The values of the 

expansion are usually higher in the hard-sphere calculations since the atomistic calcu-

lations are carried out at constant volume and the expansion is obtained by the inter-

polation procedure described in section 3.3. In spite of these differences the hard 

sphere calculations show a remarkable similarity with the atomistic calculations in the 

structures that they predict. The structural unit analysis of grain boundaries is 

extended to [110] boundaries in the fourth section of this chapter . 

.. 



TABLE 4.2.3 
BCC [100] Tilt Grain Boundaries Between E=l and E=5. 

Designation Boundary Angle CSL Unit Vectors DSC Unit Vectors 
Plane (degrees) (columns*1/2)t (columns*1/2*E)t 

1 1 1 1 1 1 
~1 001 0.0 1 1 1 1 1 .1 

1 1 1 1 1 1 
2 1 1 41 0 0 

~41 019 12.68 0 9 1 1 10 8 
0 1 9 9 8 10 
2 1 1 25 0 0 

E25 017 16.26 0 7 1 1 8 6 
0 1 7 7 6 8 
2 1 1 37 0 0 

E37 016 18.92 0 5 7 5 12 2 
0 7 5 7 2 12 
2 1 1 13 0 0 

E13 015 22.62 0 5 1 5 4 6 
0 1 5 1 6 4 

.. 2 1 1 17 0 0 
E17 014 28.07 0 3 5 5 8 2 

- 0 5 3 3 2 8 
2 1 1 5 0 0 

E5 013 36.89 0 3 1 3 2 4 
0 1 3 1 4 2 

t Cube like forms with unit vectors close to the coordinate system used in the 
calculations. 
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TABLE 4.2.4 
GB Translations for a BCC E=5 [100]/(013) Tilt Boundary 

New atom center at this 
Translations in order of position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .1864 .6900 -.4890 1 2 5 - - -
2 .2714 .7568 -.4967 2 5 - 1 - -
3 .5000 .6980 -.5127 - - - 1 2 4 
4 .5000 .4643 -.5333 1 4 5 - - -
5 .3991 .7434 -.5367 2 5 - 1 3 -
6 .3631 .5743 -.5369 1 5 - 2 - -
7 .0310 .7416 -.5423 2 - - 1 5 -
8 .4482 .7087 -.5449 5 - - 2 1 -
9 .5000 .6698 -.5490 5 - - 4 1 -
10 .1290 .5992 -.6118 1 - - 2 5 -
11 .5000 .3163 -.6325 4 1 - 5 - -
12 .2175 .7394 -.6371 - - - 1 2 5 
13 .5000 .5373 -.6792 - - - 1 4 5 

t Three atom sets are used in the calculations. If a fourth center is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary . 
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TABLE 4.2.5 
GB Translations for a Bee !;=13 [100l/(015) Tilt Boundary 

New atom center at this 
Translations in order of position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .5000 .7304 -.4653 2 - - 1 5 -
2 .4074 .6036 -.4687 1 2 7 - - -
3 .5000 .5269 -.4716 1 5 7 - - -
4 .5000 .4853 -.5143 1 5 - 2 - -
5 .4300 .9094 -.5523 6 - - 2 3 -
6 .2098 .6227 -.5641 1 2 - 7 - -
7 .3168 .7528 -.5770 2 - - 1 7 -
8 .5000 .3922 -.5883 1 5 - 7 - -
9 .5000 .6290 -.5953 - - - 1 2 5 
10 .3775 .5017 -.5965 1 - - 2 7 -
11 .4832 .6312 -.6067 - - - 1 2 7 
12 .5000 .6174 -.6073 - - - 1 5 7 

t Three atom sets are used in the calculations. If a fourth center is indicat"ed, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 

to 
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TABLE 4.2.6 
GB Translations for a BCC E=25 [iOOj/(OI7) Tilt Boundary 

Translations in order of 
New atom center at this 
position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .4819 .5682 -.4416 1 2 9 - - -
2 .5000 .5522 -.4417 1 6 9 - - -
3 .0941 1.5840 -.4816 2 3 8 - - -
4 .5000 .7035 m.5051 2 - - 1 6 -
5 .2054 1.7152 -.5157 3 8 - 2 - -
6 .2440 1.4661 -.5396 2 8 - 3 - -
7 .5000 .4560 ·.5404 1 6 - 2 - -
8 .3116 .5847 -.5576 1 2 - 9 - -
9 .4217 .7116 -.5619 2 - - 1 9 -
10 . 5000 .4243 . -.5657 1 6 - 9 - -
11 .4626 .4602 -.5695 1 - - 2 9 -
12 .3548 1.5966 -.5699 8 - - 2 3 -
13 .5000 .6501 -.5722 - - - 1 6 9 
14 .5000 .5950 -.6293 - - - 1 2 6 
15 .1130 1.6064 -.6379 - - - 2 3 8 

t Three atom sets are used in the calculations. If a fourth center is indicate.i, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 
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TABLE 4.2.7 
GB Translations for a Bee E=37 [100]/(016) Tilt Boundary 

New atom cen ter at this 
Translations in order of position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .4526 .5825 -.4537 1 2 15 - - -
2 .5000 .5418 -.4544 1 9 15 - - -
3 .5000 .7151 -.4886 2 - - 1 9 -
4 .2677 1.9452 -.4944 3 13 14 - - -
5 .0905 1.7304 -.4977 3 14 - 2 - -

5 13 - 4 - -6 .0895 ·3.0414 -.4994 
5 4 12 - - -

7 .1594 1.8162 -.5079 3 14 - 13 - -
8 .1127 2.0669 -.5247 3 13 - 14 - -
9 .5000 .4685 -.5297 1 9 - 2 - -
10 .1312 1.4828 -.5330 2 14 - 3 - -
11 .0050 1.9382 -.5365 3 - - 13 14 -
12 .2709 .6006 -.5621 1 2 - 15 - -
13 .3800 .7286 -.5699 2 - - 1 15 -
14 .5000 .4110 ·.5754 1 9 - 15 - -
15 .2342 1.6167 -.5758 14 - - 2 3 -
16 .3885 1.8047 -.5772 14 - - 3 13 -
17 .4290 .4771 -.5816 1 - - 2 15 -
18 .5000 .6366 -.5871 - - - 1 9 15 
19 .3372 2.0528 -.6092 13 - - 3 14 -
20 .5000 .6094 -.6153 - - - 1 2 9 
21 .2223 1.9201 -.6447 - - - 3 13 14 

t Three atom sets are used in the calculations. If a fourth center is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 
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TABLE 4.2.8 
GB Translations for a Bee E=41 [100]/(019) Tilt Boundary 

New atom center at this 
Translations in order of position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .5000 .5522 -.4417 1 2 7 - - -
2 .4763 1.8326 -.4856 4 9 - 3 - --
3 .2412 1.5642 -.4950 2 3 10 - - -
4 .3573 1.6917 -.5104 3 10 - 2 - -
5 .4517 2.0812 -.5121 3 9 - 4 - -
6 .3885 1.4414 -.5211 2 10 - 3 - -
7 .5000 .6874 -.5268 2 - - 1 7 -
8 .0047 1.5689 -.5371 2 3 - 10 - -
9 .4727 .6898 -.5484 2 - - 1 11 -
10 .3618 .5640 -.5486 1 2 - 11 - -
11 .5000 .6677 -.5516 - - - 1 7 11 
12 .5000 .4417 -.5522 1 7 - 11 - -
'13 .5000 4389 -.5544 1 7 - 2 - -
14 .3479 1.9488 -.5713 9 - - 3 4 -
15 .1312 1.7000 -.5854 3 - - 2 10 -
16 .1657 1.4508 -.6063 2 - - 3 10 -
17 .2893 1.5810 -.6456 - - - 2 3 10 
18 .5000 .5750 -.6476 - - - 1 2 7 

t Three atom sets are used in the calculations. If a fourth center is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 
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4.3. The Structure of the Twin Boundary 

The twin boundary, ~3, which has already been described in chapter 2, plays an 

important role in the mechanical behavior of BCC materials. Twin boundaries result 

from a mode of mechanical deformation denominated by twinning or from annealing. 

Annealing twins occur more frequently in the FCC metals. Twinning occurs under 

conditions of rapid rate of loading and decrease of temperature. Since twinning is 

accompanied by very small strains, the important role of twinning is in activating slip 

systems by putting the twinned grain in a favorable orientation. Twinning occurs on 

a specific crystallographic plane in a definite direction for each crystal; every atomic. 

plane is involved in this deformation mode. In the case of BCC materials twinning 

occurs in {112} planes in the < 111 > direction. The usual crystallographic symmetry 

rule of twinning is that the crystal structure of one grain is the mirror image, about 

the twinning plane, of the other. The plane of contact between the two grains is 

called the composition plane: In the case of the BCC structure the composition plane 

and the twinning plane coincide. The twin structure described above is illustrated in 

Figure 4.3.1; this structure is usually referred to as the reflection twin, or in CSL nota­

tion ~3. Until recently it has been assumed that the twins satisfy the classical orien­

tation relationship and mirror reflection conditions. Recen t evidence which is discussed 

below shows that there might be exceptions to this rule. 

The twin boundary was studied in the same manner as previous boundaries. All 

the possible translations for this boundary are shown in Table 4.3.1. The purpose of 

studying the possible structures of the twin boundary are twofold. On one hand the 

period of the twin boundary is very short and thus this boundary is a likely candidate 

to be a favored boundary in the [1101 sequence. In addition, a few atomistic 
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calculations and TEM studies of the rigid body displacement have been reported, mak­

ing comparison with experiments possible. 

In the reflection twin illustrated in Figure 4.3.1, atom 2 and its mirror image are 

slightly crowded. A normal displacement equal to the difference between the first 

nearest neighbor distance and twice the spacing of {112} planes would relieve this 

situation. This expansion is e 1 = .0495. The mirror relationship about (112) is 

preserved. The structural unit for this situation is shown in Figure 4.3.2. The struc­

tural unit R is composed of four distorted tetrahedra, or, equivalently, it can be 

described as an octahedron. 

It can be seen from table 4.3.1. that there is a group of translations with 

t1/ = .433 = 1/4[11'1]. The structure for these boundaries is given in Figure 4.3.3 f~r 

an equivalent translation. For this. equivalent translation there is one atom per period 

in the lower grain that is at the nearest neighbor distance to atom 2 and at .94 to 

atoms 1 and 3. This structure is usually referred to as the isosceles twin because in 

projection the two ligaments mentioned above and the atomic ligament between 1 and 

3 form an isosceles triangle. Because the hard-sphere calculations give translations 

where the interatomic distances are satisfied exactly, a large number of translations 

appear close to this isosceles translation. However, the atomic arrangements at the 

isosceles translation can be obtained by simple individual atom relaxations from any of 

the translations in the cluster. The expansion for this boundary is e 2 = .038 which is 

75% of e l' The structural unit I is a distorted octahedron. Both, the R octahedron 

and the I octahedron, possess eight edges whose length is very close to a first-nearest 

neighbor distance and four edges whose length is very close to that of the second 

nearest-neighbor. In both twin structures there are two terminating (001) planes per 
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structural unit. 

The reflection twin and isosceles twin have been studied using molecular statics 

with the Johnson potential. I91 The results indicate that within the error of the cal-

culations, the energy of both boundaries is equal to 270 erg cm-2. This result can be 

seen as a consequence of the similarity of the structural units. Since the calculations 

are carried out at constant volume, the expansion at the boundary was calculated 

using the extrapolation technique described in section 3.2. The expansion obtained is 

in good agreement with the hard sphere value for the R twin, and is about half of the 

hard sphere value for the I twin. The existence of two structures with the same 

energy, indicate the possibility of dissociation of twinning dislocations. A twinning 

dislocation has Burgers vector .!..[111] which can dissociate into two isosceles twinning 
\ 6 

dislocations _1_[111]. The displacement of the isosceles dislocation is that which is 
12 

necessary to transform the reflection twin into an isosceles twin. The structure of the 

twin in between the partials is then equal to the isosceles twin. To the author's 

knowledge this disociation has not been observed. 

Two groups have investigated ·the translation at twin boundaries by TEM tech-

niques. The [222] reflection is a common reflection for both grains. Since the electron 

wave is modified only by displacements that are perpendicular to the reflecting planes, 

the expansion at the boundary is invisible. However, the displacement along the [111] 

. direction modulates the electron wave. The effect can be evaluated by the phase 

change in the reflected wave a = 211"g'R where g is the reflection vector and R is the 

displacement. For the reflection twin a = 0 and for the isosceles twin with 

R = _1_[111], a = 11". Under these conditions the contrast at the boundary for bright 
12 

.. 
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field and dark field conditions is the same as a stacking fault in an FCC crystal. 

Using this technique twin boundaries in different BCC materials were studied. Only 

the in-plane displacement was evaluated in these studies. In an Fe-3.25 wt.%Si alloy 

the reflection twin was observed,IIol while in Vanadium the displacement observed is a 

small deviation from the isosceles twin. llll It appears then that the existence of either 

structure is strongly material dependent. 
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TABLE 4.3.1 
GB Translations for a Bee E=3 [110J/(-112} Tilt Boundary 

-
New atom center at this 

Translations in order of position is distant to the 
# increasing z component atom centers indicated t by 

(lattice parameter a=l.O) 
.866a a 

1 :6075 .4330 -.4398 1 2 3 - - -
2 .7071 .2092 -A541 1 4 5 - - -
3 .7071 .3264 -.4570 2 - - 1 4 -
4 .0306 .2887 -.4572 2 6 - 1 - -
5 .6764 .2887 -.4572 1 5 - 3 - -
6 .7071 .1257 -.4839 1 4 - 2 - -
7 .0983 .2887 -.5441 1 - - 2 6 -
8 .6088 .2887 -.5441 3 - - 5 1 -
9 .7071 .4330 -.5590 - - - 3 . 4 1 
10 .2074 .4330 -.5593 1 3 - 5 - -
11 .4997 .4330 -.5593 1 - - 2 5 -
12 .7071 .4083 -.5774 - - - 1 2 4 
13 .6891 .4330 -:5811 - - - 1 2 5 
14 .1350 .2887 -.5826 6 - - 1 2 -
15 .5720 .2887 -.5826 1 - - 3 5 -
16 .7071 .3957 -.5860 - - - 1 4 5 

t Three atom sets are used in the calculations. If a fourth center is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 
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4.4. [110] Symmetrical Tilt Boundaries 

The structure of a series of [110] tilt boundaries was studied in the same manner 

as the previous boundaries. The grain boundary data is included in order of decreas-

ing degree of coincidence. Only the favored structures and 1:1 boundaries were stu-

died. The sequence of structural units for these boundaries is shown in Table 4.4.1. 

TABLE 4.4.1 
Structural Unit Description of [110] Symmetrical Tilt Boundaries 

E Angle Plane Structural Unit Sequence 
1 0 (001) L,L, .... 
19 26.53 (l16) PTCT,PTCT, .... 
9 38.94 (114) PT-PT,PT-PT, .... 
11 50.48 (T13) RPT-RPT,RPT-RPT, .... 
3 70.53 (112) R,R, .... 

C = distorted capped triangular prism 
L :.= distorted or perfect crystal structural unit 

p = distorted pentagonal bipyramid 
R = structural unit of the reflection twin 

T = distorted tetrahedron 

A striking feature of all of these boundaries is that after individual atom relaxa-

tions the colored mirror plane is conserved. The translation in every case is equal to 

1/2[00I] which is also a DSC translation. The z-component is equal to an integral 

number of planes with the same indices as the boundary plane. Thus, the boundary 

could be created from the CSL structure simply by layer removal and individual atom 

relaxations. Because of the conservation of mirror symmetry normal to the boundary, 

all structural units are oriented so that they have a mirror plane in the boundary 

plane. The symmetry group of the relaxed boundaries is equal to the holosymmetric 

color group of the unrelaxed bicrystal. 
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There are two sequences of boundaries since there are two favored boundaries: 

r:9 and the twin boundary. The boundary r:19 has a period that decomposes as fol-

lows: 

(4.4.1) 

The first term in the right hand side is half the period of the r:9 boundary since it is a 

centered boundary. The second term is half the mean period vector. Thus, the struc-

ture of r:19· should be equal to one structural unit of the r:9 boundary and one struc-

tural unit of perfect crystal. Each pentagonal bipyramid represents two terminating 

(001) planes. However, as can be seen in Figure 4.4.6, an arrangement of atoms which 

is equal to one capped trigonal prism and one distorted tetrahedron is observed. The 

structural arrangement of these two structural units and the tetrahedron that pre-

cedes them is equivalent to a distorted unit of perfect crystal. Similarly, the structure 

of r:ll decomposes as 

( 4.4.2) 

The second term is the period of the twin boundary. Thus, the structure of r:ll is 

equal to one structural unit of the r:9 boundary and one structural u~it of the 

reflection twin. In this case there are two terminating (001) planes per structural unit. 

Since these boundaries preserve the color mirror symmetry the structural unit of the 

reflection twin, rather than the isosceles twin, occurs. 
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TABLE 4.4.1 
GB Translations for a BCC ~=9 [1l0J/(-1l4) Tilt Boundary 

New atom center at this 
Translations in order of position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=l.O) 

.866a a 

1 .7071 .1667 -.4714 1 2 5 - - -
2 .6957 .0069 -.5157 1 - - 7 2 -
3 .6422 .2536 -.5227 1 2 - 7 - -
4 .3185 .6015 -.5355 1 2 6 - - -
5 .3549 .7443 -.5504 2 6 - 1 - -
'6 .3706 .7420 -.5587 2 - - 1 8 -
7 .4622 .4610 -.5691 1 2 - 6 - -
8 .7071 .3949 -.5866 2 - - 1 5 -
9 .1454 .6169 -.5901 1 6 - 2 - -
10 .4999 .6208 -.6039 2 - - 1 6 -
11 .1820 .7278 -.6087 6 - - 2 1 -
12 .2911 .4854 -.6555 1 - - 2 6 -
13 .7071 .2357 -.6667 - - - 1 2 5 
14 .3288 .6457 -.6897 - - - 1 2 6 

t Three atom sets are used in the calculations. If a fourth center is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 



181 

• • 
o 

• >-a:: 
0 cr 

~ 
:::> 
0 
m 
-l 
(() • • u 
en 
w 

0 0 ~ • &n • 0 

0 I 0 laJ - a:: 

• :::> 
r-. .... 

u • 181 • :::> a:: 
0 0 .... 

(() • N • r-I 

0 0 ..::f 
ED . 

..::t • CO • laJ 

0 0 a:: 
~ CD :::> 

• I • CD .. ~ 

0 
0 0 

• • 0 0 .' • 
0 0 

• • 0 0 

• 



182 

• • 0 
0 0 

• • 0 0 

• • 
0 0 

• • 0 0 
0 • CI1 

t-

• • -Z - 0 to.. 0 ::::J 

.... • • ..J 
• a: 

0 0:: 
I 0 ::::J • 0 f-o 

f-o" U •• • ::::J 
t-.. 0:: 
(D 0 0 ..... - (!1 .. 
0 • ~ • - 0 I- 0 N 

to.. • • ...:f . 
0 ..j" 
to.. lLI 

• a:: 
0 ::J • • C) 
f-oM ..... 

0 0 ~ 

• • 
0 

• • 0 0 

0 0 

• • 0 

• • 



.. 

.. 

183 

TABLE 4.4.2 
GB Translations for a Bee E=l1 [1l0l!(-1l3) Tilt Boundary 

.. 

Translations in order of 
New atom center at this 
position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .7071 .2132 -.4522 1 2 5 - - -
2 .7071 .0395 -.4984 1 5 - 2 - -
3 .5660 .9378 -.4992 2 3 7 - - -
4 .5795 .3844 -.5161 2 1 - 7 - -
5 .4472 .5312 -.5175 1 2 7 - - -
6 .5272 .7852 -.5330 7 2 - 3 - -
7 '.4968 .6813 -.5376 2 7 - 1 - -
8 .7071 .4518 -.5439 2 - - 5 1 -
9 .7071 .7817 -.5527 2 - - 7 3 -
10 .6341 .5379 -.5554 2 - - 7 1 -
11 .6261 1.0667 -.5991 3 - - 7 2 -
12 .4431 1.0736 -.5598 7 3 - 2 - -
13 .2936 .5465 -.6042 1 7 - 2 - -
14 .4070 .9180 -.6109 7 - - 2 3 -
15 .3442 .6974 -.6286 7 - - 2 1 -
16 .4334 .4047 -.6312 1 - - 2 7 -
17 .7071 .3015 -.6396 - - - 1 2 5 
18 .5907 .9104 -.6541 - - - 2 3 7 
19 .4881 .5583 -.6708 - - - 1 2 7 

t Three atom sets are used in the calculations. If a fourth cen ter is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary . 
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TABLE 4.4.3 
GB Translations for a BCC E=19 [110]/(-116) Tilt Boundary 

Translations in order of 
New atom center at this 
position is distant to the 

# increasing z component atom centers indicated t by 
(lattice parameter a=1.0) 

.866a a 

1 .4576 1.0897 -.4537 2 3 7 - - -
2 .7071 .1147 -.4866 1 2 16 - - -
3 3 8 - 2 - -
4 

.0643 1.0897 -.4902 
3 7 2 - - -

5 .2125 .9341 -.5048 2 8 - 7 - -
6 .4946 .9341 -.5048 3 7 - 2 - -
7 .6826 .1460 -.5126 1 2 - 9 - -
8 .2000 .8718 -.5154 2 8 - 3 - -
9 .1681 .6753 -.5155 1 2 8 - - -
10 .1927 .8326 -.5194 2 8 - 1 - -
11 .2561 .9341 -.5350 7 - - 8 2 -
12 .4510 .9341 -.5350 2 - - 3 7 -
13 .0179 .8718 -.5388 8 - - 2 3 -
14 .0124 .8412 -.5401 8 - - 1 2 -
15 .3081 1.0897 -.5434 7 2 - 3 - -
16 .4057 1.0897 -.5434 2 - . 3 8 -
17 .:l068 .5511 -.5934 1 2 - 8 - -
18 .3388 .9341 -.5956 7 - - 3 2 -
19 .3684 .9341 -.5956 2 - - 8 7 -
20 .4937 1.0897 -.6094 - - - 2 3 7 
21 .3284 .7160 -.6161 2 - - 1 8 -
22 .7071 .3291 -.6258 2 - - 1 6 -
23 .1223 .5701 -.6403 1 - - 2 8 -
24 .1439 .7348 -.6628 - - - 1 2 8 
25 .7071 .1622 -.6883 - - - 1 2 6 

t Three atom sets are used in the calculations. If a fourth center is indicated, it is 
redundant. Only one set is shown; there are other sets of atoms that produce the 
same translation. These other sets are obvious from the symmetry of the grain boun­
dary. 
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S. EXPERIMENTAL 

S.l. Bicrystal Growth and TEM Specimen Preparation 

In order to study the structure of the symmetrical tilt boundaries, bicrystals of 

controlled structure were prepared. The purpose of growing bicrystals is to prepare 

specimens with geometrical parameters equal to those of the boundaries studied in 

Chapter 4. Growing a bicrystal with such a control on the geometry of the boundary 

requires special equipment and techniques that are described in this section. These 

bicrystals were grown by Prof. Y. T. Chou using his experimental facilities at Lehigh 

University. The author is indebted to Prof. Chou for providing these specimens. 

Different techniques for growing bicrystals have been reviewed by Pande and Chou.!l] 

All the bicrystals used in this investigation were [100] tilt bicrystals. 

It is desirable to obtain bicrystals from the melt so that the grain boundary IS 

representative of gram boundaries in polycrystalline materials. The technique for 

growing niobium bicrystals has been described by Pande, et.al . . ]2] The bicrystal seed is 

prepared as follows. A single crystal cylindrical seed is grown with the [On] axis along 

the axis of the cylinder. The single crystal was grown at the rate of 10 cm/hr in a 

vertical floating-zone electron beam melting unit. The top of the single crystal was 

cut along a center line for one inch in a spark cutter. The two separate parts of the 

crystal were bent apart to the desired angle so that the two ends are symmetrical with 

respect to the center line. This Y-shaped seed is illustrated in Figure 5.1.1 together 

with the rest of the charges used. The seed is chemically etched in order to remove 

deformed surface layers and annealed to reduce dislocation densities. The bicrystals 

were grown at the same speed than the seeds. 
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There are two ways in which [100] tilt boundaries can be grown using this pro­

cedure. The crystallography for each type of seed is discussed next. If the axis of the 

single crystal is [Ol1J the cut plane is [011] as illustrated in Figure 5.1.2. The top part 

of the figure illustrates the seed itself while the lower part shows the stereographic 

projection in the direction of the crystal axis. The stereographic projection is divided 

into two parts corresponding to the two sections of the seed. Notice that all the poles 

are symmetrical with respect to the cut plane so the chances for symmetrical grow of 

the boundary plane are maximized. The natural direction of grow for BOO materials 

is [110J. For small-angle boundaries this direction is very near the bicrystal grow axis. 

However, for large-angle boundaries any asymmetry in the experimental set-up would 

disturb the orientation of the boundary plane much more than for small-angle boun­

daries. Another way to grow [100] tilt boundaries is illustrated in Figure 3.5.3. In this 

case the single crystal axis is [001] and the cut plane is [010]. The stereographic pro­

jection indicates that the poles are symmetrical. However {011} type planes are 

inclined at large angles to the growth axis which tends to reduce the success in grow­

ing this type of bicrystals. All the bicrystals used in these experiments were grown 

using a [011] single crystal seed. 

Using the procedure described above, two symmetrical tilt bicrystals were grown, 

one with the misorientation of E17 and another with the misorientation of E13. 

Several techniques were. tried to prepare thin specimens suitable for high-resolution 

transmission electron microscopy (HRTEM). The author has not been successful in 

preparing a HRTEM specimen, and the reasons are detailed below. The bicrystals 

were oriented using a back-Laue camera. Specimens were cut using a diamond blade. 

Each cut consumed 200j.t of material and gave a slab of 400j.t thickness. If a cut was 
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spaced at less than 6001' the slab curled under the cutting action. The slabs were 

then thinned down to 1501'- Discs, 3 mm in diameter, were punched from_ the slabs. 

The specimens were further thinned to 1001' and a shallow dimple was introduced at 

the center of the specimen over the grain boundary. The dimple ensures that a hole 

forms first at the center of the specimen right over the boundary. Several solutions 

were tried for electropolishing the niobium bicrystals. All of the solutions for polishing 

niobium have very small polishing plateaus. The solution that gave the best results 

was a 500 ml CH 30H - 25 ml H 280 4 - 5 ml HF solution. The solution tempera­

ture was -30 0 C, the voltage was SOY and the current 25 rnA. All of the solutions 

that result in good polishing of a niobium thin film contain small amount of HF which 

attacks the grain boundary preferentially. Several alternatives were tried to slow this 

reaction, such as adding glycerol to the solution or raising the solution temperature to 

o 0 C or room temperature. Unfortunately, the problem remained. Alternative solu­

tions that do not contain HF did not give a good polish of the niobium specimens. An 

entirely different method of specimen preparation that was tried is ion milling. The 

gun voltage (4kY) and incidence angle (12 0
) were kept as low as possible to avoid 

damage in the specimen. Ion milling gives good specimens with no preferential attack 

of the boundaries, but the thin areas suitable for HRTEM are amorphous due to the 

damage to the specimen. 

The specimen preparation problems are surmountable. However, due to lack of 

results at present on the niobium bicrystals, the experimental evidence discussed in 

section 3 corresponds to a E41 boundary in molybdenum. These results are includesl 

in this thesis by courtesy of Dr. R. Gronsky. The molybdenum bicrystals were 

prepared by electron beam welding of two single crystals. 131 
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Polycrystalline Charge 

~t---Bicrystal Boundary 

Sinole Crystal 

Polycrystal Holder 

XBL 852-129b 

Fig. 5.1.1 Arrangemen t for growing seeded bicrystals (from C. S. Pande and Y. T. 
Chou, op.cit. ). 
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Fig. 5.1.2 A 1011] type seed with cut plane (01I) ( from C. S. Pande and Y. T. Chou, 
op.cit. ). 
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Fig. 5.1.3 A [0011 type seed with cut plane (010) ( from C. S. Pande and Y. T. Chou, 
op. cit. ). 
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5.2. Image Simulation 

Tilt boundaries are ideal for high-resolution transmission electron microscopy 

(HRTEM) experiments since it is possible to look at the projected atomic structure 

along low index crystallographic directions with planar spacings within the resolution ~) 

limits of the microscope. In the simplest approximation the image can be interpreted 

as a mapping of the projected structure. However, for most experimental conditions 

the interpretation of the images requires matching them to computed image simula-

tions. To obtain a computed image a set of atom positions is used as input to a pro-

gram that simulates the operation of the electron microscope under the same condi-

tions than the experimental images obtained. If the computed and experimental 

images match, the atom positions have been determined. Thus, extensive image simu-

lation is always necessary to study defects in HRTEM. In this investigation image 

simulation h:-s been used to establish the best experimental conditions for imaging the 

core of symmetric tilt boundaries. The techniques of HRTEMI41 and image simula-

tion lSI have been reviewed recently. A detailed account of either technique is beyond 

the scope of this text and thus only those aspects that are particular to the experimen-

tal study of tilt boundaries are discussed here. 

In order to simulate the structure of the sequence of [100J tilt boundaries, E5 was 

chosen as the most suitable boundary. This boundary contains the two structural 

units that are different from a perfect or distorted Bee unit cell. In addition it is the 

shortest period boundary, and thus the number of atoms in the computational unit 

cell is smaller. Since the image simulation programs rely on Fourier techniques period­

icity of the computational unit cell is always implied. Figure 5.2.1 shows the projected 

crystal potential of the computational cell for the E5 boundary. Notice that there are 
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two grain boundaries one at 1/4 and the other at 3/4 of the height of the cell. If the 

cell is constructed with one grain boundary at the center, then additional boundaries 

occur at the edges of the computational cell. These additional boundaries produce 

scattering events which are not representative of the actual physical situation. In 

order to separate scattering from the two boundaries, a large number of atomic layers 

separate the two defects. In addition, when the periodically continued cell is invariant 

under a translation through a distance equal to the spacing between the two defects, it 

can be ·shown that the scattered waves from each defect are equal.[61 

The simulation cell described above is necessary for multi-slice simulation in 

reciprocal space. Recently, multi-slice real space image simulation methods have been 

developed that offer some advantage in the simulation of planar defects such as grain 

boundaries and interphase interfaces.l71 For the real-space method the computational 

cell can be divided into patches where the dynamical calculations are performed 

separately for a thickness increment of one slice. Special considerations are only 

required at the edge where information on neighboring patches is required. Thus, 

using the real-space method the computational cell contains only one boundary in the 

middle of the cell. Simulated images for the :E5 boundary were also obtained by the 

real-space method. There are no differences between the real space and the reciprocal 

space multi-slice images. Since more extensive image simulations were carried out 

using the reciprocal space multi-slice method, these results are discussed next . 

The main objective of the image simulation calculations was to establish the best 

experimental conditions for observing the structure of these boundaries in the Atomic 

Resolution Microscope (ARM), here at the Lawrence Berkeley Laboratory. The 

characteristics, operation and recent results on the ARM have been discussed by 
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Gronsky.ISI ,191 The resolution of the microscope increases with the operating voltage. 

One of the objectives of image simulation is to establish the best resolution with the 

minimum amount of radiation damage. Experimentally it has been determined that 

for niobium and molybdenum knok-on radiation damage occurs at 800 k vyol Figure 

5.2.2 illustrates the simulated images for typical ARM parameters at 800 kV and for 

various thicknesses. Similarly, Figure 5.2.3 illustrates the simulated images at 1000 

kV. For 800 kV a direct interpretation of bright spots as atom positions is possible 

for thicknesses between 100 and 200. At 1000 kV the image goes through a contrast 

reversal in between these thicknesses. At 800 k V the structural features of the capped 

trigonal prism and tetrahedra are visible. Using 1000 k V does not seem to give 

improvements in the image information while it increases the potential for radiation 

damage. In addition it has been experimentally determined that the filament bright-

ness is maximized at 800 kV, facilitating experimental work. Thus, it was determined 

that 800 k V is the optimal voltage for observing the structure of these boundaries. 

.. , .. 
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Fig , 5.2.1 Projected potential of the image-simulation computational cell for the L:5 

boundary . 
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5.3. The Structure of E41 in Molybdenum 

The results of an investigation on the structure of a E41 boundary in Molybde­

num are included in this section by courtesy of Dr. R. Gronsky . Since these results 

have also been published and discussed in detail,[l1[ only those aspects that are 

related to a discussion of the hard-sphere calculations in section 4.2 are presented here. 

The tilt angle was measured directly by the deviation of the (110) planes across the 

boundary; it was shown to be equal to (12±1) '. The misorientation for a E41 boun­

dary is 12.68 0

• In addition, a small twist component of 1.3 0 was measure by the dis­

placement of the first Laue circle. The structure of this asymmetrical boundary is 

shown in Figure 5.3.1 together with a projection of the O-lattice along the tilt axis. 

An enlarged view of one period of the asymmetrical boundary is shown in Figure 5.3.2; 

the core of the grain boundary dislocations are indicated by a Burgers circuit that also 

defines the Burgers vector. Each period of the asymmetrical boundary contains four 

pure edge [100] dislocations and one 1/2 [111] mixed dislocation . However, these two 

dislocations are sometimes mixed in different proportions indicating that the exact 

misorientation of the boundary gives an asymmetric boundary of very long period. 

The mixed dislocation always has the the extra half-plane in the same crystal making 

the boundary asymmetric as shown in Fig. 5.3.1. The screw component can not be 

determined from the HRTEM images because only a projection of the crystal structure 

is obtained . The presence of mixed dislocations leads to a faceted structure of the 

boundary . Macroscopically the boundary would appear to be asymmetrical. The 

region of interest for our observations is the region between two [100] dislocations 

which is equivalen t to half the period of a symmetrical tilt E41 boundary . This region 

shows that there are three distorted Bee unit cells separating each dislocation core. 
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In order to determine the atom position at the dislocation core an extensive program 

of image simulation is in progress. Since the period of the boundary is relatively large 

much computational time can be saved by using the real-space methodology that 

became available over the last year. However, these results already show excellent 

agreement with the structure of E41 discussed in section 4.2. 
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Fig . 5 . 3 . 1 HRTEN image of a near L:41 grain boundar y . Pr oject ion of 
the O- lattice along the til t axis; the gr ain boundary 
dislocations are i ndicated. This fi gure is included by 
courtesy of Dr . R. Gronsky. 
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Fig . 5 . 3 . 2 HRTEM i mage of a near L:41 bounda ry in Holybdenum . 
The Burger s vector of t he grain boundary dislo­
cations is indicated. This microgr aph is included 
by cour t esy of Dr . R. Grons ky . 
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6. CONCLUSIONS 

6.1. Comments on Grain Boundary Structure 

The method that was developed in chapters 3 and 4 is generalized here for the 

cases of asymmetric and mixed boundaries. The usefulness and limitations of the 

structural unit model are discussed. In the next section the implications of this model 

on grain boundary phenomena will be studied. First, the results in section 4 will be 

compared with the experimental data in section 1.3. Finally, some predictions on phy­

sical processes at grain boundaries are discussed. 

The computational method presented in section 3.4" can be adapted to study 

more general boundaries. The procedure of using the first layer of atoms of crystal 2 

on the other side of the boundary is particular to the study of symmetrical boun­

daries. However, the method of obtaining an interlocking group of atoms that retains 

the proper interatomic distances is general in nature. Thus, in order to study genral 

boundaries, a method to keep track of the atom positions before and after a displace­

ment is required. By picking groups of three atoms, two in one grain and the third in 

the other grain, it is possible to modify the equations in section 3.4 to obtain a possi­

ble rigid body translation. For example, a new sphere is equidistant from two atoms 

in grain 1 while an atom position in grain 2, after the translation, retains first or 

second-nearest neighbor distance with one of the two atoms in grain 1. The individual 

atom relaxations will be more difficult to visualize t.han those at symmetrical tilt boun­

daries with an AB stacking. In the authors view for a number of translations, the 

structure of the boundaries will consist of octahedra and tetrahedra in no particular 

order. Thus, for those translations the boundary would resemble a thin amorphous 

layer. However, for some translations, the structure of the mixed boundaries will 
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decompose In structural units of tilt and twist boundaries. These structures would 

have a higher coordination, and thus they will be more-likely to occurr according to 

the criteria developed in section 3.1. In order to distinguish between structures with 

high coordination the excess volume can be used as a criteria; in this case atom count­

ing inside a volume that goes well into the perfect crystal will be required. Thus, mix­

tures of capped trigonal prisms and pentagonal bipyramids that are typical of tilt 

boundaries together with capped Archimedian antiprisms that are typical of twist 

boundaries,. would be observed. It is commonly observed that asymmetrical tilt boun­

daries facet onto crystallographic planes with low indices. A study of the structural 

units of asymmetrical tilt boundaries would show that microfaceting occurs by the 

existence of structural units of the nearest symmetrical boundary and structural units 

corresponding to other. tilt boundaries with crystallographic boundary planes. This 

type of micro-faceting is shown, for example, by the near E41 boundary discussed in 

section 5.3. 

The structural unit model has solved a number of the problems that were raised 

In section 3.1. A polyhedra description of boundary structure is continuous with 

changes in boundary parameters. Thus, the polyhedra description has an advantage 

over dislocation models in that the reference states are determined. The only problem 

remaining has been pointed ou t in section 4.2. Since the structural units are distorted 

from their canonical hole form, for some of these units it is hard to decide the favored 

structure. Consider, for example, the [110] tilt boundaries. A capped trigonal prism if 

twisted becomes a pentagonal bipyramid. Thus instead of th.e given sequence of 

favored boundaries as El - E9 - E3 it could be argued that this sequence is simply El 

- E3. However, the author prefers the former sequence because the pentagonal bipy-
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ramid is a recognizable unit for .all the boundaries in the sequence between I:l and I:3. 

The favored boundaries are then those short period boundaries that are compossed of 

one structural unit only. Thus, a study of the short period boundaries in a given 

range gives all the possible structural units in that range. A structural unit descrip­

tion for a long period boundary can then be predicted by use of decompositions such 

as those shown in sections 4.2 and 4.4. The decomposition gives the number of struc­

tural units from each favored boundary, and their arrangement can be determined by 

requiring that the distance between minority units be maximized. The structural unit 

model is a powerful tool for predicting the structure of grain boundaries once the 

structure of a few short period boundaries is known. 
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6.2. Comments on Grain Boundary Processes 

The structural unit model has some important implications on the physical 

behavior of grain boundaries. In particular, the problem of grain boundary segrega­

tion which causes significant engineering problems is discussed. First, the experimen~ 

tal data in section 1.3 is discussed. 

The favored boundaries represent cusps In the energy versus misorientation 

curve. This arises from the fact that minority units represent stress concentrations in 

the boundary. Since the favored boundaries are compossed of only type of unit, they 

have lower energy than the intervening boundaries. It can be predicted then that E5 

should be a minima in the energy versus misorientation curve for [100] tilt boundaries. 

This agrees with the results in Fig. 1.3.2. Similarly E9 and E3 should be energy 

minima for the [110] boundaries. This agrees with the results discuSsed in section 1.3; 

however, the minima at E51 and E19 are not predicted by the structural unit model. 

Other cusps in a property versus misorientation curve can arise because the degree of 

distortion of the structural units is small. These cannot be predicted by the structural 

unit model but they usually occur in coincidence boundaries and small-angle boun­

daries. However, it should be noted that those boundaries that are shown to have spe­

cial properties by the structural unit model, always satisfy that prediction .. 

One of the more important aspects that result from this investigation is the 

existence of structures that are related by the addition or removal of one layer of 

atoms parallel to the boundary. Although the discussion that follows concentrates on 

the addition of a layer per period as would occur in grain boundary segregation, the 

problem of formation of substitutional point defects at the boundary can be descr~bed 

by the inverse phenomenon of removal of one layer per period of the boundary. 
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Segregation occurs then simply by adding one atom per boundary period. The 

sequence of structural units for a period without segregation will be indicated by a U, 

and the sequence of units in a period where segregation has occured by S. The U· 

periods and S p·eriods have the same excess volume. Thus the two structures have 

different in-plane translations. This implies that at the region where an U unit joins a 

S unit, a partial grain boundary dislocation with Burgers vector equal to the difference 

in translations exist. Since this defect has an energy associated with it, segregation 

would tend to occur in such a way that the number of these defects is minimized. 

Under non-equilibrium conditions segregation occurs randomly along the boundary as 

the segregating atom species arrive at the boundary plane. Upon annealing U units 

and S units will cluster to minimize the energy associated with the partial grain boun-

dary dislocations. This implies that changes in concentration along the boundary 

plane should occur, and that the clusters of S units are preferential sites for the 

heterogeneous nucleation of second faces or for crack nucleation due to fragility at the 

boundary plane induced by the segregating species. The existence of partial grain 

boundary dislocations has been observed experimentally very recently.!l! Variations of 

the concentration of a segregating species along the boundary plane have also been 

reported.!2! 

Since grain boundaries are shown to be composed of a small number of different 

polyhedra, it is possible to study the effect of an impurity atom in an isolated poly he-

dra. For example, electron 'densities in a tetragonal dodecahedron of nickel atoms 

with one sulphur atom show that strong bonds form between the nickel atoms and the 

sulphur while simultaneously weakening the nickel-nickel bonds.l3J If the weak nickel-

nickel bonds occur across the boundary plane the grain boundary would be fragile. 
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An important aspect that should be treated in future calculations is the influence of 

the structural unit distortions in the electron densities. The polyhedra model provides 

a considerable simplification to the problem of studying grain boundary structure and 

properties. 
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