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Abstract
Free resolutions, linkage, and representation theory

by
Xianglong Ni

Doctor of Philosophy in Mathematics
University of California, Berkeley
Professor David Eisenbud, Chair

Spanning two papers from 1989 and 2018,Weyman unearthed a fascinating connection between
commutative algebra and representation theory in his study of generic free resolutions of length
three. This thesis is devoted to analyzing this connection further. In the first half, we show that
certain Kazhdan-Lusztig varieties provide generic examples of ideals in the linkage class of a com-
plete intersection. For those of embedding codimension three, we also compute the free resolutions
of their coordinate rings. We later show that these specialize to resolutions of all grade three licci
ideals.

In the second half, we develop the machinery of higher structure maps originating from Wey-
man’s generic ring. Using the free resolutions constructed previously, we disprove Hochster’s con-
jecture on finite generation of generic rings. The two perspectives converge in the final chapter of
the thesis, in which we develop an ADE correspondence to completely classify grade three perfect
ideals with small type and deviation.
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Chapter 1

Introduction

Let R be a commutative local Noetherian ring, with maximal ideal m and residue field k. We say
that an ideal I ⊂ R is perfect if c ∶= grade(I), the maximal length of an regular sequence contained in
I, is equal to the projective dimension pdimR/I. The primary case of interest is when R is regular:
in this situation the notions of grade and codimension coincide, and I being perfect is equivalent to
R/I being Cohen-Macaulay by the Auslander-Buchsbaum formula. For simplicity of exposition we
assume this to be the case for the rest of this introduction.

There has been an extensive amount of work analyzing the structure of perfect ideals I ⊂ R. For
c = 1 the problem is trivial, as the ideal of a hypersurface is generated by a single equation. The first
major result in this area dates back to [24], whereHilbert proved a structure theorem for ideals I in a
polynomial ring with pdimR/I = 2. This was generalized by Burch in 1968 to arbitrary commutative
rings in [11]. Using the Hilbert-Burch theorem, one concludes that if c = 2, the ideal I is generated
by the (n− 1)× (n− 1)minors of a n× (n− 1)matrix, where n is the minimal number of generators
of I.

The situation becomes more mysterious for c ≥ 3, and many authors throughout the late 20th
century have addressed various cases which we now survey. It is helpful to introduce two numerical
quantities to assist in organizing the story:

• The deviation d of I is the quantity n − c. Note that n ≥ c always, with equality if I is a
complete intersection. Hence the deviation is a measurement of how far an ideal is from
being a complete intersection.

• The type t of R/I is the minimal number of generators of the canonical module ExtcR(R/I, R)
of R/I. It is equal to the last Betti number bc for a minimal free resolution of R/I. By abuse of
terminology we will also refer to this as the type of I.

The ring R/I is Gorenstein exactly when t = 1, and we also refer to the ideal I itself as being Goren-
stein in this case. In [7], Buchsbaum and Eisenbud characterized Gorenstein ideals of codimension
c = 3. Explicitly, I is generated by the (n − 1) × (n − 1) pfaffians of a n × n skew matrix, where n is
odd.

Given the ubiquity of Gorenstein ideals and their elegant characterization in codimension 3, it
was a natural goal to try and develop an analogous structure theorem for Gorenstein ideals of codi-
mension 4. The only known examples of such ideals of deviation 2 were hypersurface sections, and
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CHAPTER 1. INTRODUCTION

for a brief period, some believed that all codimension 4Gorenstein idealsmight just be hypersurface
sections—i.e. that there was no more to their structure theory beyond what had already been dis-
covered in codimension 3. This was gradually revealed to be drastically false. For instance, Kustin
and Miller exhibited Gorenstein ideals of codimension 4 with any odd d ≥ 3 in [33], contrasting
with the codimension 3 case.

On the other hand, the observed behavior for d = 2 was later proven under mild hypotheses:
see [23] and [47]. As Kunz showed Gorenstein ideals of arbitrary codimension cannot have d = 1
in [32], a natural question to ask was whether all such ideals with d = 2 are hypersurface sections,
as observed for c = 4. But this is not the case: Huneke and Ulrich produced an interesting family
of Gorenstein ideals of odd codimension c ≥ 5 with d = 2 which are not hypersurface sections in
[29]. Their construction also makes sense for c = 3, but it coincides with the Buchsbaum-Eisenbud
example in that case.

The list of results given above is by no means exhaustive, but it is enough to illustrate the dif-
ficulty of the problem—in particular, there do not seem to be any obvious patterns as we vary the
parameters (c, d , t), whichwe henceforth refer to as the triple of parameters associated to the perfect
ideal I.

A recurring theme throughout many of these classical papers has been the technique of liaison,
or linkage. In particular, in all situations where we have an a conclusive “structure theorem” for
grade c perfect ideals with deviation d and type t, all such ideals are actually in the linkage class of
a complete intersection (licci). For example, all perfect ideals associated to the triples (2, d , t) and
(3, d , 1) are licci: see [41] and [48] respectively.

In these two examples, the licci property for each family of perfect ideals was deduced indepen-
dently from the corresponding structure theorem. In retrospect, the connection may be explained
as follows: Buchweitz showed that the deformation theory of reduced licci algebras is strongly unob-
structed in his thesis [10], and Herzog showed in [22] how to consequently obtain explicit structure
theorems. Specifically, one can impose an equivalence relation on reduced licci algebras so that each
equivalence class (referred to in the literature as aHerzog class) has a generic example specializing to
all members of the family. The generic example can then be interpreted as the “structure theorem”
for that family.

It is moreover possible to translate these structure theorems between directly linked families.
For instance, in the same paper where Buchsbaum and Eisenbud proved their structure theorem
for codimension 3 Gorenstein ideals, they were able to use linkage to deduce a structure theorem
for codimension 3 almost complete intersections as well. Continuing this idea, Brown and Sanchez
found structure theorems for other families of grade 3 perfect ideals that were directly linked to
almost complete intersections; see [4] and [45].

However, there are two major caveats to this approach. The first is that we can only hope to
obtain structure theorems for licci ideals in this manner, whereas for c ≥ 3 there exist1 non-licci

1One area of active research aims to remedy this by replacing the notion of liaison with the more general notion
of G-liaison, where links are done more generally with Gorenstein ideals rather than only complete intersections. In
this direction, the main open question is whether all perfect ideals are in the Gorenstein linkage class of a complete
intersection (glicci). While this has been proven for many families of perfect ideals, the general statement remains
open even in codimension 3. Unfortunately, Gorenstein linkage does not preserve the deformation-theoretic properties
exemplified by licci ideals, so an affirmative answer to this conjecture would not readily translate to structure theorems
for perfect ideals. In this thesis we will only consider ordinary linkage.
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CHAPTER 1. INTRODUCTION

perfect ideals. There are also examples of non-licci Gorenstein ideals for c ≥ 4. This leads us to our
first main question:

Question 1.1. For what triples (c, d , t) are all associated perfect ideals licci?

Even if we restrict to licci ideals, there is another caveat: there are generally multiple Herzog
classes of licci ideals with the same parameters (c, d , t). The first example of this occurs when
(c, d , t) = (3, 2, 2): in [4] it was observed that there are at least two distinct Herzog classes of such
licci ideals, and only one of these was characterized by the structure theorem given in that paper.
This leads us to our second main question:

Question 1.2. Can we describe all Herzog classes of grade c licci ideals with deviation d and type t?

In view of the seemingly disparate examples given previously, it is perhaps doubtful whether
such a question is even tractable. At least in theory, one can iteratively use linkage to produce new
classes from old, until one no longer finds any new classes with the given parameters. For instance,
Lopez used ideas along these lines in [37] to show that any licci ideal with (c, d , t) = (5, 2, 1) is
either a double hypersurface section of a grade 3 Gorenstein ideal on 5 generators, or a member of
the family studied by Huneke and Ulrich in [29].

However, it is possible that this procedure does not terminate. And even when it does terminate,
there are often far toomanyHerzog classes to work out by hand. To give a sense of scale, while there
were only 2 for licci ideals with (c, d , t) = (5, 2, 1), we will later see that there are 90 for (3, 2, 4) and
infinitely many for (3, 3, 3).

In fact, there are conjectural answers to both questions above, which we will prove for c = 3
assuming that R has equicharacteristic zero. Implicit here is the claim that there actually is a pattern
to all the examples given previously. It is one which comes from a rather unexpected source:

Definition 1.3. Let c ≥ 2, d ≥ 0, and t ≥ 1 be integers. Let T be the T-shaped graph with arms
of length c − 2, d, and t. We say that (c, d , t) is an ADE triple if T is a Dynkin diagram. This is
equivalent to the following inequality:

1
c − 1

+ 1
d + 1

+ 1
t + 1

> 1.

With this definition, we can state the conjectural answer to Question 1.1.

Conjecture 1.4. Let c ≥ 2, d ≥ 0, and t ≥ 1 be integers. All perfect ideals associated to (c, d , t) are licci
if and only if (c, d , t) is an ADE triple.

The conjecture which addresses Question 1.2 requires more machinery to state precisely, and
we defer it to Chapter 2 until after we have introduced the necessary background on representation
theory and Schubert varieties.

While Conjecture 1.4 neatly unifies a whole assortment of classical results, we have given no
hints as to why such a connection to representation theory should be present in the first place. One
of the primary goals of this thesis is to demystify this connection. For now, we present just one
example to give an informal sketch: the case of grade 3 Gorenstein ideals.
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CHAPTER 1. INTRODUCTION

The graph T associated to (c, d , t) = (3, n − 3, 1) (in the sense of Definition 1.3) is the Dynkin
diagram Dn. We analyze an excerpt of the proof in [7] to illustrate how the representation theory of
the corresponding simple Lie algebra so(2n) is subtly involved.

Let I ⊂ R be a grade 3 Gorenstein ideal in a local Noetherian C-algebra (R,m, k). The minimal
free resolution of R/I has the form

F∶0→ F3 → F2 → F1 → R.

One of the key ingredients in the proof is the existence of a graded-commutative differential graded
algebra on F lifting the algebra structure on Tor∗(R/I, k). Fix such a structure; the assumption that
I ⊂ R is Gorenstein implies that themultiplication F1⊗F2 → F3 ≅ R induces an isomorphism F1 ≅ F∗2 .
Using this isomorphism, we may rewrite our resolution in the form

0→ R
d∗1Ð→ F∗1

d2Ð→ F1
d1Ð→ R

so that the multiplication F1 ⊗ F∗1 → R is the evident pairing.
Let e1, . . . , en be a basis of F1 and e′1 , . . . , e′n ∈ F∗1 its dual basis. The graded Leibniz rule implies

that

d∗1 ((d2e′i) ⋅ e′j + e′i ⋅ (d2e′j)) = (d1d2e′i) ⋅ e′j − (d2e′i) ⋅ (d2e′j) + (d2e′i) ⋅ (d2e′j) + e′i ⋅ (d1d2e′j)
= 0.

Since d∗1 is a monomorphism, we conclude (d2e′i) ⋅ e′j + e′i ⋅ (d2e′j) = 0, which equivalently says that
d2 = d∗2 . The conclusion is that every grade 3 Gorenstein ideal admits a minimal free resolution
where the middle differential is represented by a skew matrix.

The above presentation is faithful to the original paper of BuchsbaumandEisenbud, andwe refer
the reader there for more details. We propose a different way of interpreting the same argument.
Using our choice of dg-algebra structure on the original resolution F, assemble the n × 2n block
matrix

w(2) =
F∗1 F1

[ ]F∗2 original d∗2 multiplication

In particular, the right block is invertible. As the wholematrix is surjective, it determines an R-point
of the Grassmannian Gr(n, 2n). But we can say more: the Leibniz rule calculation shows that after
performing row operations on this block matrix, which has no effect on the R-point of Gr(n, 2n) it
describes, we obtain

F∗1 F1
[ ]F∗2 new skew d∗2 In .

Viewing F1 ⊕ F∗1 as an orthogonal space with the evident quadratic form given by the pairing of
the two factors, the above describes an n-plane which is isotropic for the quadratic form. In other
words, w(2) determines an R-point of the orthogonal Grassmannian OG(n, 2n) ⊂ Gr(n, 2n).

TheorthogonalGrassmannian is a homogeneous space SO(2n)/Pwhere P ⊂ SO(2n) is a certain
maximal parabolic subgroup. Inside of OG(n, 2n), there is a Schubert cell C parametrized as

[generic skew matrix Y In]
4



CHAPTER 1. INTRODUCTION

so w(2) determines a map f ∶ SpecR → C. Moreover, there is a codimension 3 (opposite) Schubert
variety X ⊂ OG(n, 2n)with the property that the ideal of X∩C ⊂ C is generated by the (n−1)×(n−1)
pfaffians of the generic skew matrix Y . Hence the structure theorem of Buchsbaum and Eisenbud
equivalently states that f −1X = SpecR/I. Further discussion relating grade 3 Gorenstein ideals to
the orthogonal Grassmannian can be found in [15]. We will also revisit the various components of
this perspective in the subsequent chapters.

The main goal of this thesis is to report on ongoing joint work with Lorenzo Guerrieri and
Jerzy Weyman, giving answers to Questions 1.1 and 1.2 for c = 3 under the assumption that R has
equicharacteristic zero2. We also hope that this thesis will provide an accessible introduction to the
various aspects of this whole theory, and that it makes a compelling case that representation theory
will be crucial in furthering our understanding of perfect ideals.

This project has evolved greatly over the years, and new developments have often recontextual-
ized earlier work in more illuminating ways. Historically, the connection to representation theory
originated in Weyman’s study of generic free resolutions of length 3; c.f. [51] and [50]. The analy-
sis of these generic free resolutions leads to a notion of higher structure maps. A thorough study of
these higher structuremaps then yields our desired statements regarding licci ideals. However, from
an expository standpoint, this approach does not adequately motivate the representation theory—
although it appears for good reason, the true extent of the connection is obscured by the heavy
machinery surrounding it. Its importance is only made clear in retrospect, after everything has
been proven.

To better motivate the story, we will instead take an approach where the connection to rep-
resentation theory is transparent from the beginning, and the study of generic free resolutions is
introduced at a later point to augment our understanding of the situation. Chapter 2 is devoted to
the study of linked Schubert varieties. We exploit the symmetry of these Schubert varieties to prove
that they give the generic examples of licci ideals. Using this, we state the conjectural answer to
Question 1.2, and prove a portion of it. In particular, we show that if (c, d , t) is an ADE triple, then
there are finitely many Herzog classes of associated licci ideals.

Afterwards, we specialize to c = 3. In Chapter 3, we generalize the well-known Buchsbaum-
Eisenbud resolution of (n− 1)×(n− 1) pfaffians of a generic n×n skewmatrix (n odd) by exhibiting
it as onemember of a family of resolutions constructed using Lie algebras. Some of these resolve the
coordinate rings of certain Kazhdan-Lusztig varieties studied in Chapter 2, and we will later show
that these give the generic resolutions of all grade 3 licci ideals.

However, the techniques of Chapter 2 require knowing a priori that I ⊂ R is licci. In particular,
they cannot be used to prove Conjecture 1.4. To analyze perfect ideals more generally, we pivot to
generic free resolutions in Chapter 4, eventually leading to the definition of the previously men-
tioned higher structure maps. After thoroughly developing the necessary machinery for working
with thesemaps, we show how this theory eventually converges with thematerial of earlier chapters,
and we use it to disprove a conjecture of Hochster regarding finite generation of generic rings.

Finally, we apply this theory to establish our main results regarding linkage of perfect ideals in
Chapter 5. We show that the transformation of higher structure maps under linkage is particularly
elegant, and draw parallels to the geometric treatment of Chapter 2. We deduce various invariants

2Actually, we will simply work over C throughout, as this is the standard setting for much of the representation
theory, but all the results we need are valid overQ. We will comment on this throughout the text when needed.
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CHAPTER 1. INTRODUCTION

of linkage for grade 3 perfect ideals, showing for instance that higher structure maps can be used to
compute the non-licci locus. Then we use the machinery of Chapter 4 in full force to prove that this
locus is empty for grade 3 perfect ideals associated toADE triples, thereby provingConjecture 1.4 for
c = 3. We then conclude by sketching various consequences of this theory and possible directions
for future study.

6



Chapter 2

Licci ideals and Schubert varieties

In this chapter, we introduce the necessary background on licci ideals and Schubert varieties. Then
we analyze a very specific linked pair of Schubert varieties and prove that they yield generic examples
of certain licci ideals. In the codimension 3 case, these Schubert varieties were studied by Sam
and Weyman in [44], and a particular one was carefully examined in [12] and [34]. The original
motivation for looking at these Schubert varieties comes from the study of generic free resolutions,
but the treatment in this chapter will be independent of that theory.

Assumption 2.1. All rings considered in this thesis are assumed to be commutative C-algebras.
There is no particular reason to useC instead of any other algebraically closed field of characteristic
zero, other than that it is standard for representation theory. Working over an algebraically closed
field is convenient for geometric statements, but our results remain valid over Q. All fields are
assumed to have characteristic zero. We refer back to this with commentary as needed.

2.1 Linkage
To have an adequate theory of linkage, some assumptions are necessary either on the ambient ring
R or the ideals under consideration. Taking the former approach, one typically assumes that R is
local and Cohen-Macaulay. In this setting, one says that I, J ⊆ R are (directly) linked if there exists a
regular sequence α1, . . . , αc ∈ R such that

(α1, . . . , αc) ∶ I = J and (α1, . . . , αc) ∶ J = I.

This guarantees that both ideals I, J are unmixed of height c, and also that α1, . . . , αc ∈ I∩J. However,
many properties are not preserved under linkage at this level of generality: for instance, it is possible
that R/I is Cohen-Macaulay whereas R/J is not. As shown in [41], this is remedied if one assumes
R is moreover Gorenstein.

Rather than restrict the ring R, we will instead restrict the ideals under consideration, and ex-
clusively consider the linkage of perfect ideals.

Definition 2.2. Let R be a Noetherian ring. An ideal I ⊂ R is perfect if pdimR/I = grade I. Here
grade I ∶= min{c ∶ Extc(R/I, R) ≠ 0} = depth(I, R) is the maximal length of a regular sequence
contained in I. An ideal I ⊂ R is a complete intersection if it is generated by a regular sequence.

7



CHAPTER 2. LICCI IDEALS AND SCHUBERT VARIETIES

If I is a complete intersection, then R/I is resolved by a Koszul complex, so in particular I is
perfect. The primary case of interest is when R is a regular local ring. In this situation, pdimR/I is
equal to the codepth of R/I by the Auslander-Buchsbaum formula. On the other hand, grade I =
codim I since R is Cohen-Macaulay. Hence I is perfect if and only if depthR/I = dimR/I, i.e. R/I
is Cohen-Macaulay.

In [17], Golodweakened some of the hypotheses in [41] and showed that linkage of perfect ideals
is well-behaved even if the ambient ring R is only assumed to be Noetherian.

Definition 2.3. Let R be a Noetherian ring, I ⊂ R a perfect ideal of grade c, and α1, . . . , αc ∈ I a
regular sequence on R. In this situation we say that the ideal J = (α1, . . . , αc) ∶ I is (directly) linked
to I by the sequence α1, . . . , αc, or by the complete intersection ideal (α) = (α1, . . . , αc). We write
I ∼ J, or I (α)∼ J if we wish to emphasize the regular sequence.

We do not exclude the possibility that J = (1), which necessarily means I = (α). As a matter
of convention, we declare that (α) (α)∼ (1) and (1) (α)∼ (α), even though (1) is not a grade c perfect
ideal.

For perfect ideals it is not necessary to assume the symmetric condition that I = (α1, . . . , αc) ∶ J
in Definition 2.3, as it can be deduced as a consequence:

Theorem 2.4 ([41],[17]). Suppose I ⊂ R is a grade c perfect ideal and I ∼ J. If J ≠ (1), then J is also a
grade c perfect ideal and J ∼ I.

Furthermore, there is a systematic method for constructing a resolution for R/J starting from
one for R/I. Specifically, let

F∶0→ Pc → Pc−1 → ⋯→ R

be a minimal length projective resolution of R/I, and let K be the Koszul complex on the map
K ∶= Rc

[α1 ,...,αc]ÐÐÐÐ→ R where α1, . . . , αc ∈ I is a regular sequence. Let ψ∶K→ F be anymap of complexes
covering the quotient R/K → R/I:

0 Pc Pc−1 ⋯ P1 R

0 ⋀c K ⋀c−1 K ⋯ K R

ψc ψc−1 ψ1 (2.1)

Finally, we take the dual of the mapping cone of ψ and twist by ⋀c K to obtain a complex

R ← (P∗c ⊗
c
⋀K)⊕ K ← ⋯← (P∗2 ⊗

c
⋀K)⊕

c−1
⋀K ← P∗1 ⊗

c
⋀K ← 0.

(Note that we have cancelled the split part R → R at the right end.) The next result originally
appeared in [41], where it is attributed to Ferrand. It was then extended in scope by Golod in [17],
which is the generality we use here.

Theorem 2.5 ([41],[17]). If I is a grade c perfect ideal in a Noetherian ring R, and α1, . . . , αc ∈ I is a
regular sequence, then the complex constructed above is a resolution of R/((α1, . . . , αc) ∶ I).

8



CHAPTER 2. LICCI IDEALS AND SCHUBERT VARIETIES

Let φ∶R → S be a homomorphism of Noetherian rings. If I ⊂ R is a grade c perfect ideal, then
IS(∶= φ(I)S) has grade at most c unless it is the unit ideal; see for instance [25]. If φ(α1), . . . , φ(αc)
is a regular sequence in S, then grade IS = c, and F⊗ S is a resolution of S/IS. Tensoring (2.1) with
S yields the following corollary.

Corollary 2.6. Let φ∶R → S be a homomorphism of Noetherian rings, and let I (α)∼ J be linked grade
c perfect ideals in R, where α = (α1, . . . , αc). If φ(α1), . . . , φ(αc) is a regular sequence in S, then
IS (α)S∼ JS.

Although linkage is not transitive, we can consider the equivalence relation it generates.

Definition 2.7. Let R be a Noetherian ring, and let I ⊂ R be a grade c perfect ideal. If there exists a
sequence of links

I = I0 ∼ I1 ∼ ⋯ ∼ IN = J ,

where each I j is either a grade c perfect ideal or the unit ideal, then we say that I and J are in the
same linkage class. If N is even (resp. odd), we say J is in the even linkage class (resp. odd linkage
class) of I.

The ideal I is licci if it is in the linkage class of a complete intersection.

Note that with our conventions, a perfect ideal I ⊂ R is licci if and only if there exist a sequence
of links I ∼ ⋯ ∼ (1).

Nowwe specialize to the settingwhereR is local and reintroduce some quantities fromChapter 1.

Definition 2.8. Let I be a grade c perfect ideal in a local Noetherian ring (R,m, k), and let

0→ Fc → ⋯→ F1 → F0

be aminimal free resolution of R/I. Let bi = dimk Tori(R/I, k) denote the (ordinary) Betti numbers
of R/I, so e.g b0 = 1 and b1 is the minimum number of generators of I.

• The deviation d(I) of I is b1 − c.

• The type t(R/I) of R/I is bc. By abuse of terminology, we will also refer to this as being the
type of I.

Definition 2.9. Let I ⊂ R be a grade c perfect ideal in a local Noetherian ring. If the regular sequence
α is part of a minimal generating set of I, then we say that I

(α)
↝ (α) ∶ I is a minimal link. Note that

this condition is not symmetric, hence the usage of↝ rather than ∼.

If I ↝ J is a minimal link, then the type of J is exactly the deviation of I, and the deviation of J
is at most the type of I. More generally:

Lemma 2.10. Let I ∼ J be linked grade c perfect ideals in a local Noetherian ring (R,m, k), and
let K be the subspace of Tor1(R/I, k) = I/mI spanned by the images of α1, . . . , αc. Let m∶⋀c−1 K ⊆
⋀c−1 Tor1(R/I, k)→ Torc−1(R/I, k) denote the multiplication map in the Tor algebra. Then:

1. t(R/J) = d(I) + c − dimK,
9
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2. d(J) = t(R/I) − rankm.

Proof. This is immediate from (2.1) andTheorem 2.5: take F to be a minimal free resolution of R/I,
and use that rank(ψc−1 ⊗ k) = m and rank(ψ1 ⊗ k) = dimK.

In some situations we will want to perform links with control over the subspace K, for which
the next result is helpful.

Lemma 2.11. Let I be a grade c ideal in a local Noetherian ring (R,m, k) (over an infinite field by
Assumption 2.1). Let K ⊆ I/mI be any subspace with dimK ≤ c. Then there exists K ⊆ I generated by
a regular sequence such that the image of K in I/mI is K.

Proof. Over an infinite field, it is well-known that if grade(h1, . . . , hn) = c then c general linear
combinations of h1, . . . , hn form a regular sequence. Pick α1, . . . , αc ∈ I so that their images generate
the desired K in I/mI. We can simply apply the preceding fact to the ideal

I′ = (α1, . . . , αc) +mI

which also has grade c, e.g. because I2 ⊆ I′ ⊆ I. A general linear combination of generators for I′
will be a regular sequence in I and have the same image K.

Proposition 2.12 ([28, Corollary 2.5]). Let I be a licci ideal in a local ring R (with infinite residue
field by Assumption 2.1). Then there exists a sequence of links

I = I0 ∼ I1 ∼ ⋯ ∼ IN (2.2)

where all links Ii ↝ Ii+1 are minimal, and IN is a complete intersection.

The proof moreover shows that, to obtain a sequence of links such as (2.2), it suffices to use a
regular sequence consisting of general linear combinations of minimal generators at every step.

Example 2.13. Let R = CJw , x , y, zK and consider the perfect ideal given by

I = (xz − y2, xy −wz,wy − x2).

This ideal has grade c = 2, deviation d = 1, and type t = 2. It is directly linked to the complete
intersection (w , x), and an additional link takes it to the unit ideal:

I ∼ (w , x) by (xy −wz,wy − x2)
∼ (1) by (w , x).

The ideal I is generated by the 2 × 2 minors of a 2 × 3 matrix. A verbose restatement is as follows.
Let Gr(2, 5) be the Grassmannian of 2-planes in C5 = span(e1, . . . , e5). Points of Gr(2, 5) may be
represented as 2 × 5 matrices, up to row operations. There is a Schubert cell C consisting of all
2-planes transverse to span(e1, e2, e3), parametrized as

C = {[a11 a12 a13 1 0
a21 a22 a23 0 1]}

10
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and a codimension 2 opposite Schubert variety X consisting of all 2-planes not transverse with
span(e4, e5). On the cell C, the variety X ∩ C is defined by the 2 × 2 minors of (ai j). This is an
example of a matrix Schubert variety, which is in turn an example of a Kazhdan-Lusztig variety. If
we consider

[w x y 1 0
x y z 0 1]

as defining a morphism f ∶ SpecR → C, then f −1X = SpecR/I. We will generalize this to many other
licci ideals shortly, but the appropriate Kazhdan-Lusztig varieties reside in homogeneous spaces
other than the Grassmannian, which we now introduce.

2.2 Representation theory
We summarize the necessary results on representation theory and Schubert varieties, working in the
general setting of Kac-Moody Lie algebras where possible, since this will be needed for Chapters 3
through 5. At this level of generality, most of the material in this section can be found in [31]. Other
general facts about Lie algebras, e.g. Baker-Campbell-Hausdorff, can be found in [26].

2.2.1 Lie algebras and representations
Construction

Fix integers p, q, r ≥ 1, and let T = Tp,q,r denote the graph

xp−1 ⋯ x1 u y1 ⋯ yq−1

z1

⋮

zr−1

Let n = p+ q + r − 2 be the number of vertices. From the above graph, we construct an n × nmatrix
A, called the Cartan matrix, whose rows and columns are indexed by the nodes of T :

A = (ai , j)i , j∈T , ai , j =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

2 if i = j,
−1 if i , j ∈ T are adjacent,
0 otherwise.

T is a Dynkin diagram if and only if 1/p + 1/q + 1/r > 1; in this case we say it is of finite type. (For
the applications to §2.3, we will only consider this case.) We next describe how to construct the
associated Lie algebra g.

Let h = C2n−rank A, and pick independent sets Π = {αi}i∈T ⊂ h∗ and Π∨ = {α∨i }i∈T ⊂ h satisfying
the condition

⟨α∨i , α j⟩ = ai , j.
11
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The αi are the simple roots and the α∨i are the simple coroots. If 1/p + 1/q + 1/r = 1, then T = E(1)n−1 is
of affine type and rankA = n − 1. Otherwise rankA = n, and Π, Π∨ are bases of h∗, h respectively.

The Lie algebra g ∶= g(T) is generated by h together with elements ei , fi for i ∈ T , subject to the
defining relations

[ei , f j] = δi , jα∨i ,
[h, ei] = ⟨h, αi⟩ei , [h, fi] = −⟨h, αi⟩ fi for h ∈ h,

[h, h′] = 0 for h, h′ ∈ h,
ad(ei)1−a i , j(e j) = ad( fi)1−a i , j( f j) for i ≠ j.

Under the adjoint action of h, the Lie algebra g decomposes into eigenspaces as g =⊕gα, where

gα = {x ∈ g ∶ [h, x] = α(h)x for all h ∈ h}.

This is the root space decomposition of g.

Assumption 2.14. For simplicity, we henceforth assume that T is not of affine type. Thus the Cartan
matrix is invertible, and g is generated by ei and fi for i ∈ T since α∨i is a basis of h. This is just
for convenience of exposition; the theory we discuss remains valid in the affine case with minor
adjustments.

Gradings on g

Let Q ⊂ h∗ be the root lattice⊕i∈T Zαi . If gα ≠ 0, then necessarily α ∈ Q. If such an α is nonzero,
we say it is a root, and denote the set of all roots by ∆. Hence the Lie algebra g is Q-graded. By
singling out a vertex t ∈ T , this Q-grading can be coarsened to a Z-grading by considering only the
coefficient of αt . We refer to this as the t-grading. The sum of all t-gradings for t ∈ T is called the
principal gradation on g. The degree zero part in the principal gradation is the Cartan subalgebra h.
For α ∈ ∆ ∪ {0}, we write:

• α >t 0 (resp. α ≥t 0) if the coefficient of αt in α is positive (resp. nonnegative),

• α > 0 (resp. α ≥ 0) if the coefficient of αt in α is positive (resp. nonnegative) for some t ∈ T ,

and similarly for α <t 0, α ≤t 0, α < 0, α ≤ 0. We have ∆ = ∆+ ∐ ∆− where ∆+ = {α ∈ ∆ ∶ α > 0} and
∆− = {α ∈ ∆ ∶ α < 0} are the sets of positive and negative roots respectively.

Using these notions, we define a few important subalgebras of g:

n+ =⊕
α>0

gα n− =⊕
α<0

gα

b+ =⊕
α≥0

gα b− =⊕
α≤0

gα

n+t =⊕
α>t0

gα n−t =⊕
α<t0

gα

p+t =⊕
α≥t0

gα p−t =⊕
α≤t0

gα

12
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Write hi ∈ h for the basis dual to the simple roots αi ∈ h∗. The degree zero part of g in the t-grading
is

g(t) ×Cht
where g(t) is the subalgebra generated by {ei , fi}i≠t and Cht is the one-dimensional abelian Lie
algebra spanned by ht . The decomposition of g into t-graded components is just its decomposition
into eigenspaces for the adjoint action of ht :

g =⊕
j∈Z

ker(ad(ht) − j).

Example 2.15. For the Dynkin diagram An, with vertices labeled as

1 2 ⋯ n,

the associated Lie algebra is sln+1 ∶= sl(Cn+1). Let єi j denote the (n+1)×(n+1)matrix whose entries
are all 0 except for a single 1 in the i-th row and j-th column. Then it is customary to use the Lie
algebra generators ei = єi ,i+1 and fi = єi+1,i for i = 0, . . . , n.

An ordered sequence of vertices t1, . . . , tn forming a subgraph An ⊂ T yields an inclusion sln+1 ↪
g by sending the generators ei , fi of sln+1 to the corresponding elements et i , ft i ∈ g.

Representations

Let V be a representation of g. For λ ∈ h, define the λ-weight space of V to be

Vλ = {v ∈ V ∶ hv = λ(h)v for all h ∈ h}.

If Vλ ≠ 0, then we say λ is aweight of V . A nonzero vector v ∈ Vλ is a highest weight vector if n+v = 0.
If such a v generates V as a g-module, then we say V is a highest weight module with highest weight
λ.

Let U denote the universal enveloping algebra functor. Representations of g are equivalent to
modules over U(g). Given λ ∈ h∗, the Verma moduleM(λ) is defined to be

M(λ) = U(g)⊗U(b+) Cλ .

Here Cλ is the b+-module where h acts by λ and n+ acts trivially. All the weights of M(λ) are in
λ + Q. If v ∈ Vλ is a highest weight vector, then there is a map M(λ) → V sending 1 ↦ v. If V is a
highest weight module then this map is surjective.

Every Verma module M(λ) has a unique maximal proper submodule J(λ), namely the sum of
all submodules which do not contain v. It follows that L(λ) = M(λ)/J(λ) is an irreducible highest
weight module with heighest weight λ, and any such module is isomorphic to L(λ).

Let ωi ∈ h∗ be the basis dual to α∨i ∈ h. Explicitly, ωi is the linear combination of αi given by
the i-th column of A−1. These are the fundamental weights, and the representations L(ωi) are called
fundamental representations. Their nonnegative integral span is the collection of dominant weights.

One can alternatively work with lowest weights instead of highest weights, interchanging the
roles of positive and negative parts of the Lie algebra in all of the preceding. The irreducible rep-
resentation with lowest weight −λ is L(λ)∨, where (−)∨ represents the “restricted” dual. That is,
V∨ ∶=⊕V∗λ for a weight module V with finite-dimensional weight spaces. One has V∨ ⊆ V∗, with
equality when V is finite-dimensional.

13
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Weight grading on representations

The decomposition of L(λ) into weight spaces gives an h∗-grading on L(λ). Moreover, all the
weights of L(λ) are in the translate λ +⊕i∈T Zαi of the root lattice.

In §2.2.1 it was described how singling out a vertex t ∈ T allows us to impose a Z-grading on
g by considering only the coefficient of αt in the h∗-grading. This works for representations L(λ)
as well: if v ∈ L(λ) is a highest weight vector then htv = ⟨ht , λ⟩v and the eigenvalues for the action
of ht on L(λ) are ⟨ht , λ⟩, ⟨ht , λ⟩ − 1, . . ., terminating iff L(λ) is finite-dimensional. The eigenspaces
give the t-graded components. Each one is a representation of the subalgebra g(t) × Cht ⊂ g. In
particular, v is a highest weight vector for the top graded component, thus this component is the
representation of g(t) with highest weight∑i≠t ciωi if λ = ∑i∈T ciωi .

Exponential action and Baker-Campbell-Hausdorff

Let⊕i>0Li be a strictly positively graded Lie algebra, e.g. n±t for some t ∈ T . Its bracket naturally
extends to one on L =∏i>0Li . Suppose R is an R0-algebra on which elements X ∈ Li act by locally
nilpotent R0-linear derivations. Here “locally nilpotent” means that for any Lie algebra element X
and ring element f ∈ R, we have XN f = 0 for N ≫ 0. Then for any X ∈ L, the exponential

expX = Id + X + 1
2!
X2 + 1

3!
X3 +⋯

defines an R0-algebra automorphism of R.
Moreover, given Lie algebra elements X ,Y ∈ L, the Baker-Campbell-Hausdorff formula gives a

well-defined element Z ∈ L such that expZ = expX expY :

Z = X + Y + 1
2
[X ,Y] + 1

12
[X , [X ,Y]] − 1

12
[Y , [X ,Y]] +⋯.

Wewill not need the explicit expression for Z, only that such an expression exists in terms of iterated
commutators.

2.2.2 G/P and Schubert varieties
If g is of finite type, there is a unique simply connected Lie group G associated to the Lie algebra g,
and the representations of G correspond to those of g. For a fundamental weight ωt , the action of
G on the highest weight line in P(L(ωt)) has stabilizer P+t , the subgroup of G corresponding to the
maximal parabolic subalgebra p+t as defined in §2.2.1. Hence the orbit of this highest weight line can
be identified with the homogeneous space G/P+t . For Dynkin type An with the standard labeling
of vertices, this construction produces the GrassmannianGr(t, n + 1). Accordingly, the reader may
think of G/P+t as a “generalized Grassmannian.”

This theory generalizes to theKac-Moody setting, whereG/P+t is instead a projective ind-variety,
and [31] is an excellent reference for this. To avoid having to define G, the subgroup P+t , or what
it means to take a quotient, we will define everything purely algebraically. That being said, we will
occasionally want to use legitimate group actions, but the group in each casewill either be the special
or general linear group, or the exponential of some Lie algebrawhose elements have locally nilpotent
actions (so that the exponential is algebraically well-defined).

14
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Definition of the homogeneous space G/P

Pick a vertex t ∈ T , let ωt be the corresponding fundamental weight, and L(ωt) the irreducible
representation with highest weight ωt . Let L(ωt)∨ be its restricted dual, i.e. the irreducible rep-
resentation with lowest weight −ωt . Let A = ⊕n≥0 L(nωt)∨. Since L((n + 1)ωt)∨ appears with
multiplicity 1 inside of L(nωt)∨ ⊗ L(ωt)∨, we may use this to define a g-equivariant multiplication
on A which makes it a graded C-algebra generated by L(ωt)∨:

⊕
n≥0

L(nωt)∨ = (Sym L(ωt)∨)/IPlücker.

The ideal IPlücker is comprised of subrepresentations vanishing on a highest weight vector v ∈ L(ωt).
We define G/P+t = ProjA to be the corresponding projective ind-variety in P(L(ωt)).

Weyl group and subgroups

LetW denote the Weyl group associated to T . It is generated by the simple reflections {si}t∈T . Ex-
plicitly,

W = ⟨{si}i∈T ∣ (sis j)m i j = 1⟩
where mi j = 1 if i = j, mi j = 2 if i , j ∈ T are not adjacent, and mi j = 3 if i , j ∈ T are adjacent. The
groupW is finite if and only if T is a Dynkin diagram.

TheWeyl group acts on h∗: the simple reflections act via

si(λ) = λ − ⟨α∨i , λ⟩αi .

For any t ∈ T , the expression
exp( ft) exp(−et) exp( ft)

defines an automorphism of any representation on which the actions of et and ft are locally nilpo-
tent. This includes the adjoint representation of g and L(λ) for any dominant integral λ. By abuse
of notation, we will also denote this automorphism by st , although it is really a (non-unique) lift
thereof. For any element of theWeyl group, we may define an analogous automorphism by express-
ing σ as a product of simple reflections. The resulting automorphism is not unique, but this is not
important for our purposes.

A word for σ is a sequence of simple reflections whose product is σ . It is reduced if there are
no shorter words for σ . The length ℓ(σ) is the length of a reduced word for σ . There is a partial
order, called the (strong) Bruhat order onW , defined so that σ ≥ σ ′ if a reduced word for σ contains
a reduced word for σ ′ as a (not necessarily consecutive) substring. If this holds for some reduced
word for σ , it in fact holds for all reduced words.

If t ∈ T , we letWPt ⊂ W denote the subgroup generated by all simple reflections other than st .
This is the stabilizer of the fundamental weight ωt under the action ofW . We writeWPt for the set
of minimal length representatives ofW/WPt .

Plücker coordinates and Schubert cells

Let v ∈ P(L(ωt)) denote the highest weight line. By abuse of notation we will sometimes use v to
refer to a highest weight vector in L(ωt) instead. The point v is the Borel-fixed point of G/P+t . For

15
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σ ∈WPt , the point σv is a torus-fixed point of G/P+t . For k a field, the k-points of G/P+t decompose
into a disjoint union of Schubert cells

(G/P+t )(k) = ∐
σ∈WPt

Cσ(k)

where Cσ(k) is the orbit of the torus-fixed k-point σv under the action of exp(n+ ⊗ k).
The variables ofA are called Plücker coordinates. Let pe denote a lowest weight vector of L(ωt)∨

and let pσ = σ pe . The set {pσ ∶ σ ∈WPt} is the set of extremal Plücker coordinates; they are defined
up to scale. The representation L(ωt)∨ may have weights other than those in the W-orbit of −ωt ,
and thus there may be non-extremal Plücker coordinates. (The representation is miniscule if all
weights belong to the sameW-orbit, in which case all Plücker coordinates are extremal.)

The Schubert variety Xw is defined to be the closure of the Schubert cellCw . The extremal Plücker
coordinate pσ vanishes on the Schubert cell Cw if and only if σ /≤ w in the Bruhat order. The dimen-
sion of Xw is the dimension of Cw , which is ℓ(w).

The opposite Schubert cell Cw is the orbit of wv generated by the action of all one-parameter
subgroups exp(gα) where α ∈ ∆−re ∶= ∆− ∩W∆+. Its closure is the opposite Schubert variety Xw ,
which is an ind-variety of codimension ℓ(w) inside of G/P+t .

Unions of (opposite) Schubert varieties are set-theoretically cut out by the vanishing of extremal
Plücker coordinates. To have this hold scheme-theoretically, it is necessary to use all Plücker coor-
dinates rather than only extremal ones. Although the following is likely true in the Kac-Moody
setting, we could only locate a reference for this in the setting where g is of finite type, i.e. T is a
Dynkin diagram.
Theorem 2.16 ([3]). Assume that T is a Dynkin diagram. Let Xw1 , . . . , Xwn be (opposite) Schubert
varieties in G/Pt ⊂ P(L(ωt)). Then in Sym L(ωt)∨, the ideal of the union X = ⋃i Xw i is generated by
IPlücker together with the linear forms in L(ωt)∨ which vanish on X.

We accordingly say that unions of Schubert varieties are linearly defined.
TheKazhdan-Lusztig varietyN w

σ is defined to be the intersection Xw∩Cσ and it has codimension
ℓ(w) inside of Cσ ≅ Aℓ(σ).

2.3 Generic licci ideals
Assumption 2.17. Throughout this section, we fix an ADE triple (c, d , t) (c.f. Definition 1.3). Recall
that this means c ≥ 2, d ≥ 0, and t ≥ 1 are integers satisfying

1
c − 1

+ 1
d + 1

+ 1
t + 1

> 1

or equivalently that the graph T = Tc−1,d+1,t+1 below is a Dynkin diagram:
xc−2 ⋯ u y1 ⋯ yd

z1

⋮

zt
16
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Sometimes we will also use x0 to refer to the middle vertex u. For brevity we will abbreviate
G/P+xc−2 as G/P. Using the notation of §2.2.2, we define two opposite Schubert varieties in G/P of
particular interest, corresponding to

w = sz1 susx1 . . . sxc−2 and w′ = sy1 susx1 . . . sxc−2 . (2.3)

We write X = Xw and X′ = Xw′ .
To discuss these Schubert varieties, it is helpful to introduce some additional notation. Let1

F1 = Cc+d , Fc = Ct , F ′1 = Cc+t , F ′c = Cd .

Following Example 2.15, we view the Lie algebras sl(Fi) and sl(F ′i) as subalgebras of g in the fol-
lowing manner:

• sl(F1) corresponds to the ordered sequence of vertices yd , . . . , y1, u, x1, . . . , xc−2,

• sl(Fc) corresponds to the ordered sequence of vertices z2, . . . , zt ,

• sl(F ′1) corresponds to the ordered sequence of vertices zt , . . . , z1, u, x1, . . . , xc−2, and

• sl(F ′c) corresponds to the ordered sequence of vertices y2, . . . , yd .

The Plücker coordinates on G/Pxc−2 ↪ P(L(ωxc−2)) reside in L(ωxc−2)∨. In the z1-grading, each
graded component is a representation of g(z1) = sl(F1) × sl(Fc). Similarly, in the y1-grading, each
graded component is a representation of g(y1) = sl(F ′1) × sl(F ′c).

Lemma 2.18. The bottom two graded components of L(ωxc−2)∨ in the z1-grading are given by

L(ωxc−2)∨ = F1 ⊕
c
⋀ F1 ⊗ F∗c ⊕⋯

Proof. There are numerous ways of confirming this. One is to use the theory of crystals, which can
be used to compute such decompositions (“branching formulas”) in great generality. In fact, the
full decompositions of these representations are tabulated in [36] using this method by computer.
Alternatively, one could count the representations appearing in the first few terms of a parabolic
BGG resolution for L(ωxc−2)∨; for c = 3 this sort of calculation is done in [50].

To avoid introducing more machinery than needed, we give a simple ad-hoc proof which is a
simplified form of the latter argument. The bottom z1-graded component of L(ωxc−2)∨ is simply
L(ωxc−2 , g(z1))∨ = F1. The representation L(ωxc−2)∨ is generated by this bottom component as a n+z1-
representation. In particular, the degree 1 part of g in the z1-grading is ⋀c−1 F1 ⊗ F∗c . Therefore the
next component of L(ωxc−2)∨ must be a subrepresentation of

F1 ⊗
c−1
⋀ F1 ⊗ F∗c =

c
⋀ F1 ⊗ F ′c ⊕ S2,1c−2F1 ⊗ F ′c .

Hence it suffices to show that the latter representation does not occur. Note that w(−ωxc−2) = ωz1 −
ωy1 −ωz2 is the lowest weight of⋀c F1⊗ F ′c ⊂ L(ωxc−2)∨. The corresponding weight space is extremal
(i.e. in the W-orbit of −ωxc−2), thus one-dimensional. But this is also a weight of S2,1c−2F1 ⊗ F ′c,
therefore this latter representation cannot appear.

1The notation F1 and Fc is motivated by the c = 3 case that will be the topic of later chapters.
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Lemma2.19. InG/P, the Schubert variety X is scheme-theoretically cut out by the Plücker coordinates
in the bottom z1-graded component F1 ⊂ L(ωxc−2)∨.

Proof. Given Theorem 2.16, it suffices to determine which Plücker coordinates vanish on X, or
equivalently those which vanish on the linear span of X. This linear span is a Demazure module,
namely the n−-representation generated by the extremal weight space corresponding to wωxc−2 =
−ωz1 +ωy1 +ωz2 . This is the highest weight space in the representation⋀c F∗1 ⊕ Fc ⊂ L(ωxc−2), so the
Demazure module contains ⋀c F∗1 ⊕ Fc.

From Lemma 2.18, we conclude that this Demazure module is exactly the sum of all z1-graded
components except for F∗1 ⊂ L(ωxc−2). The annihilator of this Demazure module in L(ωxc−2)∨ is
exactly F1, as desired.

There is an action of GL(F1) ×GL(Fc) on L(ωxc−2)∨ and G/P extending the action of SL(F1) ×
SL(Fc) so that Lemma 2.18 holds at the level ofGL-representations. It suffices to describe the actions
of scalars in gl(F1) and gl(Fc): we have that 1 ∈ gl(F1) acts by (c − 1) j and 1 ∈ gl(Fc) acts by − j on
the z1-graded component in degree j, where we index so that F1 is in degree j = 0. We similarly have
an action of GL(F ′1) ×GL(F ′c) on L(ωxc−2).

Corollary 2.20. The action of GL(F1) × GL(Fc) on G/P preserves the Schubert variety X, and the
action of GL(F ′1) ×GL(F ′c) on G/P preserves the Schubert variety X′.

Proof. This follows directly from Lemma 2.19.

It is well-known that Schubert varieties are Cohen-Macaulay; see for instance [43]. Since G/P
is locally isomorphic to affine space, it follows that the local defining ideals of Schubert varieties are
perfect.

The varieties X and X′ are irreducible and neither is contained in the other. Furthermore, their
union is a complete intersection in G/P:

Lemma 2.21. In G/P, the union X ∪ X′ is scheme-theoretically cut out by the Plücker coordinates in
F1 ∩ F ′1 = Cc ⊂ L(ωxc−2)∨.

Proof. This follows fromTheorem 2.16, since we have already determined the Plücker coordinates
which vanish on X and X′ individually.

Thus in any local ring of G/P, the ideals of X and X′ are linked.

Proposition 2.22. Let R be a local Noetherian ring, and f ∶ SpecR → G/P a morphism. Up to scale,
this determines a surjection γ∶ L(ωxc−2)∨ ⊗ R → R giving the projective coordinates of f . If γ(K ⊗ R)
is a complete intersection, then γ(F1 ⊗ R)

γ(K⊗R)∼ γ(F ′1 ⊗ R).

Proof. This follows from the preceding observations together with Corollary 2.6.

Example 2.23. Let us apply this to the parameters (c, d , t) = (2, 1, 2). Then T = A4:

2 1

3

4
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Here z1 = 3 and in this degenerate case we have x0 = 2. The homogeneous space SL5 /P2 is the
Grassmannian Gr(2, 5), and the opposite Schubert varieties X and X′ are the following closures:

X = {[1 ∗ ∗ 0 ∗
0 0 0 1 ∗]}, X′ = {[0 1 0 ∗ ∗

0 0 1 ∗ ∗]}.

For 1 ≤ i < j ≤ 5, let pi j be the function which sends a given (surjective) 2 × 5 matrix to its 2 × 2
minor involving columns i and j. These are the Plücker coordinates on Gr(2, 5), and they reside in
L(ω2)∨ = ⋀2(C5)∗. In the 2-grading, this representation decomposes as the sum of:

F1 = span(p12, p13, p23)
2
⋀ F1 ⊗ F∗2 = span(p14, p15, p24, p25, p34, p35)

3
⋀ F1 ⊗

2
⋀ F∗2 = span(p45)

where F1 = C3 and F2 = C2. In the 1-grading it decomposes as the sum of

F ′1 = span(p12, p13, p14, p15)
2
⋀ F ′1 ⊗ F ′∗2 = span(p23, p24, p25, p34, p35, p45)

where F ′1 = C4 and F ′2 = C1. Indeed, X is cut out by p12, p13, p23, and X′ is cut out by p12, p13, p14, p15,
confirming Lemma 2.19. Their union is cut out by K = F1 ∩ F ′1 = span(p12, p13).

Now let R = CJw , x , y, zK and let φ∶ SpecR → G/P be the morphism represented by the matrix

[w 1 0 0 0
x 0 1 0 0] .

This determines a map γ∶⋀2(C5)∗ ⊗ R → R where

γ(F1 ⊗ R) = (−x ,w , 1)
γ(K ⊗ R) = (−x ,w)
γ(F ′1 ⊗ R) = (−x ,w , 0, 0)

and Proposition 2.22 claims (1) (x ,w)∼ (x ,w), which is evidently true.
Now let

g′ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x y 1 0
y z 0 1
1 0 0 0
0 1 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

∈ GL(F ′1 ⊗ R)

and act on γ by g′ to obtain the R-point of G/P given by

[w x y 1 0
x y z 0 1] .
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The new Plücker coordinates γ′ are such that

γ′(F1 ⊗ R) = (wy − x2,wz − xy,wz − y2)
γ′(K ⊗ R) = (wy − x2,wz − xy)
γ′(F ′1 ⊗ R) = (wy − x2,wz − xy,−x ,w)

where γ′(F ′1 ⊗ R) = γ(F ′1 ⊗ R) since X′ is preserved by the action of GL(F ′1). Now Proposition 2.22
claims (x ,w) (wy−x

2 ,wz−xy)∼ (wy − x2,wz − xy,wz − y2), and we have thus recovered the links from
Example 2.13 in this geometric manner.

Using the method in this preceding example as inspiration, we can prove the central result of
this chapter.

Theorem2.24. Let R be a local Noetherian ring, and I ⊂ R a grade c ideal. Then I is licci with d(I) ≤ d
and t(R/I) ≤ t if and only if there exists a morphism f ∶ SpecR → G/P with f −1X = SpecR/I.

Proof. First we prove the “only if ” implication. By Proposition 2.12 there exists a sequence of mini-
mal links

I = I0
κ0↝ I1

κ1↝ I2 ↝ ⋯↝ IN = κN
κN↝ (1)

where the Ii are grade c perfect ideals and the κi are complete intersections.
We prove the statement by induction. If I1 = (1) then let f ′∶ SpecR → G/P be any morphism

landing in the complement of X′; a constant map will suffice. If I1 ≠ (1) then by Lemma 2.10 we have
d(I1) ≤ t(R/I) ≤ t and t(R/I1) ≤ d(I) ≤ d because I ↝ I1 is minimal. So by induction we assume
the existence of some map f ′∶ SpecR → G/P so that f ′−1X′ = SpecR/I. Let γ′∶ L(ωxc−2)∨ ⊗ R → R
be the induced map on Plücker coordinates; the preceding equivalently says that γ′(F ′1 ⊗ R) = I1.
Since I1/κ0 is generated by no more than t elements, there exists some g ∈ GL(F ′1 ⊗R) such that the
image of

K ⊗ R ↪ F ′1 ⊗ R
g
Ð→ F ′1 ⊗ R

γ′
Ð→ R

is κ0. Precompose γ′ by the action of g on L(ωxc−2)∨ ⊗ R to obtain a new map γ∶ L(ωxc−2)∨ ⊗ R → R
describing some f ∶ SpecR → G/P. By construction, we have γ(F1 ⊗ R) = I0 from Proposition 2.22,
finishing the proof.

For the “if ” implication, let γ∶ L(ωxc−2)∨ ⊗ R → R be the induced map on Plücker
coordinates. Then γ ⊗ k prescribes a k-point of G/P and is thus nonzero on some ex-
tremal weight space in L(ωxc−2)∨, say with weight σ(−ωxc−2) where σ ∈ W . The simple
reflections sxc−2 , . . . , sx1 , su , sy1 , . . . , syd may be lifted to GL(F1), and the simple reflections
sxc−2 , . . . , sx1 , su , sz1 , . . . , szt may be lifted to GL(F ′1). Thus, by expressing σ as a product of simple
reflections, we can construct a sequence g1, g′1 , . . . , gN , g′N , where gi ∈ GL(F1) and g′i ∈ GL(F ′1) are
permutation matrices, with the property that (γ ⊗ k)g1g′1 . . . gN g′N is nonzero on the lowest weight
space of L(ωxc−2)∨.

Next, we inductively choose lifts g̃i ∈ GL(F1 ⊗ R) for each gi ∈ GL(F1 ⊗ k), and similarly g̃′i for
g′i , as follows. By assumption γ(F1 ⊗ R) = I is a grade c ideal. Hence by Lemma 2.11, there is a lift
g̃1 of g1 which makes γg̃1(F1 ⊗ K) a complete intersection. From Proposition 2.22 we conclude that
I = γg̃1(F1 ⊗ R) ∼ γg̃1(F ′1 ⊗ R). We then repeat this process replacing I with I1 = γg̃1(F ′1 ⊗ R) to
choose g̃′1 , and so on.
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Note that γg̃1 g̃′1⋯g̃N g̃′N(K⊗R) = (1) by construction. We have therefore obtained a sequence of
links

I = γg̃1(F1 ⊗ R)
∼ γg̃1(F ′1 ⊗ R)
= γg̃1 g̃′1(F ′1 ⊗ R)
∼ γg̃1 g̃′1(F1 ⊗ R)
= γg̃1 g̃′1 g̃2(F1 ⊗ R)
∼ ⋯ ∼ (1)

showing that I is licci. Moreover, d(I) ≤ d since γ(F1 ⊗ R) = I where F1 = Cc+d . Also, writing K for
the image of γg̃1(K ⊗R) in I1/mI1, we have d(I1)+ c ≤ dimK + t because F ′1 = K ⊕Ct , so t(R/I) ≤ t
by Lemma 2.10 applied to the link I1 ↝ I.

Corollary 2.25. Let w be as in (2.3) and suppose σ is a minimal length representative of [σ] ∈
W/WPxc−2 with σ ≥ w. Localizing at the torus-fixed point σv ∈ Cσ , the ideal of the Kazhdan-Lusztig
varietyN w

σ ∶= X ∩ Cσ is licci, with deviation at most d and type at most t.

Proof. The variety X ∩ Cσ has codimension ℓ(w) = c inside of Cσ , with σv ∈ X ∩ Cσ . Simply apply
the “if ” implication of Theorem 2.24 to the morphism

SpecOCσ ,σv → Cσ → G/P.

Leveraging the symmetry of the Schubert variety X, we can refine Theorem 2.24 to show that
licci ideals must be specializations of particular examples of the form in Corollary 2.25.

Proposition 2.26. Let (R,m, k) be a local ring and f ∶ SpecR → G/P a morphism. Then there exists
σ ∈W that is aminimal length representative of its double coset [σ] ∈WPz1 /W/WPxc−2 and amorphism
f ′∶ SpecR → Cσ with the properties that f −1X = f ′−1X and the k-point of Cσ determined by f ′ is σv.

Proof. This essentially follows from the observations that, if we let P−z1 be the maximal negative
parabolic corresponding to T − {z1},

1. the k-point of G/P determined by f lies in some P−z1(k)-orbit, which are indexed by double
cosetsWPz1 /W/WPxc2

,

2. the Schubert variety X is preserved under the action of P−z1 , and

3. The intersection of X with the big open cell σCe is isomorphic to the product ofN w
σ with an

affine space, c.f. [30, Lemma A.4].

To emphasize that this procedure is both algorithmic and not reliant on working over C (c.f. As-
sumption 2.1), we give an explicit algebraic proof following the above steps. Let V = L(ωxc−2)∨ and
let γ∶V ⊗R → R be the map induced by f . Then γ⊗ k is nonzero on some extremal weight space in
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V ⊗ k; pick one which is minimal in the Bruhat order (in fact, there is a unique such weight space,
corresponding to the Schubert cell containing the k-point γ ⊗ k).

This extremal weight space belongs to some extremal representation SλF1 ⊗ SµF∗c of GL(F1) ×
GL(Fc) inside of V . There exists g ∈ GL(F1⊗R)×GL(Fc ⊗R) such that (γg)⊗ k is nonzero on the
lowest weight space Vω of SλF1 ⊗ SµF∗c ; indeed we may take g to be a pair of permutation matrices.
We have γg(F1⊗R) = γ(F1⊗R) as ideals of R. Let σ ∈W be ofminimal length so that σ(−ωxc−2) = ω;
it is then a minimal length representative of its double coset [σ] ∈WPz1 /W/WPxc−2 . To ease notation
slightly we write x for xc−2.

The new γg describes an R-point of G/P which lands in the big open cell σCe . As such, there
exists a

Y ∈ ∏
σ−1α<x0

(gα ⊗ R)

such that γg = πω(expY) where πω∶V ⊗ R → R is a projection onto the extremal weight space
Vω. Recall that σ−1α <x 0 means that the coefficient of αx in σ−1α is negative, or equivalently that
⟨σ−1α, hx⟩ < 0.

Furthermore, using Baker-Campbell-Hausdorff, it is possible to solve for

Y− ∈ ∏
α<0,σ−1α<x0

(gα ⊗ R), Y+ ∈ ∏
α>0,σ−1α<x0

(gα ⊗ R)

with the property that expY = exp(Y+) exp(Y−). Notice that the action of exp(Y−) on V maps F1
isomorphically to itself, so

γg(F1 ⊗ R) = πω exp(Y+) exp(Y−)(F1 ⊗ R) = πω exp(Y+)(F1 ⊗ R)

as ideals of R. We take f ′ to be the R-point of Cσ described by πω exp(Y+). This cancellation of
exp(Y−) corresponds to projection ontoN w

σ in point (3).
Finally, we have that γg⊗k is zero on all weight spaces lower thanVω by construction. Therefore

Y+ ⊗ k = 0, and πω exp(Y+)⊗ k = πω ⊗ k; i.e. the k-point of Cσ determined by f ′ is the torus-fixed
point σv as desired.

Theorem2.27. Let R be a local Noetherian ring and I ⊂ R a grade c licci ideal with deviation d(I) ≤ d
and type t(R/I) ≤ t. Then there exists σ ∈W that is a minimal length representative of its double coset
[σ] ∈ WPz1 /W/WPxc−2 , and a local homomorphism φ∶OCσ ,σv → R specializing the local defining ideal
ofN w

σ to I.

Proof. CombineTheorem 2.24 with Proposition 2.26.

We clarify the situation with an explicit example. The calculations in this example were carried
out in the computer algebra system Macaulay2 [18].

Example 2.28. Let R = CJt1, t2, t3K and I = (t1t2, t2t3, t31 , t21 t3, t1t23 − t32 , t33). The minimal free resolu-
tion of R/I has the form

0→ R2 → R7 → R6 → R
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so I has grade c = 3, deviation d(I) = 3, and type t(R/I) = 2. It is licci:

I ∼ (t1t2 + t2t3, 2t21 + t1t3, t33 , t1t23 , t32) by (t1t2 + t2t3, t31 ,−t32 + t1t23 + t33)
∼ (2t1t3 − t23 , 4t21 + t23 , t22 t3, t32 , t1t22) by (2t21 + t1t3, t33 , t32)
∼ (t2, t23 , t1t3, t21 ) by (2t1t3 − t23 , 4t21 + t23 , t32)
∼ (t3, t2, t1) by (t2, t23 , t21 )
∼ (1) by (t3, t2, t1).

Now we simulate the proof of Theorem 2.27 for this ideal. The diagram associated to (c, d , t) =
(3, 3, 2) is T = E7, whose vertices we label as

2 4 5 6 7

3

1

following Bourbaki. Here F1 = C6 and F ′1 = C5. Let V = L(ω2)∨ be the 912-dimensional irreducible
representation of E7. We consider the homogeneous spaceG/P = E7/P2 embedded inside P(L(ω2))
and apply the inductive procedure outlined in the proof of Theorem 2.24.

The starting point is the Borel-fixed point v ∈ G/P. Viewed as an R-point of G/P, this cor-
responds to the projection γ0∶V ⊗ R → R onto the lowest weight space. We display its Plücker
coordinates as

γ0 = [1 0 0 0 0 0
0 0 ⋯]

where the top 6 coordinates come from F1 ⊂ V and the bottom 5 come from F ′1 ⊂ V . In particular
the left 3 come from the intersection F1 ∩ F ′1 = C3.

Now we trace the sequence of links in reverse using the actions of GL(F1 ⊗ R) and GL(F ′1 ⊗ R).
Precomposing γ0 by the action of

g′1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

t3 t2 t1 1 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ GL(F ′1 ⊗ R)

on V gives

γ0g′1 = [t3 t2 t1
0 0 0
1 0 ⋯] .

Further precomposing by the action of

g1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 t3 0 0 1 0
1 0 0 0 0 0
0 0 t1 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ GL(F1 ⊗ R)
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yields

γ0g′1g1 = [t2 t23 t21
t1 t3 0
−t1t3 0 ⋯] .

Further precomposing by the action of

g′2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 t22 1 0
−1 1 0 0 1
0 4 0 0 0
−2 0 0 0 0
0 0 1 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ GL(F ′1 ⊗ R)

yields

γ0g′1g1g′2 = [2t1t3 − t23 4t21 + t23 t32
−4t1t22 − 2t22 t3 8t1t22 − 4t22 t3 0

t2 t23
⋯] .

Further precomposing by the action of

g2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1/2 −t1 − t3/2 0 1 0 0
1/2 t3/2 0 0 0 0
0 0 1 0 0 0
0 0 0 0 −1/2 0
0 0 0 0 0 1/4
1 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ GL(F1 ⊗ R)

yields

γ0g′1g1g′2g2 = [2t21 + t1t3 t33 t32
2t1t3 − t23 2t1t22 + t22 t3 2t1t22 − t22 t3

t1t2/2 + t2t3/2 t1t23/2 + t33/2
⋯] .

And finally, one last step where we precompose by the action of

g′3 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 t1/2 − t3/4 0 1 0
0 −1/4 0 0 0
0 0 −1 0 1
2 0 0 0 0
0 1/2 2 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ GL(F ′1 ⊗ R)

brings us to γ = γ0g′1g1g′2g2g′3 which is

[t1t2 + t2t3 t31 −t32 + t1t23 + t33
−t1t2/2 + t2t3/2 t31 + t21 t3 −t21 t3/2 + t33/2

2t21 + t1t3 t32
⋯] .

We have produced γ∶V ⊗ R → R, describing an R-point of G/P, such that γ(F1 ⊗ R) = I.
The second half is Proposition 2.26, in which we fine-tune this R-point of G/P. Write k for C

viewed as the residue field of R. We find the lowestGL(F1)×GL(F3)-representation on which γ⊗ k
is nonzero, which ends up being

S2,2,2,1,1,1F1 ⊗ S3,1F∗3 ⊂ V .
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The lowest weight of this representation is ω = σ(−ω2) where

σ = s3s4s2s5s4s6s5s7s6s3s4s5s1s3s4s2

is a minimal length representative of its double coset [σ] ∈WP3/W/WP2 , with ℓ(σ) = 16.
However, it turns out that γ⊗k is zero on theweight spaceVω. We canfix this using a permutation

matrix in GL(F1) ×GL(F3), which adjusts our γ to

[t1t2 + t2t3 −t32 + t1t23 + t33 −t1t2/2 + t2t3/2 t31 t31 + t21 t3 −t21 t3/2 + t33/2 ⋯]

where we have only displayed the 6 coordinates coming from F1 ⊂ V . Now we have an R-point of
the open cell σCe ⊂ G/P, which we wish to project onto Cσ . The coordinate ring of Cσ is

C[Cσ] = Sym( ⊕
α>0,σ−1α<0

gα)
∗

= C[x12,2, x13,2, x23,2, x14,2, x24,2, x34,2, x15,2, x25,2, x35,2, x16,2, x26,2, x36,2
y1234,12, y1235,12, y1236,12, z123456,2]

and the defining ideal of the Kazhdan-Lusztig varietyN w
σ ⊂ Cσ is

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

−x35,2x26,2y1234,12 + x25,2x36,2y1234,12 + x34,2x26,2y1235,12
−x24,2x36,2y1235,12 − x34,2x25,2y1236,12 + x24,2x35,2y1236,12 − x23,2z123456,2,

x35,2x16,2y1234,12 − x15,2x36,2y1234,12 − x34,2x16,2y1235,12
+x14,2x36,2y1235,12 + x34,2x15,2y1236,12 − x14,2x35,2y1236,12 + x13,2z123456,2,

−x25,2x16,2y1234,12 + x15,2x26,2y1234,12 + x24,2x16,2y1235,12
−x14,2x26,2y1235,12 − x24,2x15,2y1236,12 + x14,2x25,2y1236,12 − x12,2z123456,2,

−x23,2x16,2y1235,12 + x13,2x26,2y1235,12 − x12,2x36,2y1235,12
+x23,2x15,2y1236,12 − x13,2x25,2y1236,12 + x12,2x35,2y1236,12,
x23,2x16,2y1234,12 − x13,2x26,2y1234,12 + x12,2x36,2y1234,12
−x23,2x14,2y1236,12 + x13,2x24,2y1236,12 − x12,2x34,2y1236,12,
−x23,2x15,2y1234,12 + x13,2x25,2y1234,12 − x12,2x35,2y1234,12
+x23,2x14,2y1235,12 − x13,2x24,2y1235,12 + x12,2x34,2y1235,12

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⊂ C[Cσ] (2.4)

Following the proof of Proposition 2.26, we parametrize the open cell using πω exp(Y+) exp(Y−)
and equate to γ (after rescaling projective coordinates as needed), obtaining a specialization
C[σCe]→ R where

x12,2 ↦ −t1/2 + t3/2 y1234,12 ↦ t1 + t3
x13,2 ↦ t22 y1235,12 ↦ −t1
x16,2 ↦ −t3 z123456,2 ↦ 2t2
x23,2 ↦ t1 + t3
x35,2 ↦ 2t3
x36,2 ↦ 4t1 + 2t3

25



CHAPTER 2. LICCI IDEALS AND SCHUBERT VARIETIES

and all other coordinates on Cσ are sent to zero. The remaining coordinates on σCe are the variables
appearing in Y−, which we discard in our projection to Cσ .

Performing the above substitutions on (2.4) yields

I = (−2t1t2 − 2t2t3, 2t32 − 2t1t23 − 2t33 , t1t2 − t2t3, −2t31 , −2t31 − 2t21 t3, t21 t3 − t33). (2.5)

Remark 2.29. Our naming scheme for variables in C[Cσ] comes from

⊕
α>0,σ−1α<0

gα ⊆ n+3 = (
2
⋀ F1 ⊗ F∗3 )⊕ (

4
⋀ F1 ⊗

2
⋀ F∗3 )⊕ (

6
⋀ F1 ⊗ S2,1F∗3 ).

There is algebraic significance to the “fine-tuning” half of the procedure. In Example 2.28, the
algebra structure on Tor∗(R/I, k) is of class G(3). Originally it was conjectured in [1] that the Tor
algebra structures G(r) were only exhibited by Gorenstein ideals, but non-Gorenstein examples
were found in [13]. We refer the reader to these references for further details.

There is a distinguished k3 inside of Tor1(R/I, k) given by the kernel of the multiplication map

Tor1(R/I, k)→ Tor2(R/I, k)∗ ⊗ Tor3(R/I, k).

With the choice of generators in (2.5), the k3 is spanned by the images of the last three generators
−2t31 , −2t31 − 2t21 t3, and t21 t3 − t33 in I/mI ≅ Tor1(R/I, k). Thus the procedure has isolated the more
“special” generators in a sense.

Remark 2.30. In fact, we will see that all grade 3 licci ideals come from explicit generic examples
inTheorem 5.11. The algebra structures on these generic examples can be inferred from §4.4; hence
for licci ideals it is possible to reduce Avramov’s realizability question of Tor algebra structures (c.f.
[1, Question 3.8]) to combinatorics ofWeyl groups. The technical point is then to prove that no new
classes are introduced by non-licci perfect ideals. We hope to address these ideas in an upcoming
paper.

On the other hand, for a grade 3 Gorenstein ideal minimally generated by n elements, any min-
imal generating set can be realized as the submaximal pfaffians of a skew matrix. This reflects that
the adjustment portion of the procedure is unnecessary in this case, unlike Example 2.28. The rep-
resentation L(ωx1)∨ is the half-spin representation

L(ωx1)∨ = F1 ⊕ (
3
⋀ F1 ⊗ F∗3 )⊕⋯⊕ (

n
⋀ F1 ⊗ S(n−1)/2F∗3 )

of so2n, and after producing an R-point γ ofG/P followingTheorem 2.24, the onlyGL(F1)×GL(F3)-
representation on which γ ⊗ k ≠ 0 is the highest weight line ⋀n F1 ⊗ S(n−1)/2F∗3 . Thus the desired
conclusions of Proposition 2.26 are already satisfied without any additional work.

2.4 Herzog classes of licci ideals
For this part, we adopt the following strengthening of Assumption 2.1. We maintain Assump-
tion 2.17.
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Assumption 2.31. k is an algebraically closed field of characteristic zero and every ring is a quotient
of a power series ring R = kJ{X}K in finitely many variables {X}. By G/P, we mean the projective
variety obtained after base-change to Spec k.

Given two such k-algebras A1 and A2, write A1 ∼ A2 when they admit a common deformation
A, i.e. A1 ≅ A/(α) and A2 ≅ A/(α′) where α and α′ are regular sequences in A. Herzog defined and
analyzed this relation in [22] and showed that it is an equivalence relation on the class of strongly
unobstructed algebras R. We will not define this condition; for our purposes it is enough to know
that reduced licci algebras belong to this class by [10].

Definition 2.32. If R = kJ{X}K and I ⊂ R is a radical licci ideal, the Herzog class [A] of A = R/I is
the set of all A′ such that A ∼ A′.

Corollary 2.33. Let w be as in (2.3) and let σ be a minimal length representative of its double coset
[σ] ∈ WPz1 /W/WPxc−2 . Assume that [σ] ≠ [e] where e ∈ W is the identity. Consider the function
sending [σ] to the Herzog class of the completed local ring ÔN w

σ ,σv of the Kazhdan-Lusztig varietyN w
σ

at its torus-fixed point σv. Then this defines a surjection

WPz1 /W/WPxc−2 − [e]

{Herzog classes of reduced licci algebras A = kJ{X}K/I with embedding
codimension at most c, deviation d(I) ≤ d, and type t(A) ≤ t }

The ring ÔCσ ,σv is isomorphic to a power series ring over k in ℓ(σ) variables.

Proof. This map is well-defined by Corollary 2.25, since σ ≥ w if [σ] ≠ [e].
To prove the map is surjective, suppose R is a power series ring over k and I ⊂ R is a radical

licci ideal with codimension c′ ≤ c, deviation d(I) ≤ d, and type t(R/I) ≤ t. By adjoining c − c′
variables to R and adding those variables to I, we increase the codimension to c while leaving R/I
unchanged. Let σ be as inTheorem 2.27 applied to I ⊂ R. Then ÔN w

σ ,σv is in the sameHerzog class as
R/I. To see this, let A = ÔN w

σ ,σv⊗̂R. This is a trivial deformation of ÔN w
σ ,σv and the homomorphism

φ∶OCσ ,σv → R fromTheorem 2.27 determines a regular sequence consisting of X−φ(X) for all ℓ(σ)
variables X inOCσ ,σv . The quotient of A by this regular sequence recovers R.

So far everything is under Assumption 2.17. In particular, we conclude that there are finitely
manyHerzog classes, since the setWPz1 /W/WPxc−2 is finite. Nowwe are ready to state the conjectural
answer to Question 1.2 in Chapter 1.

Conjecture 2.34. The map is a bijection for all triples (c, d , t) with c ≥ 2, d ≥ 0, and t ≥ 1.

For each ADE triple (c, d , t), let

N(c, d , t) = ∣WPz1 /W/WPxc−2 ∣

and define N(c, d , 0) = N(c,−1, t) = 1. Then Conjecture 2.34 would imply that there are

N(c, d , t) − N(c, d − 1, t) − N(c, d , t − 1) + N(c, d − 1, t − 1)
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Herzog classes of licci algebras of embedding codimension at most c, deviation exactly d, and type
exactly t. We list these counts below, which have been found by computer for the exceptional types.

• (2, d , t): 1 if t = d + 1 ≥ 1 and 0 otherwise.

• (c, 0, t): 1 if t = 1 and 0 otherwise.

• (3, d , 1): 1 if d even and 0 if d odd.

• (3, 1, t): 1 if t ≥ 2.

• (c, 1, 1): 0

• (3, 2, 2): 2

• (3, 2, 3): 11

• (3, 2, 4): 90

• (3, 3, 2): 7

• (3, 4, 2): 49

• (4, 1, 2): 2

• (4, 1, 3): 4

• (4, 1, 4): 27

• (4, 2, 1): 1

• (4, 3, 1): 2

• (4, 4, 1): 10

• (5, 1, 2): 3

• (5, 2, 1): 2

• (6, 1, 2): 8

• (6, 2, 1): 5

Furthermore, Conjecture 2.34 would imply that there are infinitely many Herzog classes when
(c, d , t) is not on the list above.

The weaknesses of our current approach are as follows. For one, we have assumed throughout
that T is of finite type. If Theorem 2.16 remains true in the general Kac-Moody setting, then these
results readily generalize to the infinite case, with some additional care for dealingwith ind-varieties.

Note that the proof of Theorem 2.24 requires choosing a sequence of links from I to a complete
intersection. Consequently, it is inadequate for analyzing perfect ideals which we do not a priori
know to be licci, and even for licci ideals we cannot determine whether the double coset [σ] in
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Theorem 2.27 is intrinsically determined, or potentially dependent on the choice of links used. This
is the obstacle to proving injectivity of the map in Corollary 2.33.

Furthermore, the classical structure theory of grade 2 perfect ideals and grade 3 Gorenstein ide-
als includes descriptions of their free resolutions. On the other hand, Theorem 2.27 only describes
the ideal generators for other families of licci ideals.

In the following chapters, we will show that all of the preceding can be remedied for c = 3. In the
next chapter, we construct a family of free resolutions resolving the coordinate rings ofN w

σ for c = 3.
Moreover, we will work in the general Kac-Moody setting without the assumption that (3, d , t) is
an ADE triple. Later we will see that these yield the generic free resolutions of all grade 3 licci ideals
in Theorem 5.11.

After developing the machinery of Weyman’s generic free resolutions of length 3 in Chapters 4
and 5, we prove that σ in Theorem 2.27 is uniquely determined by I and consequently Conjec-
ture 2.34 is true. Finally, the proof of Conjecture 1.4 for ADE triples (3, d , t) inTheorem 5.14 allows
us to replace “licci” by “perfect” in Theorem 2.27 for those triples.
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Chapter 3

A family of length three resolutions

For the remainder of this thesis, we will be concerned with resolutions of length 3. For c = 3, Sam
and Weyman used linkage to infer properties about free resolutions of the coordinate ring C[N w

σ ]
in [44]. Here N w

σ denotes the Kazhdan-Lusztig varieties considered in the preceding chapter. In
[39] these free resolutions were revisited, and their differentials made more explicit. There, some
resolutions of grade 4 Gorenstein ideals are also studied, but we will not discuss that portion here.

Both of these papers only discuss the case when (3, d , t) is an ADE triple, and furthermore they
take Cσ to be the big open cellw0Ce , wherew0 ∈W is the longest element. The particular interest in
this case was more so a matter of perspective, and not the result of any serious technical limitation.
We will work more generally without these assumptions.

We begin by giving the explicit construction of the differentials of F in §3.1. Then we discuss
the multigrading on F in §3.2 corresponding to the torus action on N w

σ , and show how it can be
coarsened to the Z-grading found in [44]. Finally, we prove that these are acyclic complexes in §3.3
using the Buchsbaum-Eisenbud acyclicity criterion. The content of this chapter is mainly based on
[39], but our treatment here aims to give amore general overviewwhereas the cited paper focused on
making the ADE cases explicit. As in Chapter 2, the construction here was originally motivated by
the study ofWeyman’s generic free resolutions of length three, but our treatmentwill be independent
of it.

3.1 Construction of the resolutions

Let r1 ≥ 1, r2 ≥ 2, and r3 ≥ 1 be positive integers. Define f0 = r1, f1 = r1 + r2, f2 = r2 + r3, and f3 = r3.
In this section we define the differentials of certain free resolutions F of the form

F∶0→ R f3 d3Ð→ R f2 d2Ð→ R f1 d1Ð→ R f0

over polynomial rings R. We defer the proofs that d2 = 0 and that F is acyclic to §3.3. The base ring
R and the differentials di depend on an additional parameter σ , which we now explain.
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3.1.1 The coordinate ring R of Cσ

Fix the graph T = Tr1+1,r2−1,r3+1 with labels

xr1 ⋯ x1 u y1 ⋯ yr2−2

z1

⋮

zr3

and use the setup and notation from §2.2.2. Let σ be a minimal length representative of its double
coset [σ] ∈ WPz1 /W/WPx1 . The ring R will be the coordinate ring of the Schubert cell Cσ inside of
G/P+x1 , which we henceforth abbreviate as G/P. Explicitly, if we let

nσ = ⊕
α>0,σ−1α<0

gα

then R = Sym(nσ)∗. Note that even if g is infinite-dimensional, in which case G/P is an ind-
variety, this cell Cσ is a finite-dimensional affine space Aℓ(σ). The variables corresponding to co-
ordinates on gα are given multidegree −α. In this manner, the ring R has a grading by the root
lattice Q = ⊕i∈T Zαi , where each variable is “negatively graded” in the sense that all multidegrees
are nonpositive.

We assumed σ to be a minimal length representative of its double coset, which guarantees that
if α > 0 and σ−1α < 0 for some root α, then α >z1 0 and σ−1α <x1 0. The former implies that if we
coarsen themultigrading to aZ-grading via the projectionQ → Zαz1 , then all variables have strictly
negative degree.

Let Y denote a generic element of nσ , with coefficients in R. In other words, if {ai} is a basis of
nσ and {a′i} its dual basis,

Y =∑ ai ⊗ a′i ∈ nσ ⊗ n∗σ ⊂ nσ ⊗ R.

As usual, let v ∈ G/P be the point P/P. Consider the Plücker embedding of G/P into P(L(ωx1)).
The Plücker coordinates reside in L(ωx1)∨. On the cell Cσ , these Plücker coordinates restrict to
polynomials in R via

L(ωx1)∨ ⊗ R
(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωx1)∨ ⊗ R → C⊗ R

where the latter map is projection onto the lowest weight space of L(ωx1)∨. Note that the action of
(exp(Y)σ)−1 on the dual L(ωx1)∨ is precomposition by exp(Y)σ on L(ωx1). Taking the dual, we
obtain

C⊗ R → L(ωx1)⊗ R
exp(Y)σ
ÐÐÐÐ→ L(ωx1)⊗ R

where the first map is the highest weight line of L(ωx1) corresponding to v ∈ G/P ↪ P(L(ωx1)).
Hence this is just the parametrization of Cσ as exp(n)σv.
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3.1.2 The differentials of F
Let F j = C f j for 0 ≤ j ≤ 3. Following Example 2.15, we view the Lie algebras sl(F j) as subalgebras of
g:

• sl(F0) corresponds to the ordered sequence of vertices x2, . . . , xr1 ,

• sl(F1) corresponds to the ordered sequence of vertices yr2−2, . . . , y1, u, x1, . . . , xr1 ,

• sl(F2) corresponds to the ordered sequence of vertices yr2−2, . . . , y1, u, z1, . . . , zr3 , and

• sl(F3) corresponds to the ordered sequence of vertices z2, . . . , zr3 .

In particular, g(x1) = sl(F0) × sl(F2) and g(z1) = sl(F1) × sl(F3).
Let ω = ∑i∈T ciωi be a dominant integral weight of g (i.e. ci ≥ 0 for all i) and let L(ω) be the

associated irreducible representation with highest weight ω. For t ∈ T , the top graded component
of L(ω) in the t-grading is the irreducible representation of g(t) with highest weight∑i≠t ciωi . Ap-
plying this for t ∈ {x1, z1} to the three fundamental representations associated with the extremal
vertices xr1 , yr2−2, and zr3 , we obtain

L(ωxr1 ) = ⋯⊕ F
∗
0 in the x1-grading and

= ⋯⊕ F∗1 in the z1-grading,
L(ωyr2−2) = ⋯⊕ F2 in the x1-grading and

= ⋯⊕ F1 in the z1-grading,
L(ωzr3 ) = ⋯⊕ F

∗
2 in the x1-grading and

= ⋯⊕ F∗3 in the z1-grading.

To be precise, the identification of each g(t)-representation is only up to a nonzero scalar in C. We
fix such identifications; any other choice will only alter the subsequent definitions of di by scaling.

Using the above, we define the differential d1 to be dual to

F∗0 ⊗ R → L(ωxr1 )⊗ R
exp(Y)σ
ÐÐÐÐ→ L(ωxr1 )⊗ R → F∗1 ⊗ R,

the differential d2 to be

F2 ⊗ R → L(ωyr2−2)⊗ R
exp(Y)σ
ÐÐÐÐ→ L(ωyr2−2)⊗ R → F1 ⊗ R,

and the differential d3 to be dual to

F∗2 ⊗ R → L(ωzr3 )⊗ R
exp(Y)σ
ÐÐÐÐ→ L(ωzr3 )⊗ R → F∗3 ⊗ R.

In each composite, the first map is the inclusion of the top z1-graded component, and the last map
is the projection onto the top x1-graded component. We define F as

0→ F3 ⊗ R
d3Ð→ F2 ⊗ R

d2Ð→ F1 ⊗ R
d1Ð→ F0 ⊗ R.
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Example 3.1. If σ = e ∈ W is the identity, then the Schubert cell Cσ is a point, R = C, and Y = 0.
The differentials d∗1 , d2, and d∗3 are

F∗0 ↪ L(ωxr1 )↠ F∗1
F2 ↪ L(ωyr2−2)↠ F1
F∗2 ↪ L(ωzr3 )↠ F∗3

and F is a split exact complex of C-vector spaces.

Example 3.2. Let n ≥ 3 be an odd integer. We apply this construction with the parameters r1 = 1,
r2 = n − 1, r3 = 1, and demonstrate that it recovers the well-known Buchsbaum-Eisenbud resolution
from [7] for the (k − 1) × (k − 1) pfaffians of a generic k × k matrix, where k ≤ n is odd. As we will
see, the value of k depends on the choice of the parameter σ . In particular, σ = e corresponds to
k = 1 and we obtain a resolution of the unit ideal—i.e. a split complex—as was demonstrated in the
previous example.

The diagram T is Dn, and we label the vertices as

n − 1 n − 2 n − 3 ⋯ 1

n

following Bourbaki.
The simple Lie algebra associated to this Dynkin diagram is so2n. Using the vertex n, we may

decompose the Lie algebra as

so2n =
2
⋀ F∗1 ⊕ gl(F1)⊕

2
⋀ F1

where F1 = Cn. Concretely, elements of so2n are skew endomorphisms of the self-dual space F1⊕F∗1 .
On the other hand, we could also use the vertex n − 1 instead of the vertex n. With this perspec-

tive we get another decomposition of the standard representation as F2⊕F∗2 for another n-plane F2,
where F1 ∩ F2 is (n − 1)-dimensional (corresponding to the overlapping An−2 diagram consisting of
the vertices 1 through n − 2). Let e1, . . . , en be a basis for F1 and e′1 , . . . , e′n its dual basis. Then one
can arrange for e1, . . . , en−1, e′n to be a basis for F2 and e′1 , . . . , e′n−1, en its dual.

The space F2⊕F∗2 comes equipped with an evident quadratic form. The subspace F2 is isotropic;
its SO(2n)-orbit in Gr(n, 2n) gives the isotropic/orthogonal Grassmannian OG(n, 2n). This is one
of two isomorphic components comprising the entire set of isotropic n-planes. (Taking n = 2 as an
example, there are two families of lines on a smooth quadric surface in P3.)

Here the Borel-fixed point v ∈ OG(n, 2n) is represented by F2. Its stabilizer P+n−1 ⊂ SO(2n)
corresponds to the subalgebra gl(F2) ⊕⋀2 F2, and consists of all automorphisms of F2 ⊕ F∗2 of the
form

(a, φ)↦ (g(a + f (φ)), φ ○ g−1)

where g ∈ GL(F2) is arbitrary and f ∶ F∗2 → F2 is skew.
We analogously have P−n ⊂ SO(2n) consisting of all automorphisms of F1 ⊕ F∗1 of the form

(a, φ)↦ (ga, (φ + f (a)) ○ g−1)
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where g ∈ GL(F1) is arbitrary and f ∶ F1 → F∗1 is skew.
The orthogonal Grassmannian G/P+n−1 decomposes into ⌈ n2 ⌉ orbits under the action of P−n . The

orbit containing a given isotropic n-plane F is determined by dim(F ∩ F∗1 ), which can be any odd1
number from 1 to n. The various choices of σ correspond to the following isotropic n-planes, which
are representatives of each P−n -orbit:

v = span(e1, . . . , en−1, e′n) = F2
σ1v = span(e1, . . . , en−3, e′n , e′n−1, e′n−2)
⋮

σ(n−1)/2v = span(e′n , . . . , e′1) = F∗1

We have

G/P+n−1 =
(n−1)/2

∐
i=0

P−n σiv = P−n v ∐ X

where the complement of the open orbit P−n v is a Schubert variety X consisting of all isotropic F
such that dim(F ∩ F∗1 ) ≥ 3.

Using the ordered basis e1, e2, . . . , en , e′n , . . . , e′2, e′1 for the ambient space, the cell Cσi can be
parametrized as

Cσi = {[
In−1−2i 0 0 0
0 Y2i+1 I2i+1 0]}

where Ik is a k × k identity matrix, and Y2i+1 is a generic (2i + 1) × (2i + 1) skew matrix, but written
so that it is antisymmetric across the antidiagonal (instead of the diagonal).

Let’s examine the specific example σ = σ(n−1)/2, so that Cσ is parametrized as

Cσ = {[Yn In]}

where Y = Yn is a generic n × n skew matrix. The left half of this block matrix is the dual of

F2 ⊗ R ↪ L(ω1)⊗ R
(expY)σ
ÐÐÐÐ→ L(ω1)⊗ R → F1 ⊗ R.

Next, consider the Plücker embedding G/P+n−1 ↪ P(L(ωn−1)), where L(ωn−1) is one of the half-spin
representations of so2n. The coordinates in this projective space are given by L(ωn−1)∨, which has a
Z-grading induced by n ∈ Dn as follows:

L(ωn−1)∨ = F1 ⊕
3
⋀ F1 ⊕

5
⋀ F1 ⊕⋯

Its symmetric square S2L(ωn−1) contains the irreducible representation L(2ωn−1), which is also
present in ⋀n L(ω1). This reflects the fact that the Plücker coordinates on P(L(ωn−1)) are square-
roots of certain maximal minors of [Yn In]; namely the coordinates in ⋀ j F1 are square-roots of
minors involving n − j columns from the left block and the complementary j columns from the
right block.

1The other component of the moduli of isotropic n-planes contains those with even-dimensional intersection with
F∗1 .
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So for the differential d1, whose dual is the composite

C⊗ R ↪ L(ωn−1)⊗ R
(expY)σ
ÐÐÐÐ→ L(ωn−1)⊗ R → F∗1 ⊗ R,

we recover the (n − 1) × (n − 1) pfaffians of Y . A similar calculation shows that d3 consists of these
pfaffians as well.

3.2 Multigrading by the root lattice
From our setup, the ring R is graded by the root lattice Q = ⊕t∈T Zαt . We show that, by giving
the free modules in F appropriate multidegrees, we can arrange for the differentials di to be homo-
geneous of degree zero. This grading can be inferred combinatorially without explicitly knowing
expY .

3.2.1 Q-grading on F
From highest to lowest, the sequence of weights in F∗0 is obtained by applying the reflections
sxr1 , . . . , sx2 sequentially to ωxr1 :

Q′0 ∶= (ωxr1 ,ωxr1−1 − ωxr1 , . . . ,ωx1 − ωx2).

Thedecreasing sequence ofweights in F∗1 is obtained by applying the reflections sxr1 , . . . , su , . . . , syr2−2
sequentially to ωxr1 :

Q′1 ∶= (ωxr1 ,ωxr1−1 − ωxr1 , . . . ,ωy1 − ωy2 ,ωu − ωy1 ,ωz1 + ωy1 − ωu , . . . ,ωz1 − ωyr2−2).

Similarly the decreasing sequence of weights in F2 ⊂ L(ωyr2−2) is

Q2 ∶= (ωyr2−2 ,ωyr2−3 − ωyr2−2 , . . . ,ωu − ωy1 ,ωx1 + ωz1 − ωu , . . . ,ωx1 − ωzr3 )

and the decreasing sequence of weights in F1 ⊂ L(ωyr2−2),is

Q1 ∶= (ωyr2−2 ,ωyr2−3 − ωyr2−2 , . . . ,ωu − ωy1 ,ωz1 + ωx1 − ωu , . . . ,ωz1 − ωxr1 ).

Finally the decreasing sequence of weights in F∗2 ⊂ L(ωzr3 ) is

Q′2 ∶= (ωzr3 ,ωzr3−1 − ωzr3 , . . . ,ωz1 − ωz2 ,ωu − ωz1 ,ωx1 + ωy1 − ωu , . . . ,ωx1 − ωyr2−2)

and the decreasing sequence of weights in F∗3 ⊂ L(ωzr3 ) is

Q′3 ∶= (ωzr3 ,ωzr3−1 − ωzr3 , . . . ,ωz1 − ωz2).

With our grading on R and our definition of Y , the automorphism expY of each representation
is homogeneous of degree zero by construction. It is the action of σ which does not respect the
grading.
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To work around this, we can alternatively view the maps d∗1 , d2, and d∗3 as

σF∗0 ⊗ R ↪ L(ωxr1 )⊗ R
expY
ÐÐ→ L(ωxr1 )⊗ R↠ F∗1 ⊗ R,

σF2 ⊗ R ↪ L(ωyr2−2)⊗ R
expY
ÐÐ→ L(ωyr2−2)⊗ R↠ F1 ⊗ R,

σF∗2 ⊗ R ↪ L(ωzr3 )⊗ R
expY
ÐÐ→ L(ωzr3 )⊗ R↠ F∗3 ⊗ R.

(3.1)

Now all the maps in each composite are homogeneous of degree zero. In the following theorem,
when we say to take Fi as being generated in a sequence of degrees (λ1, . . . , λ f i), we mean this in the
decreasing weight order on Fi . So for instance, the highest weight vector of Fi is in degree λ1 and
the lowest weight vector of Fi is in degree λ f i .

In the following statement, if λ is a sequence, rev(λ)means its reverse, λ + λmeans to add λ to
each term, σλ means to apply σ to each term, and −λ means to multiply each term by −1.
Theorem 3.3. Take F0 ⊗ R as being generated in degrees

−σ rev(Q′0) + σωxr1 ,

F1 ⊗ R generated in degrees
− rev(Q′1) + σωxr1 , or equivalently Q1 − ωz1 + σωxr1 ,

F2 ⊗ R generated in degrees
σQ2 − ωz1 + σωxr1 , or equivalently − σ rev(Q

′
2) + σωx1 − ωz1 + σωxr1 ,

and F3 ⊗ R generated in degrees
−σ rev(Q′3) + σωx1 − ωz1 + σωxr1 .

Then the differentials of
F∶ F3 ⊗ R

d3Ð→ F2 ⊗ R
d2Ð→ F1 ⊗ R

d1Ð→ F0 ⊗ R
as defined in §3.1.2 are homogeneous of degree zero.
Proof. This follows by stitching together the gradings in (3.1). The overall shift by σωxr1 is somewhat
arbitrary; it is only for the purpose of having one generator of F0⊗R inmultidegree zero. All weights
in a given highest weight representation differ from one another by elements of the root latticeQ, so
this overall shift ensures that themultidegrees lie in the root latticeQ instead of some affine translate
thereof. Furthermore if r1 = 1 we have F0 ⊗ R = R in multidegree zero.

To figure out the explicit representations of these weights in Q = ⊕i∈T Zαi ≅ Zn, where n =
r1 + r2 + r3 − 1, we can use the Cartan matrix A. Since

αi =∑
j
Ai , jω j,

writing out the multidegrees as linear combinations of the fundamental weights and then multiply-
ing the coefficients by A−1 yields our desired Zn-multidegrees.

Remark 3.4. IfT is one of the affineDynkin diagrams E(1)n then theCartanmatrixA is not invertible.
However, we can simply enlarge the diagram by increasing one of the parameters ri , keeping σ the
same. Then we are no longer in affine type, and the output F is only altered by the addition of a split
exact part corresponding to the parameter ri that was increased.
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3.2.2 Symmetry of x and z arms
The roles played by the left and bottom arms are symmetric in our construction. Given σ ∈ W a
minimal length representative of its double coset [σ] ∈ WPz1 /W/WPx1 , its inverse σ

−1 ∈ W is then a
minimal length representative of [σ−1] ∈WPx1 /W/WPz1 . Hence we can do the same construction of
§3.1 interchanging the roles of the x and z arms. Let

nσ−1 = ⊕
α>0,σα<0

gα .

Let R′ = Sym(nσ−1)∗, Y ′ ∈ nσ−1 ⊗ R′ be the generic element of nσ ′ , and

F′∶0→ F0 ⊗ R → F1 ⊗ R → F2 ⊗ R → F3 ⊗ R

be the sequence of differentials produced in this setting.
There is an involution τ of g, theCartan involution, which interchanges the Lie algebra generators

ei ↔ − fi for i ∈ T and acts by −1 on h (here fi refers to §2.2.1 in Chapter 2, not the integers fi fixed
throughout this chapter). We have an isomorphism of nilpotent subalgebras

nσ−1 = ⊕
α>0,σα<0

gα
στÐ→ nσ = ⊕

α>0,σ−1α<0
gα

which dually induces an isomorphism R ≅Ð→ R′ and a map nσ ⊗R → nσ ⊗R′ which sends Y ↦ στY ′.
The formula (X f )(v) = f ((−τX)v) for X ∈ g, v ∈ L(ω), and f ∈ L(ω)∨ defines an action of g

on L(ω)∨ that makes it isomorphic to L(ω). We fix identifications L(ω) ≅ L(ω)∨, and by restriction
we get identifications Fi ≅ F∗i as vector spaces.

Proposition 3.5. With the setup as above, F′ ≅ F∗ ⊗ R′.

Proof. As an example, let us consider the differential d∗1 of F∗. By construction it is

0→ F∗0 ⊗ R → L(ωxr1 )⊗ R
exp(Y)σ
ÐÐÐÐ→ L(ωxr1 )⊗ R → F∗1 ⊗ R.

Base-change to R′ amounts to replacing Y with στY ′, and

exp(στY ′)σ = σ exp(τY ′)σ−1σ = (exp(−τY ′)σ−1)−1.

We have the commutative diagram

0 F∗0 ⊗ R′ L(ωxr1 )⊗ R
′ L(ωxr1 )⊗ R

′ F∗1 ⊗ R′

0 F0 ⊗ R′ L(ωxr1 )
∨ ⊗ R′ L(ωxr1 )

∨ ⊗ R′ F1 ⊗ R′
≅

(exp(−τY ′)σ−1)−1

≅ ≅ ≅

(exp(Y ′)σ−1)−1

where the vertical maps are induced by the involution τ. Note that the action of (exp(Y ′)σ−1)−1
on L(ωxr1 )

∨ ⊗ R′ is dual to the action of exp(Y ′)σ−1 on L(ωxr1 ) ⊗ R
′, so the bottom row is the last

differential of F′ by definition.
The situation for the other two differentials is completely analogous, so we omit it.
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The isomorphism R ≅Ð→ R′ is not degree-preserving. By construction, we instead have:

Corollary 3.6. The grading on F′ is obtained by applying σ−1 to the grading on F and thenmultiplying
by −1.

Example 3.7. Let r1 = 2, r2 = 4, and r3 = 1. The diagram is T = E6 and we use Bourbaki numbering
of the vertices so that (1, 2, 3, 4, 5, 6) = (z2, x1, z1, u, y1, y2). Take

σ = s3s4s2s5s6s1s4s5s3s4s2 ∈W .

It is a minimal length representative of its double coset [σ] ∈WP3/W/WP2 . The construction applied
to σ−1 yields

F′ ∶= 0→ R′ → R′6 → R′5 → R′2.

Taking its dual and shifting so that the last term is generated in degree zero, we obtain the following
multigrading:

0→⊕
R′((1, 5, 3, 5, 2, 1))
R′((1, 6, 4, 7, 4, 2))→

→⊕

R′((1, 4, 3, 5, 3, 2))
R′((1, 4, 3, 5, 3, 1))
R′((1, 4, 3, 5, 2, 1))
R′((1, 4, 3, 4, 2, 1))
R′((1, 4, 2, 4, 2, 1))
R′((0, 4, 2, 4, 2, 1))

→

→⊕

R′((0, 2, 1, 2, 1, 0))
R′((0, 2, 1, 2, 1, 1))
R′((1, 3, 2, 3, 2, 1))
R′((1, 3, 2, 4, 2, 1))
R′((1, 3, 3, 4, 2, 1))

→

→R′.

Here for example R′((1, 5, 3, 5, 2, 1))means a copy of R′ generated in multidegree

−(α1 + 5α2 + 3α3 + 5α4 + 2α5 + α6) ∈ Q

As mentioned in §3.1.1, if we coarsen the multigrading to a Z-grading by sending∑ ciαi to −c2, the
ring R′ is a positively graded polynomial ring. The resolution has the grading

0→ R′(−5)⊕ R′(−6)→ R′6(−4)→ R′2(−2)⊕ R′3(−3)→ R′.

(In fact, this is none other than the resolution in [4, Proposition 3.6] with n = 5.)
38



CHAPTER 3. A FAMILY OF LENGTH THREE RESOLUTIONS

3.3 Proof that F is a resolution
We now prove that the differentials di defined in §3.1 actually assemble into an acyclic complex.

Lemma 3.8. The composites d1d2 and d2d3 are identically zero.

Proof. In the following, ⊗ with no subscript means ⊗C. The composite d1d2 is adjoint to the com-
posite є1(d∗1 ⊗R d2) where є1 is the contraction F∗1 ⊗ F1 → C tensored with R. By construction the
tensor product d∗1 ⊗R d2 is

F∗0 ⊗ F2 ⊗ R ↪ L(ωxr1 )⊗ L(ωyr2−2)⊗ R
exp(Y)σ
ÐÐÐÐ→ L(ωxr1 )⊗ L(ωyr2−2)⊗ R↠ F∗1 ⊗ F1 ⊗ R.

The representation F∗1 ⊗F1 is the sum sl(F1)⊕C. A highest weight vector for sl(F1) is also a highest
weight vector for F∗0 ⊗ F2, with weight ωxr1 + ωyr2−2 . In particular, sl(F1) and F∗0 ⊗ F2 belong to the
same irreducible g-representation L(ωxr1 +ωyr2−2) inside of the tensor product, whereas theC factor
in F∗1 ⊗ F1 belongs to L(ωz1). Thus the image of d∗1 ⊗R d2 lands in sl(F1)⊗ R. As є1 is the projection
onto the complementary C factor, the composite є1(d∗1 ⊗R d2) is zero as claimed.

Similarly, the composite d2d3 is adjoint to the composite (d2 ⊗R d∗3 )ι2 where ι2 is the canonical
map C→ F2 ⊗ F∗2 tensored with R. The tensor product d2 ⊗R d∗3 is

F2 ⊗ F∗2 ⊗ R ↪ L(ωyr2−2)⊗ L(ωzr3 )⊗ R
exp(Y)σ
ÐÐÐÐ→ L(ωyr2−2)⊗ L(ωzr3 )⊗ R↠ F1 ⊗ F∗3 ⊗ R.

The representation F2⊗F∗2 is the sum sl(F2)⊕C. A highest weight vector for sl(F2) is also a highest
weight vector for F1 ⊗ F∗3 , with weight ωyr2−2 + ωr3 . Again we have that sl(F2) and F1 ⊗ F∗3 belong to
the same irreducible g-representation L(ωxr1 + ωyr2−2) inside of the tensor product, whereas the C
factor in F2 ⊗ F∗2 belongs to L(ωx1). So the tensor product d∗1 ⊗R d2 is zero on the image of ι2.

To prove the acyclicity of F, we will make use of the Buchsbaum-Eisenbud acyclicity criterion.
The rank of a homomorphism d between free R-modules is the maximum value of r for which⋀r d
is nonzero, i.e. it is the size of the largest nonvanishing minor of d.

Definition 3.9. Let R be a ring, I ⊂ R an ideal, and

νn ∶=maximum length of an R[x1, . . . , xn]-sequence in IR[x1, . . . , xn].

The (true) grade of I, introduced by Northcott in [40], is grade I ∶= supn≥0 νn. If R is Noetherian,
then this recovers the usual notion of grade.

Theorem 3.10 ([9]). Let R be a ring. A complex

0→ Fn
dnÐ→ Fn−1

dn−1ÐÐ→ ⋯ d2Ð→ F2
d1Ð→ F0

of free R-modules is exact if and only if

rank Fk = rank dk + rank dk+1

and
grade I(dk) ≥ k

for k = 1, . . . , n, where I(dk) ∶= Irank dk(dk) is the ideal of (rank dk) × (rank dk)minors of dk.
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Remark 3.11. The original theorem statement in [9] assumed moreover that R is Noetherian, but
Northcott showed in [40] that it holds without this assumption provided one uses the notion of
true grade. This will not be important for us at present, since our base ring is a finitely generated
polynomial ring throughout this chapter.

As the ring R is a polynomial ring, in particular Cohen-Macaulay, the grade of an ideal is the
same as its codimension. Furthermore, since R is a domain, the fact that F is a complex implies
rank di ≤ ri . Therefore it is sufficient to prove that grade Ir i(di) ≥ i for each i, from which rank di =
ri follows as a consequence. In fact, we will show that grade Ir i(di) = 3.

For this, let G/P = G/P+x1 as in §3.1.1 and let Xw ⊂ G/P be the codimension 3 opposite Schubert
variety associated to w = sz1 susx1 . For each cell Cσ meeting Xw , it is known that the codimension of
N w

σ = Xw ∩ Cσ inside of Cσ is 3; see [31, Lemma 7.3.10].

Lemma 3.12. The Plücker coordinates belonging to the bottom z1-graded component⋀r0 F1 ⊂ L(ωx1)∨
cut out Xw set-theoretically in G/P. Thus on the cell Cσ , the ideal generated by the entries of

r1
⋀ F1 ⊗ R ↪ L(ωx1)∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωx1)∨ ⊗ R↠ C⊗ R (3.2)

has codimension 3, where the first map is inclusion of the bottom z1-graded component and the last
map is projection onto the lowest weight space (equivalently the bottom x1-graded component).

Proof. For ρ ∈ W a minimal length representative of its coset [ρ] ∈ W/WPx1 , let pρ = ρpe denote
the corresponding extremal Plücker coordinate, where pe ∈ L(ωx1)∨ is a lowest weight vector. Then
pρ vanishes on Xw if and only if ρ /≥ w, i.e. a reduced word for ρ does not contain (sz1 , su , sx1) as a
subword.

Let ρ = stN⋯st1 where (stN , . . . , st1) is a reduced word. The assumption that ρ is a minimal
length representative of [ρ]means that for all i = 1, . . . ,N , the weight st i−1 st i−2⋯st1ωx1 has a positive
coefficient for ωt i . From this it is easy to see that ti = z1 for some i implies t j = u for some j < i.
Since t1 = x1, we conclude ρ ≥ w if and only if ti = z1 for some i.

Thus the extremal Plücker coordinates vanishing on Xw are exactly the extremal Plücker coor-
dinates belonging to the bottom z1-graded component of L(ωx1)∨. This component is dual to the
representation of g(z1) = sl(F1)× sl(F3) with highest weight ωx1 , so it is⋀r0 F1. All the weight spaces
in ⋀r0 F1 are extremal (i.e. ⋀r0 F1 is miniscule), so this representation is equal to the span of the ex-
tremal Plücker coordinates vanishing on Xw . Since every Schubert variety is set-theoretically cut
out by extremal Plücker coordinates, the claim follows.

The other part of the lemma statement is just reiterating the fact that

L(ωx1)∨ ⊗ R
(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωx1)∨ ⊗ R↠ C⊗ R

gives the restriction of Plücker coordinates to the affine cell Cσ = exp(Y)σv.

Using this lemma, we can prove the acyclicity of F via the Buchsbaum-Eisenbud acyclicity cri-
terion. Before we do so, it is helpful to note a few representations appearing the z1-graded decom-
positions of L(ωyr2−2) and L(ωzr3 ):
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• Since
sz1 susy1⋯syr2−2ωyr2−2 = ωx1 + ωz2 − ωz1 ,

the g(z1) = sl(F1)×sl(F3)-representation with highest weight ωx1 +ωz2 appears as an extremal
subrepresentation in L(ωyr2−2). This is ⋀r1 F∗1 ⊗ F3.

• Since
sz1 sz2⋯szr3ωzr3 = ωu − ωz1 ,

the g(z1) = sl(F1) × sl(F3)-representation with highest weight ωu appears as an extremal sub-
representation in L(ωzr3 ). This is ⋀r1+1 F∗1 .

Theorem 3.13. The complex F resolves a Cohen-Macaulay R-module supported on the Kazhdan-
Lusztig varietyN w

σ = Xw ∩ Cσ ⊂ Cσ = SpecR, where w = sz1 susx1 .

Proof. We will prove that powers of the Plücker coordinates (3.2) can be found in Ir i(di) for i =
1, 2, 3. From Lemma 3.12 it then follows that grade Ir i(di) = 3. This means F∗ is also acyclic, thus F
resolves a perfect module, or equivalently a Cohen-Macaulay module since R is a polynomial ring.

Themethod for exhibiting powers of the extremal Plücker coordinates inside Ir i(di)was hinted
at near the end of Example 3.2, where we demonstrated that In−1(d2) contained the squares of entries
in d1.

More generally, we will show the following. Let Ω denote the entries of the matrix (3.2), i.e. the
extremal Plücker coordinates set-theoretically cutting out Xw on the affine cell Cσ . For each Plücker
coordinate p ∈ Ω, we will show that p ∈ Ir1(d1), pr3+1 ∈ Ir2(d2), and pr2−1 ∈ Ir3(d3).

The situation for d1 is relatively straightforward. The bottom x1-graded component of L(ωxr1 )
∨

is F0, so the bottom x1-graded component of ⋀r1 L(ωxr1 )
∨ is the one-dimensional representation

⋀r1 F0. Its weight is the sum of those in F0 ⊂ L(ωxr1 )
∨, which are given by −Q′0 (c.f. §3.2.1). This

sum is −ωx1 , so⋀r1 F0 belongs to the irreducible subrepresentation L(ωx1)∨. Therefore⋀r1 d1 factors
through L(ωx1)∨ ⊗ R and the maximal minors of d1 are exactly the Plücker coordinates p ∈ Ω. As
such, the cokernel of d1 is supported onN w

σ .
For d2, we consider the (r3 + 1)-th symmetric power of (3.2):

Sr3+1
r2
⋀ F∗1 ⊗ R ↪ Sr3+1L(ωx1)∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ Sr3+1L(ωx1)∨ ⊗ R↠ C⊗ R. (3.3)

Here the powers pr3+1 for p ∈ Ω correspond to the weights in Sr3+1⋀r2 F∗1 in theWPz1 -orbit of the low-
est weight −(r3+ 1)ωx1 . So these powers pr3+1 still appear when we restrict to the irreducible subrep-
resentation of this lowest weight, generated by the bottom x1-graded component C ⊂ Sr3+1L(ωx1)∨:

S(r3+1)r2F∗1 ↪ L((r3 + 1)ωx1)∨ ⊗ R → L((r3 + 1)ωx1)∨ ⊗ R↠ C⊗ R.

The crucial point is that L((r3 + 1)ωx1)∨ also resides in⋀ f2 L(ωyr2−2)
∨ as the irreducible representa-

tion generated by its bottom x1-graded component ⋀ f2 F∗2 ≅ C. Again, this can be seen by adding
the weights −Q2 in F∗2 (c.f. §3.2.1).

Inside ⋀ f2 L(ωyr2−2)
∨, an analysis of weights shows that ⋀ f2 F∗2 resides in the g(z1) = sl(F1) ×

sl(F3)-representation

r2
⋀ F∗1 ⊗

r3
⋀(

r1
⋀ F1 ⊗ F∗3 ) ⊂

f2
⋀(F1 ⊕

r1
⋀ F1 ⊗ F∗3 ) ⊂

f2
⋀ L(ωyr2−2)

∨.
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Hence by comparing (3.3) to

r2
⋀ F∗1 ⊗

r3
⋀(

r1
⋀ F1 ⊗ F∗3 )⊗ R ↪

f2
⋀ L(ωyr2−2)

∨ ⊗ R
(exp(Y)σ)−1
ÐÐÐÐÐÐ→

f2
⋀ L(ωyr2−2)

∨ ⊗ R↠
f2
⋀ F∗2 ⊗ R

we see that for each p ∈ Ω, the power pr3+1 appears as a maximal minor of

L(ωyr2−2)
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωyr2−2)

∨ ⊗ R↠ F∗2 ⊗ R

involving r2 columns from F∗1 ⊗ R. But the restriction of this map to F∗1 ⊗ R is none other than the
dual of the differential d2 by construction, and thus cofactor expansion of the determinant implies
pr3+1 ∈ Ir2(d2) as claimed.

The situation for d3 is very similar to that of d2. Consider the (r2 − 1)-th symmetric power of
(3.2):

Sr2−1
r1
⋀ F1 ⊗ R ↪ Sr2−1L(ωx1)∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ Sr2−1L(ωx1)∨ ⊗ R↠ C⊗ R. (3.4)

Again the powers pr2−2 for p ∈ Ω correspond to the weights in Sr2−2⋀r1 F1 in the WPz1 -orbit of the
lowest weight −(r2 − 1)ωx1 . Restricting to the irreducible subrepresentation L((r2 − 1)ωx1)∨ we have

S(r2−1)r1F1 ↪ L((r2 − 1)ωx1)∨ ⊗ R → L((r2 − 1)ωx1)∨ ⊗ R↠ C⊗ R.

The reason for considering this subrepresentation is that it also appears in ⋀ f2 L(ωzr3 )
∨ as the ir-

reducible representation generated by its bottom x1-graded component ⋀ f2 F2 ≅ C, seen by adding
the weights −Q′2 in F2 (c.f. §3.2.1). An analysis of weights shows that ⋀ f2 F2 is contained in

r3
⋀ F3 ⊗

r2
⋀(

r1+1
⋀ F1) ⊂

f2
⋀(F3 ⊕

r1+1
⋀ F1) ⊂

f2
⋀ L(ωzr3 )

∨

so comparing (3.4) to

r3
⋀ F3 ⊗

r2
⋀(

r1+1
⋀ F1)⊗ R ↪

f2
⋀ L(ωzr3 )

∨ ⊗ R
(exp(Y)σ)−1
ÐÐÐÐÐÐ→

f2
⋀ L(ωzr3 )

∨ ⊗ R↠
f2
⋀ F2 ⊗ R

we see that for each p ∈ Ω, the power pr2−1 appears as a maximal minor of

L(ωzr3 )
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωzr3 )

∨ ⊗ R↠ F2 ⊗ R

involving all r3 columns from F3 ⊗ R. These r3 columns exactly comprise the differential d3 by
definition, so cofactor expansion proves pr2−1 ∈ Ir3(d3).

Alternatively, one could deduce grade Ir3(d3) ≥ 3 by applying the already established result that
grade Ir1(d1) ≥ 3 to the resolution F′ discussed in §3.2.2 and then using Proposition 3.5. Geomet-
rically, this amounts to showing that the maximal minors of d3 can be interpreted as the extremal
Plücker coordinates cutting outN w−1

σ−1 in Cσ−1 ⊂ G/P+z1 as opposed toN w
σ in Cσ ⊂ G/P+x1 .

It is generally not true that the Plücker coordinates p ∈ Ω cut out Xw scheme-theoretically in
G/P. However, this is true when r1 = 1, in which case (3.2) coincides with the differential d1. It is
likely the case thatTheorem 2.16 holds in the Kac-Moody setting—even knowing this statement for
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individual Schubert varieties (as opposed to unions thereof) would suffice to extend Lemma 2.19 to
the Kac-Moody setting, from which the claim would follow.

However, as we could not locate a suitable reference for that theorem in the desired generality,
we sketch an alternative argument. The homogeneity of I(d1) implies that it is sufficient to verify
reducedness of R/I(d1) after localizing at the ideal of variables in R, corresponding to the torus-
fixed point σv ∈ Cσ . Later we will prove that, in this localization, I(d1) gives the generic example
of a family of licci ideals. (In fact, the family of complexes F defined for r1 = 1 can be interpreted as
structure theorems for all grade 3 licci ideals.) By general facts regarding the deformation theory
of licci ideals, these generic examples are necessarily reduced, c.f. [10]. The sketch of this argument
is left brief because we will not use reducedness of R/I(d1) for r1 = 1 anywhere in the subsequent
chapters.
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Chapter 4

Generic free resolutions

We start anew in this chapter and discuss the theory of generic free resolutions. This is a topic
which, at first glance, has no relation to the representation theory of the Kac-Moody Lie algebras
that were the focus of preceding chapters. But in fact, the original connection to representation
theory was unearthed from this perspective, and many of the constructions from previous chapters
were motivated by this study.

The first section §4.1 discusses the historical origins of this project and its various successes in
studying free resolutions of length 2. In §4.2we review the construction of generic free resolutions of
length 3, following [51] and [50]. Here the connection to representation theory of the Kac-Moody
Lie algebra g(T) appears. In §4.3, we develop the theory of higher structure maps arising from
our continued study of R̂gen. These maps remain mysterious in general, but we show that they are
relatively straightforward to analyze for split exact complexes. Since any finite free resolution is split
on a dense open set, we can use this perspective to deduce many basic results on higher structure
maps which are valid for arbitrary free resolutions of length three. We conclude in §4.4 by applying
this theory to the family of free resolutions F constructed in the preceding chapter, demonstrating
that a particular choice of higher structure maps for F is implicit in its construction.

The first two sections are expository. The remainder is partially based on [38] and ongoing joint
work with Lorenzo Guerrieri and Jerzy Weyman that is not currently written elsewhere. Through-
out, we maintain Assumption 2.1: R is a C-algebra but our statements are more generally true over
a field of characteristic zero. (For §4.1, the classical statements are true over Z.)

4.1 A brief history of generic free resolutions
Hochster formally posed the question of searching for universal free resolutions in [25]. The mo-
tivation is that these universal examples should codify the “best possible” structure theorems for
free resolutions in a certain sense. To demonstrate, let us recast the Hilbert-Burch theorem in this
language. Let R be a local ring, and I ⊂ R an ideal with pdimR/I = 2. The minimal free resolution
of R/I has the form

0→ Rn−1 d2Ð→ Rn d1Ð→ R (4.1)

and the Hilbert-Burch theorem states that I = aJ where a ∈ R is a nonzerodivisor and J = In−1(d2)
is generated by the maximal minors of d2. Here is an equivalent way of stating the theorem:
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Theorem 4.1 ([24], [11]). Fix an integer n ≥ 2 and let Runiv be a polynomial ring in the variables
{xi j}1≤i≤n,1≤ j≤n−1 and one more variable a1. Let Funiv denote the complex

0→ Rn−1univ
d2Ð→ Rnuniv

d1Ð→ Runiv

in which d2 is the generic matrix with entries xi j and d1 = a1⋀n−1 d∗2 for some fixed identification of
Rnuniv ≅ ⋀n−1(Rnuniv)∗. Then if R is any ring and F is a complex of the form (4.1), then there exists a
unique homomorphism Runiv → R specializing Funiv to F.

Furthermore, the complex Funiv over Runiv is itself acyclic. This explains the suggestive notation
used in the theorem: Funiv is the universal example of a free resolution of the form (4.1).

Definition 4.2. Let R be a ring and F a complex of free R-modules

0→ R fn → ⋯→ R f0 .

We say the sequence f = ( f0, . . . , fn) is the format of F. Suppose that

1. F is acyclic, and

2. for any ring S and free resolution G over S with the same format ( f0, . . . , fn), there exists a
unique homomorphism R → S specializing F toG.

Then we say (R,F) is the universal pair for the format f . We refer to F as a universal free resolution
and R the associated universal ring.

The standard category theory argument regarding universal properties shows that, if a universal
pair exists for a given format f , then it is unique up to unique isomorphism.

Conceptually, condition (2) expresses that (R,F) encodes an equational structure theorem for
free resolutions of format f , and condition (1) expresses that this structure theorem is optimal since
any other theorem must factor through (R,F). Here the adjective “equational” qualifies that these
structure theorems assert unique solutions to a system of equations involving the entries ofG. The
acyclicity criterionTheorem 3.10 is not equational, for instance.

4.1.1 Results for length 2
In [25], Hochster constructed the universal pair (Runiv ,Funiv) for length 2 formats f = ( f0, f1, f2).
We assume f0 ≥ r0, f1 = r1 + r2, and f2 = r2 for positive integers r1, r2 to avoid degenerate cases.

Let d1 and d2 be matrices of indeterminates, where d1 is f0× f1 and d2 is f1× f2. The construction
starts by taking the ring Rc of generic complexes of format f , which is a polynomial ring in the
aforementioned indeterminates, modulo the ideal I1(d1d2) + Ir1+1(d1) + Ir2+1(d2). This ring comes
equipped with a tautological complex Fc whose differentials are di . The ideals Ir1(d1) and Ir2(d2)
both have grade 1, so in view of Theorem 3.10, the goal is to increase grade Ir2(d2) to 2.

This can be achieved by taking the ideal transform with respect to I = Ir2(d2), defined as

R = {h ∈ FracRc ∶ I th ⊆ Rc for some t}.

WithF = Fc⊗R, Hochster proves that the pair (R,F) is the universal pair for f , and that it essentially
encodes the first structure theorem of Buchsbaum and Eisenbud, which we now recall.

45



CHAPTER 4. GENERIC FREE RESOLUTIONS

Definition 4.3. A complex F over a ring R is acyclic in grade c if F ⊗ Rp is acyclic for all primes p
with gradep ≤ c.

Recall that by Theorem 3.10, acyclicity is equivalent to grade Ir i(di) ≥ i for all i. By contrast,
acyclicity in grade c amounts to the weaker requirement that grade Ir i(di) ≥min(i , c + 1) instead.

Theorem 4.4 ([8]). Let F be a complex of free R-modules

0→ Fn
dnÐ→ Fn−1

dn−1ÐÐ→ ⋯ d1Ð→ F0

that is acyclic in grade 1. Let fi = rank Fi and ri = rank di . Fix identifications ⋀ f i Fi ≅ R. Then there
exist uniquely determined maps ai ∶R → ⋀r i Fi−1 (i = 1, . . . , n) so that

⋀r i Fi ⋀r i Fi−1

⋀ f i Fi ≅ R
−∧a i+1

⋀
r i d i

a i

commutes, where we set an+1 to be the identity R → ⋀0 Fn = R.

The original theorem was stated under the stronger assumption that F is acyclic. The weaker
hypotheses here are due to Eagon andNorthcott in [16]. Themaps ai are calledBuchsbaum-Eisenbud
multipliers.

After Hochster’s construction of the universal pair (Runiv ,Funiv), many authors established vari-
ous properties of the ring Runiv. Let Ra be the ring obtained by adjoining the Buchsbaum-Eisenbud
multipliers to Rc. InHochster’s original treatment, the ring Runiv was shown to be the integral closure
of Ra. Huneke later showed in [27] that the ring Ra is already integrally closed, so Runiv = Ra. In [42],
Pragacz and Weyman analyzed the relations in Runiv. They also proved that it has rational singular-
ities (this is the only statement so far that uses Assumption 2.1). Tchernev established numerous
more properties of Runiv using Gröbner bases in [46], and Kustin determined a free resolution of
Runiv as a quotient of a polynomial ring in [35].

4.1.2 Generic free resolutions beyond length 2
In [25], Hochster expressed doubt in the existence of universal free resolutions for formats of length
≥ 3, and proposed a weakening of universality in which the specialization is no longer required to
be unique.

Definition 4.5. Let R be a ring andF an acyclic complex of free R-modules. Suppose that the format
ofF is f , and that for any ring S and free resolutionG over S with the same format ( f0, . . . , fn), there
exists a (not necessarily unique) homomorphism R → S specializing F to G. Then we say (R,F) is
a generic pair for the format f . We refer to F as a generic free resolution and R the associated generic
ring.
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Unfortunately, the removal of unique specializationmeans that such generic pairs are not unique
for a fixed format. Indeed, one could simply adjoin indeterminates to an existing generic ring with-
out affecting its genericity.

However, this is a necessary concession, as Bruns confirmed Hochster’s doubt in [6]: universal
free resolutions do not exist for formats of length ≥ 3. In the same paper, he also showed that for
any nonnegative integers r0, r1, . . . , rn, the format

f = ( f0, . . . , fn) = (r0 + r1, r1 + r2, . . . , rn−1 + rn , rn) (4.2)

admits a generic pair (this condition on f is forced by linear algebra).
In fact, Theorem 4.4 is the best possible structure theorem if one requires unique specialization.

To paraphrase Bruns’s argument, fix a format f and suppose that (Runiv ,Funiv) is a universal pair
for f . Let Ra denote the Buchsbaum-Eisenbud multiplier ring for f and F the tautological complex
over Ra. The ideal I =∏n

i=2 Ir i(di) has grade 2; let h1, h2 ∈ I be a regular sequence. Then for i = 1, 2,
the localization F ⊗ (Ra)h i is acyclic, so there exists a map Runiv → (Ra)h i specializing Funiv to
F⊗(Ra)h i . Localizing further, we obtain twomaps Runiv → (Ra)h ih j specializingFuniv toF⊗(Ra)h ih j ,
which therefore must agree by the universality property of (Runiv ,Funiv). Because h1, h2 is a regular
sequence, ourmaps Runiv → (Ra)h i actually come from amap Runiv → Ra (e.g. by the Čech complex).
The proof concludes by showing that for formats of length ≥ 3, there are resolutions F with cycles
that cannot be in the image of Ra → R specializing Fa to F.

Bruns’s construction of generic free resolutions is via a procedure he calls “generic exactification.”
Essentially, if F is a complex over R and Hi(F) ≠ 0 for some i > 0, we can pick a map Z∶RN → Fi
surjecting onto the cycles which are nonzero in homology. Then we adjoin a generic fi+1×N matrix
of variables X = [xi j] to R and quotient by the relation di+1X = Z to obtain a new ring R′, thereby
killing the cycles in Hi(F). While this process may introduce new cycles, we at least have that the
induced map Hi(F) → Hi(F ⊗ R′) is zero. Thus, taking Rgen to be the direct limit of the rings
produced iteratively using this procedure, the complex Fgen = Rgen is acyclic by construction.

As the homology is finitely generated at each step, the ring Rgen constructed in this manner is
a countably generated algebra. Here is a conjecture mentioned by Hochster in [25] and again by
Bruns in [6]:

Conjecture 4.6. For each f of the form (4.2), there exists a generic pair (Rgen,Fgen) where Rgen is a
finitely generated algebra.

We will disprove this conjecture at the end of this chapter in Theorem 4.39, in which we show
that any generic ring for the format f = (1, 6, 8, 3) is necessarily not Noetherian. In particular, the
recursive procedure of killing cycles described in [6] does not terminate for this format.

The non-uniqueness of generic rings means that it is insufficient to exhibit one non-Noetherian
example to prove this, as it does not rule out the possibility that there is some alternative construction
of a Noetherian generic ring. Instead, we use the theory of higher structure maps developed in
§4.3 combined with the examples of Chapter 3 to produce an infinite ascending chain that must be
present in any generic ring for (1, 6, 8, 3).
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4.2 Weyman’s generic free resolutions of length three
If (Runiv ,Funiv) is a universal pair for the format f = ( f0, f1, . . . , fn), then the action of∏GL( fi) on
Funiv induces an action of∏GL( fi) on Runiv.

Example 4.7. Let f = ( f0, f1, f2) = (1, n, n−1) and let Fi = C f i . FromTheorem 4.1 we see that, under
the action of∏GL(Fi), the ring Runiv is

Runiv = Sym[(F∗1 ⊗ F2)⊕ (F∗0 ⊗
f1
⋀ F1 ⊗

f2
⋀ F∗2 )]

where the variables xi j span the representation F∗1 ⊗ F2 and the Buchsbaum-Eisenbud multiplier a1
spans the one-dimensional representation F∗0 ⊗⋀ f1 F1 ⊗⋀ f2 F∗2 .

More generally, the universality property of (Ra ,Fa) yields an action of ∏GL(Fi) on Ra. The
decomposition of Ra under this action is described in [42].

If (Rgen,Fgen) is an abstract generic pair, there is no natural action of∏GL(Fi) on Rgen. Despite
this, we can at least try to construct a generic pair taking symmetry into account. Moreover, it
turns out that this process can result in the presence ofmore symmetry, rather than less. This is the
main theme forWeyman’s construction of generic free resolutions of length 3. Before we discuss his
construction, we demonstrate this principle on a toy example.

4.2.1 A motivating example
For this part, we fix a format f = ( f0, f1, f2, f3) with f0 = 1 and f2 + 1 = f1 + f3. For i = 1, 2, 3 let di be
a fi × fi−1 matrix of indeterminates. Define A0 to be the ring

C[d1, d2, d3]/(d1d2, d2d3)

and write Fi = C f i .
The data of a map A0 → R is then a complex of free R-modules

0→ F3 ⊗ R → F2 ⊗ R → F1 ⊗ R → R.

ThegroupsGL(Fi) act on the set of such complexes, and thus on A1 by the Yoneda lemma. Explicitly
g ∈ GL(Fi) sends the entries of di+1 to those of gdi+1 and the entries of di to those of di g−1. With
this action, the C-linear span of the entries of di is a representation Fi ⊗ F∗i−1 in A0.

Now define A1 analogously so that the data of a map A1 → R is a complex as above, together
with a choice of map w(3)1 making the following diagram commute:

0 F3 ⊗ R F2 ⊗ R F1 ⊗ R R

⋀2 F1 ⊗ R
w(3)1

e1∧e2↦d(e1)e2−d(e2)e1 (4.3)

Note that the image of the vertical map lands in ker d1. So if for instance F were exact, such a lift
w(3)1 would always exist.
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Again GL(Fi) acts on A1. The entries of w(3)1 span a representation F∗2 ⊗ ⋀2 F1 ⊂ A1. But this
time we also have the action of the additive group F∗3 ⊗⋀2 F1 on A1. An element g ∈ F∗3 ⊗⋀2 F1 acts
by sending the entries ofw(3)1 to those ofw(3)1 + d3g. This is compatible with the action ofGL(Fi) in
the sense that altogether we obtain and action of the semidirect product (⋀2 F1 ⊗ F∗3 ) ⋊∏GL(Fi)
on A1, where the semidirect product is formed using the evident action of∏GL(Fi) on⋀2 F1 ⊗ F∗3 .

Let’s do one more example, with some exercises. Define A2 so that the data of a map A2 → R is
the data of a map A1 → R (i.e. maps di and w(3)1 satisfying the required relations) together with a
choice of map w(3)2 making the following diagram commute:

0 ⋀2 F3 ⊗ R F3 ⊗ F2 ⊗ R S2F2 ⊗ R S2F1 ⊗ R

S2⋀2 F1 ⊗ R

⋀4 F1 ⊗ R

S2d2

S2w(3)1

w(3)2

(4.4)

In the top row, the map ⋀2 F3 ⊗ R → F3 ⊗ F2 ⊗ R is given by

e1 ∧ e2 ↦ e1 ⊗ d3(e2) − e2 ⊗ d3(e1)

and the map F3 ⊗ F2 ⊗ R → S2F2 ⊗ R is given by

e ⊗ s ↦ d3(e)s.

Themap ⋀4 F1 → S2⋀2 F1 is

e1 ∧ e2 ∧ e3 ∧ e4 ↦ (e1 ∧ e2)(e3 ∧ e4) − (e1 ∧ e3)(e2 ∧ e4) + (e1 ∧ e4)(e2 ∧ e3).

It is a straightforward calculation to check that the vertical composite lands in the kernel of S2d2.
Furthermore, if the original F were exact, then so is the top row in this diagram by general theory
of Schur complexes (see for instance [49]). So a lift w(3)2 always exists in that case.

We have the evident action of∏GL(Fi) on A2, as well as the action of g ∈ ⋀4 F∗1 ⊗⋀2 F3 by

di ↦ di
w(3)1 ↦ w(3)1

w(3)2 ↦ w(3)2 + (
4
⋀ F1

g
Ð→

2
⋀ F3 → F3 ⊗ F2)

(4.5)

(We are abusing notation here and writing Fi when we really mean Fi⊗R.) But now there is a subtle
point: since w(3)2 satisfies a relation with w(3)1 , the action of ⋀2 F∗1 ⊗ F3 on A1 does not obviously
extend to A2.
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It turns out that for g ∈ ⋀2 F∗1 ⊗ F3 one can define an automorphism of A2 as follows:

di ↦ di

w(3)1 ↦ w(3)1 + (
2
⋀ F1

g
Ð→ F3

d3Ð→ F2)

w(3)2 ↦ w(3)2 + (
4
⋀ F1 →

2
⋀ F1 ⊗

2
⋀ F1

g⊗w(3)1ÐÐÐ→ F3 ⊗ F2)

+ 1
2
(

4
⋀ F1 →

2
⋀ F1 ⊗

2
⋀ F1

g⊗d3 gÐÐÐ→ F3 ⊗ F2)

(4.6)

where ⋀4 F1 ↦ ⋀2 F1 ⊗⋀2 F1 sends

e1 ∧ e2 ∧ e3 ∧ e4 ↦ (e1 ∧ e2)⊗ (e3 ∧ e4) − (e1 ∧ e3)⊗ (e2 ∧ e4) + (e1 ∧ e4)⊗ (e2 ∧ e3)
+ (e2 ∧ e3)⊗ (e1 ∧ e4) − (e2 ∧ e4)⊗ (e1 ∧ e3) + (e3 ∧ e4)⊗ (e1 ∧ e2)

Making the substitutions (4.6) on (4.3) and (4.4), it is straightforward to verify that the diagrams
still commute. Therefore this is a well-defined endomorphism of A2.

On the other hand, if we let g1, g2 ∈ ⋀2 F∗1 ⊗F3, it turns out that acting by g2 and then by g1 is not
the same as acting by g1+g2. Instead, it is the same as acting by g1+g2 ∈ ⋀2 F∗1 ⊗F3 and then by 1

2[g1, g2]
for a certain element [g1, g2] ∈ ⋀4 F∗1 ⊗⋀2 F3. This bracket [−,−]∶⋀2(⋀2 F∗1 ⊗F3)→ ⋀4 F∗1 ⊗F3 turns

L =
4
⋀ F∗1 ⊗

2
⋀ F3 ⊕

2
⋀ F∗1 ⊗ F3

into a graded Lie algebra. We view the two pieces as living in degrees −2 and −1 respectively. The
expressions (4.6) and (4.5) describe the exponential of an action of L on A2 by derivations. In
particular, the expression g1 + g2 + 1

2[g1, g2] comes from Baker-Campbell-Hausdorff.
Thus the following group acts on A2:

exp(
4
⋀ F∗1 ⊗

2
⋀ F3 ⊕

2
⋀ F∗1 ⊗ F3) ⋊∏GL(Fi).

Note that for A1, writing exp(⋀2 F1⊗F∗3 ) instead of⋀2 F1⊗F∗3 is inconsequential, as this Lie algebra
is abelian.

4.2.2 Construction of R̂gen

As in Chapter 3, we fix positive integers r1 ≥ 1, r2 ≥ 2, r3 ≥ 1 and define f0 = r1, f1 = r1+ r2, f2 = r2+ r3,
f3 = r3. Let f = ( f0, f1, f2, f3) and Fi = C f i . Often we will abuse notation and write Fi when we really
mean Fi ⊗ R for some ring R.

Weyman constructed a candidate generic pair (R̂gen( f ),Fgen( f )) for the format f in [51], and
verified its acyclicity in [50]. We will typically suppress f from the notation. As mentioned previ-
ously, generic pairs are not unique. Henceforth when we say the generic ring, we refer to the model
R̂gen specifically.

Remark 4.8. One can more generally consider formats where f0 ≥ r1, but we will not do so here.
The main case of interest will actually be when f0 = r1 = 1.
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We now briefly summarize the construction of R̂gen. The starting point isTheorem 4.4, which we
restate with two small adjustments: we state it only for c = 3 and we avoid identifying top exterior
powers with the base ring in the interest of doing things GL(Fi)-equivariantly.

Theorem4.9. Let 0→ F3
d3Ð→ F2

d2Ð→ F1
d1Ð→ F0 be a complex of free modules, acyclic in grade 1, of format

( f0, f1, f2, f3) over R. Then there are uniquely determined maps a3, a2, a1, constructed as follows:

• a3 is the top exterior power

a3∶
f3
⋀ F3 →

f3
⋀ F2.

• a2 is the unique map making the following diagram commute:

⋀r2 F2 ⋀r2 F1

⋀ f3 F∗3 ⊗⋀ f2 F2

⋀
r2 d2

−∧a3 a2

• a1 is the unique map making the following diagram commute:

⋀ f0 F1 ⋀ f0 F0

⋀ f3 F3 ⊗⋀ f2 F∗2 ⊗⋀ f1 F1

⋀
r1 d1

−∧a2 a1

Note that a1 is just a scalar. If grade I f0(d1) ≥ 2, then a1 is an isomorphism.
As mentioned in §4.1, Theorem 4.4 can be used to construct a free complex Fa of the given

format f over a ring Ra, called the Buchsbaum-Eisenbud multiplier ring, such that Fa is acyclic in
grade 1 and is universal with respect to this property. In particular, if F is any resolution of the same
format over some ring R, then there is a unique map Ra → R specializing Fa to F.

However, Fa is not acyclic: letting di denote the differentials of Fa, we have

grade Ir3(d3) = 2, grade Ir2(d2) = 2, grade Ir1(d1) = 1.

From the perspective of the acyclicity criterion Theorem 3.10, the failure of F to be acyclic can be
attributed to the insufficient grade of Ir3(d3).

Specifically we have H1(F) ≠ 0, so one strategy to proceed would be to try and kill H1(F) fol-
lowing [6]. The first step would be to handle the Koszul cycles, as was done in our toy example in
§4.2.1. However, it is not clear how to carry out this recursive procedure systematically in an explicit
manner.

The alternative approach carried out in [51] is to look at the Koszul complex on ⋀r3 d3 instead
of F. Explicitly, writing K = ⋀ f3 F∗3 ⊗⋀ f3 F2 so that ⋀r3 d3 can be viewed as a map Ra → K, the fact
that grade Ir3(d3) = 2 implies the existence of nonzero H2 in

0→
0
⋀K →

1
⋀K →

2
⋀K →

3
⋀K.
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Now the promised connection to representation theory gradually appears. First, in [51], the recur-
sive procedure of killingH2 in the complex abovewas carried out with the aid of a graded Lie algebra
⊕i>0Li where we view Li as residing in degree −i. Let

L∨ ∶=⊕
i>0

L∗i , L ∶= (L∨)∗ =∏
i>0

Li .

We call L the defect Lie algebra.
There is a diagram

0 ⋀0K ⋀1K ⋀2K ⋀3K

L∨ ⋀2L∨
p q

where the dual of the lower horizontal map is the bracket in L. Let pi denote the restriction of p
to L∗i ⊂ L∨ and similarly qi the restriction of q = ⋀2 p to (⋀2L∨)i . The map p1 is defined to lift a
cycle constructed using the second structure theorem of [8]. Since L∨ is strictly positively graded,
(⋀2L∨)i only involves L j for j < i, which allows for recursive computation of the cycles qm and
their lifts pm for m ≥ 2.

For positive integers m, define R′m to be the ring obtained from Ra by generically adjoining
variables for the entries of p1, . . . , pm and quotienting by all relations they would satisfy on a split
exact complex (see for instance [51, Lemma 2.4]). Let Rm be the ideal transform of R′m with respect
to Ir2(d2)Ir3(d3). The ring R̂gen is defined to be the limit of the rings Rm, and Fgen ∶= Fa ⊗ R̂gen.

The idea behind this construction is that adjoining the lifts pi ought to kill H2 in the Koszul
complex, and the ideal transform with respect to Ir2(d2)Ir3(d3) ensures that we do not generate
homology elsewhere in our complex. The acyclicity of Fgen was reduced to the exactness of certain
3-term complexes (c.f. [51, Theorem 3.1]), and this was later proven in [50].

4.2.3 Exponential action of L
Given a free resolution F over some ring R, a choice of maps p1, . . . , pm making

0 R K ⊗ R ⋀2K ⊗ R ⋀3K ⊗ R

L∗i ⊗ R (⋀2L∨)i ⊗ R

⋀
r3 d3

p i q i (4.7)

commute determines a map R′m → R. This extends uniquely to the ideal transform Rm since the
image of Ir2(d2)Ir3(d3) in R has grade at least 2.

Lemma 4.10. There is a natural bijection

{maps w∶ R̂gen → R specializing Fgen to F}

{choices of {pi}i>0 making (4.7) commute}

≃
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Proof. This follows from the preceding discussion since R̂gen = limRm.

Furthermore, having chosen pi for i < m, the diagram (4.7) shows that the non-uniqueness of
pm lifting qm is exactly Hom(L∗m ⊗ R, R) = Lm ⊗ R. In [51], the action of L on R̂gen by derivations
is described. Specifically, elements u ∈ Ln act on R̂gen by Rn−1-linear derivations. It is sufficient to
describe how they affect (the entries of) pn+k for k ≥ 0, and this is as follows: the derivation Du
sends p∗n to

K∗
⋀
r3 d∗3ÐÐÐ→ R̂gen

uÐ→ Ln ⊗ R̂gen

and p∗n+k to

K∗
p∗kÐ→ Lk ⊗ R̂gen

[u,−]
ÐÐ→ Ln+k ⊗ R̂gen.

These are just restatements of the formulas given in [51, Prop. 2.11] and [51, Thm. 2.12] respectively.
These formulas naturally extend to an arbitrary element X ∈ L = ∏i>0Li ; the resulting deriva-

tion is well-defined because L>n acts by zero on Rn. In a slight abuse of notation, we will also write
X for the corresponding derivation. Homomorphisms R̂gen → R correspond to R-algebra homo-
morphisms R̂gen ⊗ R → R, and the Lie algebra L⊗ R acts on R̂gen ⊗ R.

For X ∈ L⊗ R, the action of expX ∶= ∑i≥0
1
i!X i on R̂gen ⊗ R is well-defined since every element

of R̂gen ⊗ R is killed by a sufficiently high power of X. Since X acts by an (Ra ⊗ R)-linear deriva-
tion, it follows formally that expX acts by an automorphism fixing Ra ⊗ R. Such automorphisms
completely describe the non-uniqueness of the map R̂gen → R given a particular resolution (R,F),
as the following observation from [38] shows.

Theorem 4.11. Let F be a resolution of length three over R and let R̂gen be the generic ring for the asso-
ciated format. Fix aC-algebra homomorphism w∶ R̂gen → R specializing Fgen to F. Then w determines
a bijection

L ⊗̂R ∶=∏
i>0
(Li ⊗ R) ≃ {C-algebra homomorphisms w′∶ R̂gen → R specializing Fgen to F}.

Note that a C-algebra homomorphism R̂gen → R can be viewed as an R-algebra homomorphism
R̂gen ⊗ R → R. The correspondence above identifies X ∈ L ⊗̂R with the map w expX obtained by
precomposing w with the action of expX on R̂gen ⊗ R.

Proof. By Lemma 4.10, the homomorphismw∶ R̂gen⊗R → R is completely determined by the choice
of the structure maps pi . For X ∈ L ⊗̂R, let us write X = ∑i>0 ui where ui ∈ Li ⊗ R, and let Xn =
∑n

i=1 ui denote the partial sums.
Precomposing w by expX or expXn has the same effect on the structure maps pk for k ≤ n.

Acting by expX on p1, we get

p1 + (
r3
⋀ d3)u∗1 .

Here u∗1 means the dual of R u1Ð→ L1⊗R. All possible choices of the structure map p1 are obtained by
lifting a particular map q1 in the diagram (4.7), so it follows that choices of u1 ∈ L1 ⊗ R correspond
to choices for the structure map p1.
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Once Xn−1 has been computed, un ∈ Ln ⊗ R can be similarly determined by comparing pn with
p′n. Acting by expX on pn gives

(pn + pn−1[u1,−]∗ +⋯) + (
r3
⋀ d3)u∗n .

The first part consists of terms involving uk for k < n, which have already been determined. Once
again, (4.7) shows that there is a unique choice of un ∈ Ln⊗R that makes the whole expression equal
to p′n.

Proceeding inductively in this fashion, we construct X ∈ L ⊗ R with the desired property, and
the uniqueness at each step is evident as well.

If we view the generic pair as describing an equational structure theorem for F in the sense of
§4.1, this tells us that the general solution to our system of equations is readily obtained once we
have a particular solution.

The task of finding a particular solution (a map w∶ R̂gen → R specializing Fgen to F) may be
difficult, but here is a helpful observation.

Proposition 4.12. Let R be a ring and F a free resolution

0→ F3 ⊗ R → F2 ⊗ R → F1 ⊗ R → F0 ⊗ R.

1. Suppose a group G acts on the free modules Fi ⊗ R and the differentials of F are G-equivariant.
Since∏GL(Fi⊗R) acts on R̂gen⊗R and onL∗m, we have an induced action ofG on R̂gen⊗R and
L∗m. If the maps pm in (4.7) are chosen to beG-equivariant, then the induced mapw∶ R̂gen⊗R →
R is also G-equivariant.

2. Suppose R is graded and F is a graded free resolution where the differentials are homogeneous of
degree zero. This induces a grading on R̂gen ⊗ R and L∗m for each m, and it is possible to choose
all pm in (4.7) to be homogeneous of degree zero. The corresponding w∶ R̂gen ⊗ R → R is then
also homogeneous of degree zero.

The construction of the cycle q1 in terms of the differentials di and the construction of qm in
terms of p1, . . . , pm−1 are both ∏GL(Fi)-equivariant. So in the setting of Proposition 4.12, (1) the
cycle qm is G-equivariant provided p1, . . . , pm−1 are, and similarly (2) qm is homogeneous of degree
zero provided p1, . . . , pm−1 are.

Proof. This is evident from the construction of R̂gen = limRm and Lemma 4.10. In the graded setting,
it is always possible to recursively take pm which is homogeneous of degree zero: simply take any
lift of qm (which is homogeneous of degree zero by induction) and discard the components which
are not homogeneous of degree zero.
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4.2.4 The critical representations
Recall that we have fixed parameters r1 ≥ 1, r2 ≥ 2, r3 ≥ 1, from which our format f is defined as
( f0, f1, f2, f3) = (r1, r1 + r2, r2 + r3, r3). As in Chapter 3, consider the diagram T = Tr1+1,r2−1,r3+1

xr1 ⋯ x1 u y1 ⋯ yr2−2

z1

⋮

zr3

and let g denote the associated Kac-Moody Lie algebra. We define subalgebras sl(Fi) of g as in
Chapter 3, §3.1.2, so e.g. g(z1) = sl(F1) × sl(F3).

One of the main observations driving the results of [50] is that

L∨ = n+z1 = ⊕
α>z10

gα , L = n̂−z1 = ∏
α<z10

gα ,

and that the action of ⊕Li on R̂gen extends to an action of g. We refer to Chapter 2, §2.2.1 for
explanations regarding notation here. Using this connection, Weyman was able to

1. decompose R̂gen into representations of sl(F0) × sl(F2) × g, and

2. prove the needed exactness of certain complexes from [51] thereby proving Fgen is acyclic.

Interestingly, while (2) was the original goal, we have never used the acyclicity of Fgen at any point
in this project—in particular, we will never use it in this thesis. This may come as a surprise, but
notice that the classical Hilbert-Burch theorem does not actually claim the universal example to be
acyclic; that is a separate result! Similarly, the first structure theorem of Buchsbaum and Eisenbud
does not include the statement that (Ra ,Fa) is universal for finite free complexes acyclic in grade 1.
In essence, the fact that these theorems can be recast as “universal examples” is a certification that
they are the best possible structure theorems for their respective objects. From this perspective, it is
less surprising that (R̂gen,Fgen) has utility independent of the acyclicity of Fgen.

On the other hand, (1) is essential to our results, as it allows us to define and analyze so-called
“higher structure maps,” which will be the topic of §4.3.

We also recall Assumption 2.1 that although we work over C throughout, the results remain
valid overQ. Indeed, the Lie algebra gmay be defined using the same generators and relations as in
Chapter 2, §2.2.1 over Q, which results in the split form of g. Its representation theory parallels the
situation over C, and the construction and decomposition of R̂gen remains valid.

Remark 4.13. There is one subtle point, which is that while the ring R̂gen certainly has an action
of∏gl(Fi) by construction, this action does not come from an inclusion of∏gl(Fi) into sl(F0) ×
sl(F2) × g. Nor is it correct to say that gl(F0) × gl(F2) × g acts on R̂gen, since the action of gl(F2)
does not commute with the action of g.
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1. Rather, if we let

M =
f3
⋀ F3 ⊗

f2
⋀ F∗2 ⊗

f1
⋀ F1

then the∏gl(Fi)-equivariant description of L1 from [51] is

L1 =
r1+1
⋀ F∗1 ⊗ F3 ⊗M .

Given an irreducible lowest weight representation L(ω)∨ of g, the action of∏gl(Fi) on L(ω)∨
can be inferred from its action on any z1-graded component, e.g. the bottom one.

2. The Buchsbaum-Eisenbud multiplier a1 from Theorem 4.9 is a map M → ⋀ f0 F0. If
grade Ir0(d0) ≥ 2, then a1 is an isomorphism and we may instead view

L1 =
r1+1
⋀ F∗1 ⊗ F3 ⊗

f0
⋀ F0

which is sometimesmore convenient, especially when dealing with resolutions of cyclic mod-
ules.

Example 4.14. If f = (1, 5, 6, 2), then the diagram is T2,3,3 = E6. Writing gi for the component of g
in z1-degree i (i.e. the sum of root spaces gα where the coefficient of αz1 in α is equal to i), we have

g2 =
4
⋀ F1 ⊗

2
⋀ F∗3 ⊗ S2M∗

g1 =
2
⋀ F1 ⊗ F∗3 ⊗M∗

g0 = sl(F1) × sl(F3) ×C

g−1 =
2
⋀ F∗1 ⊗ F3 ⊗M

g−2 =
4
⋀ F∗1 ⊗

2
⋀ F3 ⊗ S2M

and L = g−2 ⊕ g−1.

Example 4.15. If f = (1, 6, 8, 3), then the diagram is T2,4,4 = E(1)7 . Writing gi for the component of g
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in z1-degree i, we have

⋮
g4 = S22 ,14F1 ⊗ S2,12F∗3 ⊗ S4M∗

g3 = S2,1,1,1,1F1 ⊗ S2,1F∗3 ⊗ S3M∗

g2 =
4
⋀ F1 ⊗

2
⋀ F∗3 ⊗ S2M∗

g1 =
2
⋀ F1 ⊗ F∗3 ⊗M∗

g0 = sl(F1) × sl(F1) ×C2

g−1 =
2
⋀ F∗1 ⊗ F3 ⊗M

g−2 =
4
⋀ F∗1 ⊗

2
⋀ F3 ⊗ S2M

g−3 = S2,1,1,1,1F∗1 ⊗ S2,1F3 ⊗ S3M
g−4 = S22 ,14F∗1 ⊗ S2,12F3 ⊗ S4M
⋮

and L is an infinite product in this case. Its decomposition is periodic, satisfying

Li+3 ≅ Li ⊗
6
⋀ F∗1 ⊗

3
⋀ F3 ⊗ S3M

for all i > 0, stemming from the fact that g is an affine Lie algebra. This fact is also responsible for
the extra copy of C appearing in g0; c.f. Chapter 2, §2.2.1.

It is shown in [50] that the ring R̂gen is Noetherian if and only if the associated graph T is a
Dynkin diagram. For example, it is not Noetherian for (1, 6, 8, 3). This is already strong evidence
that Conjecture 4.6 is false, but we will need to develop more machinery to rule out the possibility
of an alternative construction that results in a Noetherian generic ring.

The decomposition of R̂gen into representations for the product sl(F0) × sl(F2) × g is detailed
in [50]. Of these representations, there are a few of particular interest, which we call the critical
representations—they are the ones generated by the entries of the differentials di and Buchsbaum-
Eisenbudmultipliers ai forFgen. We denote these representations byW(di) andW(ai) respectively.
Let L(ω) be the irreducible representation with highest weight ω so that L(ω)∨ is the irreducible
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representation with lowest weight −ω. The aforementioned representations are

W(d3) = F∗2 ⊗ L(ωzr−1)∨

= F∗2 ⊗ [F3 ⊕M∗ ⊗
f0+1

⋀ F1 ⊕⋯]
W(d2) = F2 ⊗ L(ωyq−1)∨

= F2 ⊗ [F∗1 ⊕M∗ ⊗ F∗3 ⊗
f0
⋀ F1 ⊕⋯]

W(d1) = F∗0 ⊗ L(ωxp−1)∨

= F∗0 ⊗ [F1 ⊕M∗ ⊗ F∗3 ⊗
f0+2

⋀ F1 ⊕⋯]

W(a3) =
f3
⋀ F∗2 ⊗ L(ωz1)∨

=
f3
⋀ F∗2 ⊗ [

f3
⋀ F3 ⊕⋯]

W(a2) =
f2
⋀ F2 ⊗ L(ωx1)∨

=
f2
⋀ F2 ⊗ [

r2
⋀ F∗1 ⊗

f3
⋀ F∗3 ⊕⋯]

W(a1) =
f0
⋀ F∗0 ⊗

f1
⋀ F1 ⊗

f2
⋀ F∗2 ⊗

f3
⋀ F3

(4.8)

where the stated decompositions are into representations of ∏gl(Fi), not just ∏ sl(Fi), following
Remark 4.13. Implicit here is the claim that, for each representationW(di), the bottom two com-
ponents are both irreducible. This can be proven in a manner analogously to Lemma 2.18.

Remark 4.16. Although we will not use this fact (so we do not include a proof of it here), the ring
R̂gen is generated byW(d3),W(d2),W(d1),W(a2), andW(a1). The representationW(a3) is not
needed because it is contained in Sr3W(d3):

W(a3) =
f3
⋀ F∗2 ⊗ L(ωz1)∨ ⊆

f3
⋀ F∗2 ⊗

f3
⋀ L(ωzr3 )

∨ ⊆ Sr3W(d3).

4.3 Higher structure maps
Given a map w∶ R̂gen → R for a complex (R,F), we denote by w(i) the restriction of w to the rep-
resentationW(di) ⊂ Rgen and w(a i) the restriction of w to the representationW(ai). We typically
view these maps as being R-linear with source L(ω)∨ ⊗ R, e.g. we think of w(3) as an R-linear map

w(3)∶ L(ωzr−1)∨ ⊗ R = [F3 ⊕M∗ ⊗
f0+1

⋀ F1 ⊕⋯]⊗ R → F2 ⊗ R

as opposed to a C-linear map F2 ⊗ L(ωzr−1)∨ → R.
We use w(∗)j to denote the restriction of w(∗) to the j-th z1-graded component of the represen-

tation, indexed so that j = 0 corresponds to the bottom graded piece. For instance, w(i)0 = di for
i = 1, 3 and w(2)0 = d∗2 . We call the maps w(∗)>0 (a specific choice of) higher structure maps for F. Let
us demonstrate Theorem 4.11 from this perspective.
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Example 4.17. Consider a free resolution F of format (1, f1, f2, f3) resolving R/I where depth I ≥ 2,
and make the identification described in Remark 4.13 (2). The structure maps w(i)1 give a choice of
multiplicative structure on F; see [36, Prop. 7.1]. Explicitly, such a resolution has the (non-unique)
structure of a commutative differential graded algebra, and the non-uniqueness is evidently seen
from the fact that the multiplication ⋀2 F1 → F2 may be chosen as any lift in the diagram

0 F3 F2 F1 R

⋀2 F1

(4.9)

where the map ⋀2 F1 → F1 is given by e1 ∧ e2 ↦ d1(e1)e2 − d1(e2)e1. Indeed, we have that L1 =
F3 ⊗⋀2 F∗1 , which is exactly the non-uniqueness witnessed here.

Now suppose thatw∶Rgen → R (equivalently, R⊗Rgen → R) is one choice of higher structuremaps
forF, and take an element X = ∑i>0 ui ∈ L⊗R using the same notation as before. Letw′ = w exp(X),
i.e.

w′ = w (1 + u1 + (
1
2
u21 + u2) +⋯)

Note that uk maps W(di) j to W(di) j−k. If we restrict the above equation to the representation
W(d3) and expand it degree-wise, we get

w′(3)0 = w(3)0

w′(3)1 = w(3)1 +w
(3)
0 u1

w′(3)2 = w(3)2 +w
(3)
1 u1 +w(3)0 (

1
2
u21 + u2)

⋮

The first equation reflects that the underlying complex is still the same F. The next equation shows
that the new multiplication, viewed as a map F∗2 ⊗ ⋀2 F1 → R, was obtained from the old one by
adding the composite

F∗2 ⊗
2
⋀ F1

1⊗u1ÐÐ→ F∗2 ⊗ F3
d3Ð→ R.

Here u1 ∈ L1 = F3 ⊗⋀2 F∗1 could’ve been any map ⋀2 F1 → F3, and this exactly matches what we see
in (4.9).

We next establish some straightforward representation theory lemmas, which will be used to
highlight the importance of a particular subspace inW(a3) ⊂ R̂gen.

Lemma 4.18. Let b ∈ L(ωz1)∨ be a lowest weight vector. The subspace

V ∶= {Xb ∶ X ∈ g} ⊆ L(ωz1)∨

is a representation of n−z1 , and thus a L-representation.
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Proof. Let Y ∈ n−z1 . Then
YXb = [Y , X]b − XYb = [Y , X]b

since Yb = 0. The representation L(ωz1)∨ is a lowest weight representation, so for any Y ′ ∈ n̂−z1 , there
exists a truncation Y ∈ n−z1 of Y such that Yb = Y ′b, so L also acts on V .

Lemma 4.19. The map
C⊕L∨ → V

sending 1 ∈ C to b and X ∈ L∨ = n+z1 to Xb is an isomorphism of vector spaces.

Proof. It is easy to see that the subspace

p ∶= {X ∈ g ∶ Xb ∈ Cb} ⊂ g

is a subalgebra. Moreover it contains themaximal parabolic p−z1 =⊕α≤z10 gα. Since L(ωz1)∨ is not the
trivial representation, we have p−z1 ⊆ p ⊊ g. Therefore p = p−z1 , so L∨ ∩ p = 0 and the map is injective.

Given any X ∈ g, wemay express X as X++X−where X+ ∈ n+z1 and X− ∈ p−z1 . Then Xb = X+b+X−b
where X−b ∈ Cb, showing surjectivity.

Remark 4.20. The action of Li on C ⊕ L∨ looks very similar to its action on the entries of pm as
discussed aroundTheorem 4.11. In fact, we expect that the restriction of w∶ R̂gen → R to

r2
⋀ F∗2 ⊗

r3
⋀ F3 ⊗L∗m ⊂

r2
⋀ F∗2 ⊗

r3
⋀ F3 ⊗ [C⊕L∨] ⊆W(a3)

should exactly recover the structure map pm. While this should not be too difficult to prove, it
would be somewhat technical and unnecessary for our purposes, so we leave it as a guess. Some of
the results below should (in principle) be consequences of this statement, but of course we do not
assume this statement in their proofs.

In the following, we will make some arguments using regular sequences. If the rings involved
are not Noetherian, then it may be necessary to adjoin variables in view of Definition 3.9, but this
has no effect on the conclusions.

Lemma 4.21. Let h ∈ R be a nonzerodivisor, let π∶ [C⊕L∨]⊗ R↠ C⊗ R be projection onto the first
factor, and let γ∶L∨ ⊗ R → C⊗ R be any map. Then

• there is a unique X ∈ L ⊗̂Rh such that (hπ + γ) = hπ expX, and

• if S is a ring containing R and X′ ∈ L ⊗̂ S satisfies (hπ + γ) = hπ expX′, then X′ must belong to
L ⊗̂Rh and thus equal X.

Proof. For X ∈ L ⊗̂ S, we have πX = 0 only when X = 0. Thus, the precomposition action of
exp(L ⊗̂ S)on π has trivial stabilizer, showing uniqueness. One can solve for X explicitly in amanner
similar to the proof ofTheorem4.11, showing itmust be an element ofL ⊗̂Rh. One should informally
think of X as log(π + γ/h); we omit the details.

The next result says that we do not lose any information by only considering the structure maps
w(i), since they uniquely determinew. In fact, we only need the differentials and part ofw(a3), which
we recall can be computed from w(3) (c.f. Remark 4.16).
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Proposition 4.22. Letw andw′ be two maps R̂gen → R specializing Fgen to the same resolution F over
some ring R. Viewing them as maps R̂gen ⊗ R → R, write w̄ , w̄′ for their restrictions to

r2
⋀ F∗2 ⊗

r3
⋀ F3 ⊗ [C⊕L∨]⊗ R ⊆W(a3)⊗ R.

Then there is a unique element X ∈ L ⊗̂R such that w̄′ = w̄ expX.
In particular, if w̄ = w̄′, then X = 0 and w = w′.

The existence of such an element X is already known by Theorem 4.11; the substance of this
statement is that X is completely determined by comparing w̄ and w̄′. If Remark 4.20 were true, this
would be immediate given Lemma 4.10.

Proof. Since F is acyclic, grade Ir3(d3) = 3 ≥ 1 so there is some e ∈ ⋀r3 F3 ⊗ ⋀r2 F∗2 such that h =
a3(e) ∈ R is a nonzerodivisor. Let w̄e and w̄′e denote the restrictions of w̄ and w̄′ to Ce ⊗ [C⊕L∨],
viewed as maps

[C⊕L∨]⊗ R → (Ce)∗ ⊗ R ≅ R

From Theorem 4.11, we know there exists X ∈ L ⊗̂R with the property that w̄e = w̄′e expX. The
uniqueness follows from Lemma 4.21.

It will often be convenient tomanipulate higher structuremapsw(i) over a larger ring containing
R, for instance a localization in which F becomes split exact. The next result ensures that, even if
we work in a larger ring, it is easy to tell when w factors through R.

Proposition 4.23. Let R ⊂ S be two rings, F a resolution over R with the property that F ⊗ S is also
acyclic, and w′∶ R̂gen → S a map specializing Fgen to F⊗ S.

Suppose the restriction of w′ to

r2
⋀ F∗2 ⊗

r3
⋀ F3 ⊗ [C⊕L∨] ⊆W(a3)

is R-valued. Then w′ factors through R.

Proof. This proof is similar to the preceding one. This time we use that grade Ir3(d3) = 3 ≥ 2 so there
are e1, e2 ∈ ⋀r3 F3 ⊗⋀r2 F∗2 such that h1 = a3(e1) and h2 = a3(e2) form a regular sequence.

Since F is acyclic, we may pick aw∶ R̂gen → R specializing Fgen to F. ByTheorem 4.11, there exists
X ∈ L ⊗̂ S such that w′ = (w ⊗ S) expX.

Let w̄e and w̄′e denote the restrictions of w ⊗ S and w′ to (Ce1 ⊕ Ce2) ⊗ [C ⊕ L∨] ⊂ W(a3),
viewed as maps

[C⊕L∨]⊗ S → (Ce1 ⊕Ce2)∗ ⊗ S ≅ S2.

We have w̄′e = w̄e expX. Applying Lemma 4.21 to the first row of w̄e and w̄′e , we find that X ∈ L ⊗̂Rh1 .
Applying it to the second row, we find that X ∈ L ⊗̂Rh2 . Since h1, h2 is a regular sequence, we have
Rh1 ∩ Rh2 = R and X ∈ L ⊗̂R, from which it follows that w′ factors through R if viewed as a map
from R̂gen.
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4.3.1 Computing particular higher structure maps
So far we have studied relationships between different choices of w∶ R̂gen → R specializing Fgen to
a given F, but we have not discussed how to effectively compute a particular choice of w given a
resolution F in the first place.

In general this is a difficult problem, but with the presence of some symmetry, Proposition 4.12
can often simplify the task, or at least allow us to deduce qualitative properties about particularly
nice choices of w.

Example 4.24. Let R = C[t1, t2, t3]with the standardZ-grading and let I = (t1, t2, t3)2. Theminimal
graded free resolution of R/I is

F∶0→ R3(−4)→ R8(−3)→ R6(−2)→ R.

As per Proposition 4.12, there is a choice of w∶ R̂gen ⊗ R → R specializing Fgen to F that is homoge-
neous of degree zero. We identifyM ≅ R as in Remark 4.13. The structure maps have the form

w(1)∶ [F1 ⊕
3
⋀ F1 ⊕⋯]⊗ R → R

w(2)∶ [F∗1 ⊕ F1 ⊗ F∗3 ⊕⋯]⊗ R → F∗2 ⊗ R

w(3)∶ [F3 ⊕
2
⋀ F1 ⊕⋯]⊗ R → F2 ⊗ R

In this example L1 = ⋀2 F∗1 ⊗ F3 is concentrated in degree zero, causing all generators of each rep-
resentation L(ω)∨ to be in the same degree. So with a homogeneous choice of w, all entries of w(1)
have degree 2, whereas all entries of w(2) and w(3) are linear.

Example 4.25. Let F be a resolution where d3 is a split inclusion. After a change of coordinates, we
assume it has the form

0→ F3 ⊗ R → (F3 ⊕ Z)⊗ R → F1 ⊗ R → F0 ⊗ R

where Z = Cr2 and d3 maps F3 ⊗ R identically to itself.
There is an action of G = GL(F3 ⊗ R) on this resolution, and the differentials are equivariant

with respect to it. The Koszul complex on ⋀r3(d3) is just a split exact complex, so we can certainly
pick lifts pm which are G-equivariant, e.g. by using a G-equivariant splitting.

Let w∶ R̂gen⊗ R → R be the G-equivariant map obtained in this manner. The maps w(i) have the
form

[F3 ⊕
f0+1

⋀ F1 ⊗M∗ ⊕⋯]⊗ R → (F3 ⊕ Z)⊗ R

[F∗1 ⊕ F∗3 ⊗
f0
⋀ F1 ⊗M∗ ⊕⋯]⊗ R → (F∗3 ⊕ Z∗)⊗ R

[F1 ⊕ F∗3 ⊗
f0+2

⋀ F1 ⊗M∗ ⊕⋯]⊗ R → F0 ⊗ R

Note that M = ⋀ f3 F3 ⊗ ⋀ f2(F∗3 ⊕ Z∗) ⊗ ⋀ f1 F1 is a trivial representation of G. Since L∗1 = ⋀2 F1 ⊗
F∗3 ⊗M∗, we accumulate an additional factor of F∗3 every time we go up in the z1-grading in each
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representation. Thus by G-equivariance considerations the only components w(i)j that have any
chance of being nonzero are:

w(3)1 ∶
f0+1

⋀ F1 ⊗M∗ ⊗ R → Z ⊗ R ⊂ (F3 ⊕ Z)⊗ R

w(2)1 ∶
f0
⋀ F1 ⊗ F∗3 ⊗M∗ ⊗ R → F∗3 ⊗ R ⊂ (F∗3 ⊕ Z∗)⊗ R

in addition to the maps w(i)0 which are obviously nonzero since they give the differentials of the
resolution.

We also note that for the map w(a2)

[
r2
⋀ F∗1 ⊗

f3
⋀ F∗3 ⊕⋯]⊗ R →

r2
⋀Z∗ ⊗

r3
⋀ F∗3 ⊗ R

only the bottom component, namely a2 itself, is nonzero by the same considerations.

Hence it would be beneficial to at least understand how to compute w(3)1 and w(2)1 explicitly. In
[36, Prop. 7.1], it is described1 how to compute thesemaps via a comparisonmap from aBuchsbaum-
Rim complex, which we now recall. We write Fi to mean Fi ⊗R in the following. Theorem 4.9 gives
a factorization

⋀r1 F1 ⋀r1 F0

M

⋀
r1 d1

a1

in particular a map β∶M∗ ⊗⋀r1 F1 → R, which is essentially a∗2 after appropriate identifications. It
is straightforward to check that the composite

M∗ ⊗
r1+1
⋀ F1 → M∗ ⊗

r1
⋀ F1 ⊗ F1

β⊗1
ÐÐ→ F1

d1Ð→ F0

is zero, thus we can lift through d2 to obtain a map

w(3)1 ∶M∗ ⊗
r1+1
⋀ F1 → F2.

The difference of the two maps

M∗ ⊗
r1
⋀ F1 ⊗ F2

β⊗1
ÐÐ→ F2

M∗ ⊗
r1
⋀ F1 ⊗ F2

1⊗d2ÐÐ→ M∗ ⊗
r1
⋀ F1 ⊗ F1 → M∗ ⊗

r1+1
⋀ F1

w(3)1ÐÐ→ F2

has image landing in ker d2, and thus it can be lifted through d3 to obtain

w(2)1 ∶M∗ ⊗
r1
⋀ F1 ⊗ F2 → F3.

1In the referenced paper, it was assumed that a1∶M → ⋀ f0 F∗0 is an isomorphism.
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In the case that r0 = 1, thesemaps can be viewed as giving a choice ofmultiplication on the resolution

0→ M∗ ⊗ F3 → M∗ ⊗ F2 → M∗ ⊗ F1
β
Ð→ R

recovering what was illustrated in Example 4.17.
A very important special case of Example 4.25 is when the entire complex F is split exact, e.g.

we take F to be the split exact complex

Fssc∶0→ F3 → F3 ⊕ Z → F0 ⊕ Z → F0
of C-vector spaces. Here M = ⋀ f0 F0, and a direct computation shows that there is a unique G =
GL(F0) ×GL(F3) ×GL(Z)-equivariant choice of w. For this choice of w, direct computation with
the explicit definitions of w(3)1 and w(2)1 above shows that

w(3)1 ∶
f0+1

⋀ F1 ⊗
f0
⋀ F∗0 = Z ⊕ F∗0 ⊗

2
⋀Z ⊕⋯→ F3 ⊕ Z

maps Z identically to itself and is zero on all other factors by G-equivariance. Similarly

w(2)1 ∶
f0
⋀ F1 ⊗ F∗3 ⊗

f0
⋀ F∗0 = (C⊕ F∗0 ⊗ Z ⊕

2
⋀ F∗0 ⊗

2
⋀Z ⊕⋯)⊗ F∗3 → F∗3 ⊕ Z∗ = F∗2

maps F∗3 identically to itself and is zero on all other factors.

Remark 4.26. This complexFssc already appeared in Example 3.1. In fact, the higher structuremaps
w(i)ssc are implicit in that example, dual to the inclusions

F∗0 ↪ L(ωxr1 )
F2 ↪ L(ωyr2−2)
F∗2 ↪ L(ωzr3 ).

After we project onto F∗1 , F1, and F∗3 (which is dual to the inclusion of the bottom z1-graded com-
ponents), we get (w(1)0 )∗ = d∗1 , (w

(2)
0 )∗ = d2, and (w

(3)
0 )∗ = d∗3 .

Here is an equivalent restatement of the preceding remark. View sl(F0)×sl(F2) as the subalgebra
g(x1) of g (c.f. Chapter 3, §3.1.2).

Theorem 4.27. There exists a C-algebra homomorphism wssc∶ R̂gen → C so that

w(1)ssc ∶ L(ωxr1 )↠ F0
w(2)ssc ∶ L(ωyr2−2)↠ F∗2
w(3)ssc ∶ L(ωzr3 )↠ F2

are given by projection onto the bottom x1-graded component. Note that this determineswssc completely
by Proposition 4.22. Furthermore,w(a2) is also projection onto its bottom x1-graded component, which
is its lowest weight space.

The map wssc specializes Fgen to the standard split complex of C-vector spaces

Fssc∶0→ F3 → F2 ⊕ Z → F0 ⊕ Z → F0
where Z = Cr2 .
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The comment regarding w(a2) in this theorem implies the following.

Corollary 4.28. Let w∶ R̂gen → R specialize Fgen to a resolution F. Then there is a unique ring homo-
morphism

⊕
n≥0

L(nωx1)∨ → R

equal to w(a2) in degree 1. Here the source is the homogeneous coordinate ring of G/P = G/Px1 ; c.f.
Lemma 3.12.

If w(a2) is surjective and nonzero on only finitely many weight spaces, then the above determines a
map

SpecR → G/Px1 ⊂ P(L(ωx1)).

This map lands in the complement of Xsz1 su sx1 if and only if a2 generates the unit ideal.

Proof. The homogeneous coordinate ring ofG/P is generated in degree 1 so the uniqueness is clear;
we need to check that the map is well-defined. As noted in Theorem 4.27, this is certainly true for
w = wssc, so the result for split F follows fromTheorem 4.11 since GL(Fi) and expL both act on the
homogeneous coordinate ring of G/P.

The ring ⊕n≥0 L(nωx1)∨ is a quotient of Sym L(nωx1)∨ by Plücker relations. An arbitrary F is
split after localization, and relations which hold over the localization must also hold over R.

For the other statement, we need to assume that w(a2) is finitely supported because of the defi-
nition of G/P as an ind-variety. The statement about Xsz1 su sx1 follows from Lemma 3.12.

4.3.2 Addition of a split part

Let F be a resolution of format f , and let G be a split exact complex. In this section, we study how
one can deduce a choice of higher structuremaps forF⊕G starting from a choice of higher structure
maps for F. Although this may seem like a peculiar question to consider, it is significant for a few
reasons:

• We would like to use the theory of higher structure maps to define things which are intrinsic
to themodule resolved byF. CurrentlyTheorem 4.11 can only compare higher structuremaps
for resolutions of the same format.

• Later, we will study how higher structure maps evolve under linkage of perfect ideals as an
extension ofTheorem 2.5. The Betti numbers can increase or decrease during this process, so
it is mandatory to know how to adjust higher structure maps appropriately.

Wewill find that the answer, although simple to state and prove, is surprisingly subtle. In addition to
the parameters ri , fi already fixed, let n1, n2, n3 ≥ 0 be integers and let Ni = Cn i . LetF be a resolution
of format f and let F′ denote its direct sum with the split exact complex

0→ N3 ⊗ R → (N3 ⊕ N2)⊗ R → (N2 ⊕ N1)⊗ R → N1 ⊗ R.
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Write f ′ = ( f0+n1, f1+n1+n2, f2+n2+n3, f3+n3) for the format ofF′ and let T ′ be the corresponding
enlarged diagram

xr1+n1 ⋯ xr1+1 xr1 ⋯ x1 u y1 ⋯ yr2−2 yr2−1 ⋯ yr2+n2−2

z1

⋮

zr3
zr3+1

⋮

zr3+n3
which contains T as a subdiagram. Let g′ denote the Kac-Moody Lie algebra associated to T ′; by
deleting the vertices xr1+1, yr2−1, and zr3+1 we observe

g′(xr1+1 ,yr2−1 ,zr3+1) = g × sl(N1) × sl(N2) × sl(N3).
For brevity we will call this g′0. In the following, L(ω, g′) denotes the irreducible highest weight
representation of g′ with weight ω. We continue to use L(ω) to denote representations of g. The
bottom x1-graded components of the three extremal representations of g′ are:

F ′0 = F0 ⊕ N1 ⊂ L(ωxr1+n1 , g
′)∨

F ′∗2 = F∗2 ⊕ N∗2 ⊕ N∗3 ⊂ L(ωyr2+n2−2 , g
′)∨

F ′2 = F2 ⊕ N2 ⊕ N3 ⊂ L(ωzr3+n3 , g
′)∨.

By examining the weights, we can see which representations of g′0 these components belong to, and
these are all extremal:

F0 ⊕ N1 ⊂ L(ωxr1 )
∨ ⊕ N1

F∗2 ⊕ N∗2 ⊕ N∗3 ⊂ L(ωyr2−2)
∨ ⊕ N∗2 ⊕ (N∗3 ⊗ L(ωx1)∨)

F2 ⊕ N2 ⊕ N3 ⊂ L(ωzr3 )
∨ ⊕ (N2 ⊗ L(ωx1)∨)⊕ N3.

(4.10)

For the upcoming Definition 4.31 and its later uses, it will be helpful to adjust from (4.8) and write
W(a2) as

W(a2) = M∗ ⊗ L(ωx1)∨ =
f1
⋀ F∗1 ⊗

f2
⋀ F2 ⊗

f3
⋀ F∗3 ⊗ [

r1
⋀ F1 ⊕⋯]

i.e. we move a factor of ⋀ f3 F∗3 ⊗⋀ f1 F∗1 to the other side and think of w(a2) as a map

[
r1
⋀ F1 ⊕⋯]⊗ R →

f1
⋀ F1 ⊗

f2
⋀ F∗2 ⊗

f3
⋀ F3 ⊗ R = M ⊗ R.

Unlike the three extremal representations considered in (4.10), the one-dimensional bottom
x1-graded component of L(ωx1 , g′)∨ is entirely contained in a single g′0-representation, namely2
L(ωx1)∨ ⊗⋀n1 N1. Analogously to (4.10) we have

f1
⋀ F1 ⊗

f2
⋀ F∗2 ⊗

f3
⋀ F3 ⊗

n1
⋀N1 ⊂ L(ωx1)∨ ⊗

n1
⋀N1 ⊂ L(ωx1 , g′)∨. (4.11)

2The ⋀n1 N1 factor is to keep everything∏GL(Fi) ×∏GL(N i)-equivariant.
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Theorem4.29. Letw∶ R̂gen → R specializeFgen toF. Let (R̂′gen,Fgen′) denote the generic pair associated
to the format f ′. Then there is a w′∶ R̂′gen → R specializing Fgen′ to F′ such that:

• w′(1) is the composite
L(ωxr1+n1 , g

′)∨ ⊗ R

(L(ωxr1 )
∨ ⊕ N1)⊗ R

(F0 ⊕ N1)⊗ R

(w(1) , Id)

• w′(2) is the composite

L(ωyr2+n2−2 , g
′)∨ ⊗ R

(L(ωyr2−2)
∨ ⊕ N∗2 ⊕ (N∗3 ⊗ L(ωx1)∨))⊗ R

(F∗2 ⊕ N∗2 ⊕ N∗3 )⊗ R

(w(2) , Id, Id⊗w(a2))

• w′(3) is the composite

L(ωzr3+n3 , g
′)∨ ⊗ R

(L(ωzr3 )
∨ ⊕ (N2 ⊗ L(ωx1)∨)⊕ N3)⊗ R

(F2 ⊕ N2 ⊕ N3)⊗ R

(w(2) , Id⊗w(a2) , Id)

• w′(a2) is the composite

L(ωx1 , g′)∨ ⊗ R

L(ωx1)∨ ⊗⋀n1 N1 ⊗ R

⋀ f1 F1 ⊗⋀ f2 F∗2 ⊗⋀ f3 F3 ⊗⋀n1 N1 ⊗ R

w(a2)⊗Id
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Each map denoted with a ↡ is given by projection onto the g′0-representations identified in (4.10) and
(4.11).

We include w′(a2) not because it is necessary to describe w′, but to point out that it remains
essentially unchanged—only its source has been enlarged.

Proof. Since the proposed construction of w′ from w is∏GL(Fi)-equivariant and g′0-equivariant,
it suffices to prove the statement for wssc. If F is arbitrary, then after localization it is isomorphic to
a split exact complex, thus the result would follow fromTheorem 4.11 and Proposition 4.23.

But for w = wssc, this statement is immediate givenTheorem 4.27, since by (4.10) this construc-
tion of w′ simply yields w′ssc∶ R̂′gen → C for the larger format f ′.

Suppose that F resolves an R-module B. We are now finally ready to make some definitions
which are intrinsic to B.

Lemma 4.30. Let R be a ring and let U ⊂ R̂gen be any subspace that is closed under the actions of
∏GL(Fi) and L. Let B be an R-module and suppose w∶ R̂gen → R specializes Fgen to F resolving B.
Then the ideal w(U)R depends only on B and not on the choice of w.

Proof. Let w′∶ R̂gen → R be another map specializing Fgen to a resolution F′ of B. To show that
w(U)R = w′(U)R, it suffices to check after localizing at each prime of R, so we reduce at once to
the case that R is local.

In this situation, the resolutions F and F′ of B must be isomorphic, hence related by the action
of∏GL(Fi ⊗ R). Different choices of w∶ R̂gen ⊗ R → R specializing Fgen to a fixed F are related by
exp(L ⊗̂R) byTheorem 4.11. As U ⊗ R is closed under both of these actions, the result follows.

Note that in this lemma, we fix the format of F. With the aid of Theorem 4.29, we can improve
this, but first we make some definitions.

Definition 4.31. Let V = SλF1⊗ SµF∗3 be an irreducible representation in the z1-graded decomposi-
tion of

L(ωx1)∨ =
r1
⋀ F1 ⊕⋯.

The degree of V is ∣µ∣, and by our description of L∗1 we necessarily have ∣λ∣ = r1 + ∣µ∣(r1 + 1). This
degree gives the z1-graded component in whichV appears, where we index so that⋀r1 F1 is in degree
0. If V is moreover an extremal representation, then it has multiplicity 1 inside of L(ωx1)∨, so it is
well-defined to write I≤(λ,µ) for the L-representation generated by

f2
⋀ F∗2 ⊗

f3
⋀ F3 ⊗ V ⊂

f2
⋀ F∗2 ⊗

f3
⋀ F3 ⊗ L(ωx1)∨ =W(a2)

in R̂gen, or equivalently the Demazure module generated by a highest weight vector of V .

Let b ∈ L(ωx1)∨ be a lowest weight vector for g(z1). Then b ∈ L(ωx1 , g′)∨ is also a lowest weight
vector for g′(z1) in L(ωx1 , g′)∨. Explicitly, suppose b is a lowest weight vector for

V = SλF1 ⊗ SµF∗3 ⊂ L(ωx1)∨.
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If λ = (λ1, . . . , λ f1), define

λ′ = (1 + ∣µ∣, . . . , 1 + ∣µ∣
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

n1 times

, λ1, λ2, . . . , λ f1).

Then an analysis of weights3 shows that b is a lowest weight vector for

Sλ′F ′1 ⊗ SµF ′∗3 ⊂ L(ωx1 , g′)∨.

Remark 4.32. In Chapter 5, we will always fix r1 = 1, so the adjustment to λ will not be needed.

If b is extremal in L(ωx1)∨ then it is also extremal in L(ωx1 , g′)∨. The extremal g(z1)-
representations in L(ωx1)∨ are indexed byWPz1 /W/WPx1 : if σ ∈ W is a minimal length representa-
tive of its double coset and b ∈ L(ωx1)∨ is a lowest weight vector (for g), then σb is a lowest weight
vector for an extremal g(z1)-representation.

Remark 4.33. Combinatorially, if we letW ′ denote the Weyl group for g′, we have a natural inclu-
sion

WPz1 /W/WPx1 ↪W ′
Pz1
/W ′/W ′

Px1
.

Consequently we may consider the union of all of these sets as we allow the arms of T to grow
arbitrarily large:

lim
r1 ,r2 ,r3→∞

W(T)Pz1 /W(T)/W(T)Px1

We will often treat σ as a minimal length representative of some element in this limit. The small-
est T for which [σ] ∈ W(T)Pz1 /W(T)/W(T)Px1 is just the smallest diagram that contains all the
reflections needed to write a reduced word for σ .

Definition 4.34. Let R be a ring, and let B be an R-module which admits a free resolution

F∶0→ F3 → F2 → F1 → F0

of some format f (with fi < ∞). Let (R̂gen,Fgen) be the associated generic ring and choose a
w∶ R̂gen → R specializing Fgen to F.

If σ ∈ W is a minimal length representative of [σ] ∈ WPz1 /W/WPx1 and SλF1 ⊗ SµF∗3 is the
corresponding extremal representation, we define the higher structure idealHSIσ(B) ∶= w(I≤(λ,µ))R.

Proposition 4.35. The idealsHSIσ(B) are well-defined.

Proof. LetF andF′ be two different free resolutions of B. By adding split complexes to both, wemay
assume that they have the same format. The crucial point is thatTheorem 4.29 guaranteesHSIσ(B)
does not change in this process.

Once they have the same format, the result follows from Lemma 4.30. The discussion preceding
Definition 4.34 guarantees that the notationHSIσ is unambiguous.

3In particular, this computation requires taking the suppressed S∣µ∣M∗ factor into account.
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Example 4.36. Suppose I is a grade 3 perfect ideal in a local Noetherian ring (R,m). Choose
w∶ R̂gen → R specializing Fgen to a minimal free resolution of R/I. Then the Buchsbaum-Eisenbud
multiplier a1 is an isomorphism, and we identify W(a2) with W(d1). For e ∈ W the identity,
HSIe(R/I) = I.

If I is not the unit ideal, then it is a complete intersection exactly when themultiplication⋀3 F1⊗
R → F3 ⊗ R is nonzero mod m. This multiplicative structure appears in the higher structure maps
as

w(1)1 ∶
3
⋀ F1 ⊗ F∗3 ⊗ R → R

where the extremal representation ⋀3 F1 ⊗ F∗3 ⊂ L(ωx1)∨ corresponds to σ = sz1 susx1 . Hence we see
that HSIσ(R/I) cuts out the non-c.i. locus, in the sense that for p ∈ SpecR, HSIσ(R/I) ⊆ p if and
only if Ip ⊆ Rp is a complete intersection (or the unit ideal).

In the next chapter, we will see that the sum∑σ HSIσ(R/I), i.e. the image ofw(1), is the non-licci
locus.

Example 4.37. For I = (t1, t2, t3)2 ⊂ C[t1, t2, t3] from Example 4.24, we see that

I = HSIe(R/I) ⊆ HSIσ(R/I) ⊆ I

since all entries of w(1) have degree 2. ThusHSIσ(R/I) = I for all σ .

Proposition 4.38. Let B be a module over a local ring (R,m, k) and suppose that w(a2) ⊗ k ≠ 0 for
some choice of w∶ R̂gen → R specializing Fgen to a resolution of B.

Then there is a unique σ such that

HSIρ(B) = (1) ⇐⇒ ρ ≥ σ .

Furthermore, there exists a choice of w′∶ R̂gen → R specializing Fgen to a resolution F′ isomorphic to F
such that w′(a2) determines a map

SpecR → Cσ ⊂ G/Px1
and w′(a2) ⊗ k gives the torus-fixed k-point of Cσ .

Proof. Both statements are purely representation-theoretic. In fact, this is really just a restatement
of Proposition 2.26. The first statement follows from knowing that w(a2) determines a ring homo-
morphism

⊕
n≥0

L(nωx1)∨ → R

from Corollary 4.28. Just as in Proposition 2.26, the desired σ corresponds to the lowest g(z1)-
representation on which w(a2) ⊗ k ≠ 0, which is necessarily an extremal representation. The re-
mainder of the proof continues almost verbatim the same as Proposition 2.26, so we omit it.

This strongly suggests that for resolutions of grade 3 perfect ideals, where we identifyw(a2) with
w(1), the conditionw(1)⊗ k ≠ 0 characterizes when such an ideal is licci. Indeed, if T is of finite type
then this statement already follows from the results of Chapter 2, but we will prove something more
general in the next chapter.

The main advantage of using higher structure maps over the approach in Chapter 2 is that
HSIσ(R/I) is intrinsic to I and makes sense for any grade 3 perfect ideal, whereas the σ resulting
from Proposition 2.26 applied toTheorem 2.24 a priori depends on a choice of links.
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4.4 Revisiting the complexes from Chapter 3
For this section, we adopt the notation of Chapter 3. In Remark 4.26, we saw that the construction
of F for σ = e ∈W implicitly gave a choice of higher structure maps for Fssc. This is more generally
true for any choice of σ : starting with wssc∶ R̂gen → C, we first base-change to R = C[Cσ] to get
w∶ R̂gen ⊗ R → R, with

w(1)∶ L(ωxr1 )
∨ ⊗ R↠ F0 ⊗ R

w(2)∶ L(ωyr2−2)
∨ ⊗ R↠ F∗2 ⊗ R

w(3)∶ L(ωzr3 )
∨ ⊗ R↠ F2 ⊗ R.

Next we precompose by the action of (exp(Y)σ)−1 on R̂gen ⊗ R, which is well-defined because R̂gen

decomposes into integrable representations of g. This yields a map w∶ R̂gen ⊗ R → R with

w(1)∶ L(ωxr1 )
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωxr1 )

∨ ⊗ R↠ F0 ⊗ R

w(2)∶ L(ωyr2−2)
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωyr2−2)

∨ ⊗ R↠ F∗2 ⊗ R

w(3)∶ L(ωzr3 )
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωzr3 )

∨ ⊗ R↠ F2 ⊗ R.

Now we restrict to the bottom z1-graded components to get the differentials w(1)0 = d1, w
(2)
0 = d∗2 ,

and w(3)0 = d3 for the complex Fgen specializes to:

d1∶ F1 ⊗ R ↪ L(ωxr1 )
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωxr1 )

∨ ⊗ R↠ F0 ⊗ R

d∗2 ∶ F∗1 ⊗ R ↪ L(ωyr2−2)
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωyr2−2)

∨ ⊗ R↠ F∗2 ⊗ R

d3∶ F3 ⊗ R ↪ L(ωzr3 )
∨ ⊗ R

(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωzr3 )

∨ ⊗ R↠ F2 ⊗ R.

and we see that w specializes Fgen to the resolution F from Chapter 3!
Similarly, we have that w(a2) is

L(ωx1)∨ ⊗ R
(exp(Y)σ)−1
ÐÐÐÐÐÐ→ L(ωx1)∨ ⊗ R↠

f2
⋀ F∗2 ⊗

f3
⋀ F3 ⊗ R.

Letm ⊂ R be the ideal of variables, and k = R/m = C. Since Y ⊗ k = 0, the map w(a2)⊗ k is nonzero
only on the extremal weight space corresponding to σ .

Thus, writing B for the module resolved by F, HSIρ(B) = (1) if and only if ρ ≥ σ in the Bruhat
order. Although not important at present, we note that for this example, we may take w′ = w in
Proposition 4.38 as w(a2) already has the desired properties by construction. We are now equipped
to disprove Conjecture 4.6.

Theorem 4.39. Let
FR∶0→R3 →R8 →R6 →R

be a generic free resolution of format (1, 6, 8, 3) in the sense of Definition 4.5. Then the underlying ring
R is not Noetherian.
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Proof. For this format, T = E(1)7 is not of finite type. In particular, there exists an infinite ascending
chain in WPz1 /W/WPx1 in the Bruhat order, corresponding to extremal representations in L(ωx1)∨
in the z1-grading. Write σ1 < σ2 < ⋯ for their minimal length representatives, and let Sλ iF1 ⊗ Sµ iF∗3
be the extremal representation corresponding to σi .

Fix w∶ R̂gen → R specializing Fgen to FR. We obtain a sequence of nested Demazure modules

I≤(λ1 ,µ1) ⊊ I≤(λ2 ,µ2) ⊊ ⋯ ⊂W(a2).

Write B for the module resolved by FR. For each i, let Ji ⊂R be the idealHSIσi(B) = w(I≤(λ i ,µ i))R,
and consider the resolution F constructed in Chapter 3 for σ = σi . By genericity of FR, there exists
a map ϕ∶R→ R specializing FR to F. In particular, the composite

R̂gen
wÐ→R

ϕ
Ð→ R

specializes Fgen to F, so
ϕw(I≤(λ i−1 ,µ i−1))R ⊊ ϕw(I≤(λ i ,µ i))R = (1)

by the discussion preceding this theorem. This says ϕ(Ji−1)R ⊊ ϕ(Ji)R, so obviously Ji−1 ⊊ Ji , and
we have exhibited an infinite ascending chain of ideals inR.

Example 4.40. Informally, this proof says that there are “arbitrarily complicated” free resolutions
of format (1, 6, 8, 3), and that one can produce such a family using the representation-theoretic
construction of Chapter 3. However, some readersmay prefer to have amore explicit demonstration
of this fact. Let R = C[t1, t2, t3] viewed with the standard Z-grading, and let

I0 = (t1t22 t23 , t52 + t32t23 + t53 , t51 + t22 t33 , t41 t33 , t41 t32 , t2t73).

Theminimal graded free resolution of R/I0 is

0→ R2(−11)⊕ R(−13)→ R8(−9)→ R3(−5)⊕ R2(−7)⊕ R(−8)→ R.

For j ≥ 1, let α1, α2, α3 be minimal generators of I j−1 ofmaximal degree. Add a homogeneous linear
combination of the other generators to each αi as needed to make α1, α2, α3 a homogeneous regular
sequence, and define I j ∶= (α1, α2, α3) ∶ I j−1.

The starting ideal I0 has been carefully constructed so that the ideals I j require more and more
links to reach a complete intersection as j increases. It would require a significant digression to
prove this sequence of ideals actually has the claimed property, so we will not do so in this thesis,
but see Example 5.13 for a sketch of the idea.

All of the ideals will have (ungraded) Betti numbers (1, 6, 8, 3). On the other hand, we have
already seen in Chapter 2 that if a licci ideal is associated to an ADE triple (c, d , t), the number of
links can be uniformly bounded in terms of the triple—this follows from the proof ofTheorem 2.24.

72



Chapter 5

Linkage of grade three perfect ideals

We return to studying the linkage of grade 3 perfect ideals, but now equipped with the theory of
higher structure maps developed in the preceding chapter. The two main results are that

• ∑σ HSIσ(R/I) defines the non-licci locus, and

• this ideal is the unit ideal when the associated diagram T is Dynkin.

To prove the first result, we must first understand how higher structure maps behave under linkage.
Although not coming from R̂gen, similar ideas have been used in the past, notably in the paper [2]
of Avramov, Kustin, and Miller. In [21], the situation is explicitly worked out for some maps w(i)j
where j is small.

From the perspective of free resolutions, perfect ideals I ⊂ R are characterized by the fact that
if F resolves R/I, then F∗ is also acyclic, resolving the canonical module of R/I. This is the primary
reason for developing the theory in Chapter 4 without the assumption r1 = 1: we will need to simul-
taneously apply it to F and F∗ in §5.2. Using this, we are able to prove the technical heart of this
whole story, which is Theorem 5.17.

The material discussed here is ongoing joint work with Lorenzo Guerrieri and Jerzy Weyman.
The main references for this are [20] and [19]. As always, we maintain Assumption 2.1 regarding
the base field. We continue in the setting of length three resolutions as in the previous two chap-
ters, but now we will mainly restrict our attention to perfect ideals and make some simplifications
accordingly.

Assumption 5.1. Let r1 = 1, r2 ≥ 3, r3 ≥ 1, and

f = ( f0, f1, f2, f3) = (1, 1 + r2, r2 + r3, r3).

We will always identify F0 = R, and consider resolutions of cyclic modules R/I. We assume that
grade I = 3, so in particular a1∶M → ⋀ f0 F∗0 = R is an isomorphism and we make this identification
throughout (c.f. Remark 4.13).

Sometimes it will be more convenient to use the parameters (c, d , t) = (3, r2 − 2, r3) following
Chapters 1 and 2.
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Remark 5.2. The assumption r2 ≥ 3 is to avoid the degenerate case when the diagram T has no
right arm. This is a harmless assumption because (1) we may always add a split part to a resolution
to increase the format, and (2) if F resolves R/I for I perfect with r2 = 2, then d = 0 and I must be a
complete intersection.

Assumption 5.1 also allows us to identify

w(a2)∶ [
r1
⋀ F1 ⊕⋯]⊗ R →

f1
⋀ F1 ⊗

f2
⋀ F∗2 ⊗

f3
⋀ F3 ⊗ R = M ⊗ R

with
w(1)∶ [F1 ⊕⋯]⊗ R → R.

Example 5.3. Let us revisit Remark 4.26 regarding the situation for the standard split complex Fssc.
InTheorem 4.27 we observed that Fssc admits a particularly simple choice of higher structure maps,
where

w(1)∶ L(ωx1)∨↠ C
w(2)∶ L(ωyr2−2)

∨↠ F∗2
w(3)∶ L(ωzr3 )

∨↠ F2

(5.1)

are just given by projection onto the bottom x1-graded component. Here we make two amusing
observations that highlight the “triality” of the diagram T :

1. Suppose we interchange the roles of the y and z arms, using the vertex y1 in place of z1 and
defining F ′1 , F ′2, and F ′3 for the new diagram analogously to how F1, F2, and F3 were defined for
the original diagram. If the original diagram corresponded to the format f = (1, f1, f2, f3) =
(1, 3 + d , 2 + d + t, t), then the new diagram is for the format f ′ = (1, 3 + t, 2 + d + t, d).
Theorem 4.27 tells us that

L(ωxr1 )↠ C
L(ωzr3 )↠ F ′∗2

L(ωyr2−2)↠ F ′2

describes higher structure maps for the standard split complex (Fssc)′ of format f ′. But we
have not changed the role of the vertex x1, so if we identify F∗2 ≅ F ′2 then these are the same
maps as in (5.1), just with the roles of w(2) and w(3) interchanged! It is only after we restrict
to the bottom graded components that we really violate the symmetry: the bottom y1-graded
components recover the differentials of (Fssc)′, whereas the bottom z1-graded components
recover the differentials of F′.
Hence the same maps from Theorem 4.27, decomposed and interpreted with respect to the
vertex y1 instead of z1, describe structure maps for (Fssc)′.

2. Alternatively, we can exchange the roles of the x and z arms, in which case we get a split
complex of format ( f3, f2, f1, 1). If we use the involution τ from Chapter 3, §3.2.2 to identify
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L(ω) with L(ω)∨, Theorem 4.27 says the projections

L(ωx1)↠ F∗1
L(ωyr2−2)↠ F1
L(ωzr3 )↠ F∗3

describe higher structure mapsw(3),w(2), andw(1) for the dual (Fssc)∗. In this case the inclu-
sions of F0, F2, and F∗2 pick out w(3)0 = d∗1 , w

(2)
0 = d2, and w

(1)
0 = d∗3 .

In pedestrian terms, this amounts to the observation that the differentials of Fssc, viewed as
the complex F constructed in Chapter 3 for σ = e, have the form

C↪ L(ωx1)↠ F∗1
F2 ↪ L(ωyr2−2)↠ F1
F∗2 ↪ L(ωzr3 )↠ F∗3

If we project first and then precompose by the inclusion, this interprets the differentials as
w(i)0 for (Fssc)∗. If we include first and then postcompose by projection, this interprets the
differentials as w(i)0 for Fssc.

In a way, these two basic observations drive all of §5.1 and §5.2 respectively.

5.1 Higher structure maps and linkage
In this section, we will always assume 5.1. The program we carry out here should be viewed as an
algebraic analogue of Chapter 2, §2.3. Specifically, we saw in Proposition 2.22 that, under suitable
hypotheses, an R-point ofG/P determines a pair of linked perfect ideals, both of which are necessar-
ily licci by Theorem 2.24. Following Example 5.3, we demonstrate that an analogous phenomenon
holds for higher structure maps, except now the perfect ideals involved need not be licci.

In the following, let f = (1, 3+d , 2+d+ t, t) and f ′ = (1, 3+ t, 2+d+ t, d). We write (R̂gen,Fgen) =
(R̂gen( f ),Fgen( f )) and (R̂′gen,Fgen′) = (R̂gen( f ′),Fgen( f ′)). Just as how we defined Fi ,L, . . ., we let
F ′i ,L′, . . ., be the analogous objects for f

′.
If w∶ R̂gen → R specializes Fgen to some split complex F over R, then there exists

g ∈ exp(L ⊗̂R) ⋊∏GL(Fi ⊗ R)

such that wsscg = w as maps R̂gen ⊗ R → R, where wsscg means to precompose wssc by the action of
g on Spec R̂gen. This is a principle used throughout Chapter 4.

The idea is that, since we have identified wssc with w′ssc in Example 5.3 (1), we perform the same
action onw′ssc to definew′ = w′sscg. This yields a map R̂′gen⊗R → R withw(i) = w′(i) by construction.

Here there is a slight subtlety. We already know that sl(F2)× g acts on R̂′gen, simply because this
ring comes equipped with an action of sl(F ′2) × g and we already identified F ′2 ≅ F∗2 to have wssc
and w′ssc match up in Example 5.3. However, it takes slightly more effort to explain why gl(Fi) acts
on R̂′gen. It suffices to show that this action can be seen using the actions of gl(F ′i) and g, which we
already know to act on R̂′gen, and for this it is helpful to consider the (y1, z1)-bigrading.
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5.1.1 Decomposing with respect to the (y1, z1)-bigrading

We let K = C3, and we view sl(K) as the subalgebra of g corresponding to the vertices u, x1 in
that order (c.f. Example 2.15). Given the decomposition of a g-representation into y1 or z1-graded
components, we can further decompose into the (y1, z1)-bigrading, in which each component is a
representation of

g(y1 ,z1) = sl(K) × sl(F3) × sl(F ′3).

At the level of SL-representations, this amounts to writing F1 = F ′∗3 ⊕ K and F ′1 = F∗3 ⊕ K (the duals
are because of the order of vertices; see Chapter 3, §3.1.2). However, to correctly relate the actions
of gl(Fi) and gl(F ′i), we will instead use

F ′1 = (F∗3 ⊗
3
⋀K)⊕ K

F1 = (F ′∗3 ⊗
3
⋀K)⊕ K

F ′2 = F∗2 ⊗
3
⋀K .

(5.2)

These formulas are motivated by Theorem 2.5. Using the above to decompose into representations
of gl(K) × gl(F3) × gl(F ′3), we find that we get the desired identifications

R̂gen ⊃W(d1) = [F1 ⊕
3
⋀ F1 ⊕⋯] = [F ′1 ⊕

3
⋀ F ′1 ⊕⋯] =W(d1)′ ⊂ R̂′gen

R̂gen ⊃W(d2) = F2 ⊗ [F∗1 ⊕ F1 ⊗ F∗3 ⊕⋯] = F ′∗2 ⊗ [F ′3 ⊕
2
⋀ F ′1 ⊕⋯] =W(d3)′ ⊂ R̂′gen

R̂gen ⊃W(d3) = F∗2 ⊗ [F3 ⊕
2
⋀ F1 ⊕⋯] = F ′2 ⊗ [F ′∗1 ⊕ F ′1 ⊗ F ′∗3 ⊕⋯] =W(d2)′ ⊂ R̂′gen

(5.3)

To prove this, it is sufficient to verify the statement for scalars in gl(Fi) since the result holds au-
tomatically at the level of sl(Fi)-representations. In lieu of this, we display some of the (y1, z1)-
bigraded components in the representationsW(di) as it clarifies the situation, and we will need it
shortly.

We display the y1-grading horizontally and the z1-grading vertically. The decomposition of
W(d1) =W(d1)′ is

. . . . . .

⋮ ⋮ F ′∗3 ⊗⋀2 F∗3 ⊗ S3,2,2K . . . . . .

F∗3 ⊗⋀3 F1 1 F∗3 ⊗⋀3 K F ′∗3 ⊗ F∗3 ⊗ S2,2,1 ⋀2 F ′∗3 ⊗ F∗3 ⊗ S3,2,2K . . .

F1 0 K F ′∗3 ⊗⋀3 K

0 1 ⋯

F ′1 F ′∗3 ⊗⋀3 F ′1 ⋯

(5.4)
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ForW(d2) =W(d3)′ it is

⋀3 K ⊗ F∗2
(= F ′2)

⊗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⋮ ⋮ . . .

⋀3 K∗ ⊗ F∗3 ⊗⋀4 F1 2 F ′∗3 ⊗ F∗3 ⊗⋀3 K . . . . . .

⋀3 K∗ ⊗⋀2 F1 1 K∗ F ′∗3 ⊗ K ⋀2 F ′∗3 ⊗⋀3 K

⋀3 K∗ ⊗ F3 0 F3 ⊗⋀3 K∗

0 1 2 ⋯

F ′∗1 F ′∗3 ⊗ F ′1 ⋀2 F ′∗3 ⊗⋀3 F ′1 ⋯

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.5)

Finally, forW(d3) =W(d2)′ it is

⋀3 K∗ ⊗ F2
(= F ′∗2 )

⊗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⋮ ⋮ . . .

⋀3 K ⊗⋀2 F∗3 ⊗⋀3 F1 2 ⋀2 F∗3 ⊗ S2,2,2K . . . . . .

⋀3 K ⊗ F∗3 ⊗ F1 1 F∗3 ⊗ S2,1,1K F ′∗3 ⊗ F∗3 ⊗ S2,2,2K

⋀3 K ⊗ F∗1 0 F ′3 ⋀2 K

0 1 2 ⋯

F ′3 ⋀2 F ′1 F ′∗3 ⊗⋀4 F ′1 ⋯

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Using the above, we are ready to prove the algebraic analogue of Proposition 2.22.

Theorem 5.4. Let w∶ R̂gen → R specialize Fgen to a resolution F of R/I. Then the maps w(i), re-
interpreted using (5.3), define a map w′∶ R̂′gen → R with the property that w(i) = w′(i).

Furthermore, if w(1)(K ⊗ R) = (α1, α2, α3) ⊂ R is a complete intersection, where K ⊂ L(ωx1)∨
is the bottom (y1, z1)-bigraded component as in (5.4), then w′ specializes Fgen′ to the resolution of
R/((α1, α2, α3) ∶ I) described in Theorem 2.5.

Proof. As the first statement is aboutw′ satisfying the requisite relations in R̂′gen, we can perform the
usual reduction to the split exact case, since any F is split on a dense open set. Now that we know
gl(Fi) acts on R̂′gen, the claim follows from the argument sketched at the beginning of this section.

We will abuse notation and write Fi to mean Fi ⊗ R below, and similarly for F ′i . For the other
part of the theorem, w′ specializes Fgen′ to some complex

0→ F ′3
d′3Ð→ F ′2

d′2Ð→ F ′1
d′1Ð→ R.

To determine the differentials d′i , we need only look at the bottom y1-graded components of each
w′(i) = w(i).
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Examining the bigraded decompositions above, we find from (5.4) that the differential d′1 has
two components in its source, being the sum of

K ↪ F1
d1Ð→ R

F∗3 ⊗
3
⋀K

w(1)1ÐÐ→ R

The differential d′2 has those two components in its target:

F ′2 = F∗2 ⊗
3
⋀K

d∗3Ð→ F∗3 ⊗
3
⋀K ↪ F ′1

F ′2 = F∗2 ⊗
3
⋀K

(w(3)1 )
∗

ÐÐÐ→ (
2
⋀ F1)∗ ⊗

3
⋀K → K ↪ F ′1 .

and d′3 is just the part of d∗2 given by

F ′3 ↪ F∗1 ⊗
3
⋀K

d∗2Ð→ F∗2 ⊗
3
⋀K = F ′2.

Compare this to the comparison map from the Koszul complex onw(1)(K⊗R) to F induced by the
multiplicative structure w(i)1 :

0 F3 F2 F1 R

0 ⋀3 K ⋀2 K K R

w(1)1 w(3)1

By a miracle we have reconstructed the complex

0→ F ′3
d′3Ð→ F∗2 ⊗

3
⋀K

d′2Ð→ F∗3 ⊗
3
⋀K ⊕ K

d′1Ð→ R

described inTheorem 2.5!
The conscientious reader may worry that we have not carefully checked the coefficients for the

two parts of d′1 and d′2 to ensure that d′1d′2 = 0. But note that this is the specialization of Fgen′ via w′,
so it is guaranteed to be a complex. One just needs to consistently identify F∗3 ⊗ ⋀3 K ⊕ K as the
standard representation of gl(F ′1) in both the source of d′1 and the target of d′2.

5.1.2 Ranks of w(i) ⊗ k and linkage
Throughout this subsection, we will work in a local Noetherian ring R.

Definition 5.5. If I ⊂ R is a grade 3 perfect ideal, let NL(I) ∶= ∑σ HSIσ(R/I). In other words, it
is the image of the map w(1)∶ L(ωx1)∨ ⊗ R → R for any choice of w∶ R̂gen → R specializing Fgen to a
resolution of R/I.

Theorem 5.6. Let (R,m, k) be a local Noetherian ring, I ⊂ R a grade 3 perfect ideal, andw∶ R̂gen → R
a map specializing Fgen to a minimal resolution F of R/I.
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1. The ideal NL(I) is invariant under linkage.

2. The ideal I is licci if and only if NL(I) = (1).

3. Ifw(3)⊗ k ≠ 0 then there exists I′ in the even linkage class of I such that either t(R/I′) < t(R/I)
or I′ = (1).

4. If w(2) ⊗ k ≠ 0 then there exists I′ in the even linkage class of I such that either d(I′) < d(I) or
I′ = (1).

Since NL(I) is defined using structure maps for a free resolution of R/I, it commutes with lo-
calization. So for R not necessarily local, point (2) allows us to interpret

V(NL(I)) = {p ∈ SpecR ∶ Ip ⊂ Rp is not licci or the unit ideal}

as the non-licci locus of I, explaining the notation NL(I).

Proof. Statement (1) follows immediately fromTheorem 5.4. The “only if ” implication of (2) is also
immediate, since I = (1) satisfies NL(I) = (1), and any licci ideal can be linked in some number
of steps to the unit ideal. The “if ” implication can be proved in the same fashion as Theorem 2.24
replacing γ by w(1): since w(1)⊗ k ≠ 0, there exist elements g1, g′1 , . . . , gN , g′N , where gi ∈ GL(F1⊗ k)
and g′i ∈ GL(F ′1 ⊗ k), such that (w(1) ⊗ k)g1g′1⋯gN g′N is nonzero on the lowest weight space of
L(ωx1)∨.

The existence of such elements can either be seen using the argument inTheorem 2.24. Alterna-
tively, any weight space that is a lowest weight space for both GL(F1) and GL(F ′1)must be a lowest
weight space for g because the type A subdiagrams corresponding to GL(F1) and GL(F ′1) cover the
whole diagram T . So it is always possible to use either the action of GL(F1) or GL(F ′1) to make
L(ωx1)∨ ⊗ k → k nonzero on lower weight spaces, until it is nonzero on the lowest weight space.

Then we pick lifts g̃i ∈ GL(F1 ⊗ R) of gi and g̃′i ∈ GL(F ′1 ⊗ R) of g′i following the proof of
Theorem 2.24, so that sequentially acting on w(1) by these elements realizes a sequence of links
from I to the unit ideal.

Statements (3) and (4) can be proved in the same manner. If some row of w(3) ⊗ k is nonzero,
then the exact same argument applied to that row (instead ofw(1)) shows that there exists a sequence
of links I = I0 ∼ I1⋯ ∼ I2N = I′ and a resolution F′ of R/I′ having the same format (1, f1, f2, f3) as the
original resolution F, but such that w′(3)0 ⊗ k ≠ 0 for F′. This means either I′ = (1) or t(R/I′) < f3 =
t(R/I) as desired. The proof of (4) is completely analogous.

InTheorem 4.29, we saw that the addition of a split part to a resolution F causes copies of w(a2)
(here identified with w(1)) to appear in the new maps w(3) and w(2). Combining this with Theo-
rem 5.6, we see that there is a dichotomy in how the ranks of w(3) and w(3) behave, depending on
whether I is licci.
Proposition 5.7. If I is licci then w(3) and w(2) are surjective.
Proof. This statement is true for the unit ideal by Theorem 4.27, preserved under linkage fixing a
diagram T by Theorem 5.4, and preserved by addition of a split exact complex by Theorem 4.29.
Note that this last point is reliant on w(1) being surjective. Technically we do not need to invoke
Theorem 4.29 since I may be linked to the unit ideal using minimal links by Proposition 2.12, so we
never need to change the diagram T . But it is reassuring to know that everything is consistent.
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The situation is quite different for non-licci perfect ideals:

Lemma 5.8. Let I be a grade 3 perfect ideal in a local Noetherian ring R. Suppose that I is not licci.
Let w∶ R̂gen → R specialize Fgen to a resolution F of R/I, with format f . Then the quantities

f3 − rank(w(3) ⊗ k), f1 − 3 − rank(w(2) ⊗ k)

are intrinsic to I, and are interchanged under linkage.

Proof. Fixing the format of F, any two choices of w will have the same quantities rank(w(i) ⊗ k)
by Lemma 4.30. Since I is not licci, w(1) ⊗ k = 0. Theorem 4.29 implies that the addition of a split
part of format (n1, n1 + n2, n2 + n3, n3) to F increases both f3 and rank(w(3) ⊗ k) by n3. Similarly it
increases both f1 and rank(w(2) ⊗ k) by n2.

Theorem 5.4 shows that the quantities are interchanged by a link, since the new format is (1, f3+
3, f2, f1 − 3).

Theorem 5.9. Assume the setup of Lemma 5.8. Then there is an ideal I′ in the even linkage class of I
such that

t(R/I′) = f3 − rank(w(3) ⊗ k), d(I′) = f1 − 3 − rank(w(2) ⊗ k).

In particular, if F′ is a minimal free resolution of R/I′ and w′ is a choice of higher structure maps for
F′, then w′(i) ⊗ k = 0 for all i. The ideal I′ has minimal deviation and type in its even linkage class.

Proof. This follows from repeated application of Theorem 5.6 and Lemma 5.8 until both w(2) ⊗ k
and w(3) ⊗ k are zero.

5.1.3 Classification of all grade 3 licci ideals
Fix a format f as in Assumption 5.1 and its corresponding diagram T . Let (Rσ ,Fσ) be the resolution
constructed in Chapter 3 for σ ∈W aminimal length representative ofWPz1 /W/WPx1 , so Rσ = C[Cσ]
is a polynomial ring in ℓ(σ) variables. Write Rσ/Iσ for the module resolved by Fσ . This is the
coordinate ring ofN w

σ ⊂ Cσ . Letmσ denote the maximal ideal generated by the variables of Rσ .

Proposition 5.10. If σ ≠ e, the ideal (Iσ)mσ is a grade 3 licci ideal in (Rσ)mσ .

Proof. If σ = e then Iσ is the unit ideal. Otherwise it is a grade 3 perfect ideal as established
in Chapter 3, §3.3. This proposition then follows from Theorem 5.6, and the observation that
HSIσ(Rσ/Iσ) = (1)made in Chapter 4, §4.4.

Let I be a grade 3 perfect ideal in a local Noetherian ring (R,m, k) and suppose R/I has a min-
imal resolution of format f . If S is another local Noetherian ring, and ϕ∶R → S is a local homo-
morphism such that J = ϕ(I)S has grade 3 in S, then J is necessarily also perfect. Furthermore, the
resolution of R/I specializes to one for S/J. So we haveHSIρ(S/J) = (HSIρ(R/I))S for all ρ. As we
assumed ϕ to be a local homomorphism,HSIρ(S/J) = (1) if and only ifHSIρ(R/I) = (1).

If I is licci, thenTheorem 5.6 says

NL(I) =∑
σ
HSIσ(R/I) = (1).
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By Proposition 4.38, there exists a unique minimal σ for which HSIσ(R/I) = (1). The above argu-
ment shows that this is preserved by local homomorphisms ϕ∶R → S as long as gradeϕ(I)S = 3. In
reverse, we see it is preserved under deformation.

Now we see the true significance of the resolutions constructed in Chapter 3: they yield the
generic resolutions for all grade 3 licci ideals.

Theorem 5.11. Let I be a grade 3 licci ideal in a local Noetherian ring (R,m, k), and let σ be minimal
such thatHSIσ(R/I) = (1). Let (Rσ ,Fσ) be as above. Then there is a homomorphism ϕ∶Rσ → R with
ϕ(mσ) ⊆ m specializing Fσ to a resolution of R/I.

To be precise, the definition of Fσ depends on the diagram T . We can simply take the smallest
diagram T on which σ is defined (c.f. Remark 4.33); enlarging T only amounts to adding a split
exact summand to Fσ .

Proof. From Proposition 4.38, we get a map w∶ R̂gen → R such that

1. w specializes Fgen to a minimal resolution of R/I,

2. w(1) describes an R-point of the Schubert cell Cσ , and

3. w(1) ⊗ k is the torus-fixed k-point of Cσ , which was denoted σv in Chapters 2 and 3.

By (2),w(1) describes a homomorphism ϕ∶Rσ → R. Furthermore, point (3) ensures that ϕ(mσ) ⊆ m.
By construction

ϕ(Iσ)R = w(1)(F1 ⊗ R) = I

where F1⊗R ⊂ L(ωx1)∨⊗R is the bottom z1-graded component. Since Iσ is perfect and ϕ(Iσ)R has
the same grade, it follows that the resolution Fσ of Rσ/Iσ specializes to a resolution of R/I.

Note that we do not claim w∶ R̂gen → R and ϕ∶Rσ → R specialize Fgen and Fσ to identical res-
olutions over R; by construction they have the same differential d1 but the differentials d2, d3 may
be different. Of course, they can be made to be equal after adjusting w further using the action of
∏GL(Fi ⊗ R), but that is unnecessary for the proof.

Now we can address Conjecture 2.34 for c = 3. As in 2.31, we assume the ambient rings R and S
in the following are power series rings in finitely many variables.

Theorem5.12. Let T = T2,d+1,t+1 be the diagram associated to the format (1, 3+d , 2+d+t, t). Consider
the map

{grade 3 licci ideals in kJ{X}K withdeviation ≤ d, and type ≤ t }

WPz1 /W/WPx1 − [e]

Ψ

sending I ⊂ R to the minimal σ for whichHSIσ(R/I) = (1).

1. Ψ is surjective.
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2. If I ⊂ R and J ⊂ S are grade 3 licci ideals with deviation ≤ d and type ≤ t, then Ψ(I) = Ψ(J) if
and only if R/I and S/J admit a common deformation.

Proof. The map is surjective by Proposition 5.10. The “if ” part of (2) follows from the observation
made above that Ψ(I) is preserved under deformation.

For the “only if ” part of (2), let σ = Ψ(I) = Ψ(J) and let B be the completion of Rσ with respect
to mσ . Then A = (B ⊗̂R ⊗̂ S)/(Iσ) is a deformation of both R/I and S/J: Theorem 5.11 exhibits ϕI
and ϕJ specializing Iσ to I and J respectively, so we obtain R/I as the quotient of A by X−ϕI(X) and
the variables of S, and similarly we obtain S/J as the quotient of A by X − ϕJ(X) and the variables
of R.

Example 5.13. Consider the sequence of ideals I j constructed in Example 4.40. Using (b1, . . . , bn)
to denote the product of simple reflections sb1⋯sbn , one can show

Ψ(I0) = (z1, u, x1, z2, z1, u, z3, z2, z1, y1, u, y2, y1, y3, y2, z1, u, x1, z2, z1, u, z3, z2, z1, y1, u, x1).

Let χ be the function interchanging yi and zi , and write χ(b1, . . . , bn) ∶= (χ(b1), . . . , χ(bn)). Then
for j ≥ 1,

Ψ(I j) = (z1, u, x1, z2, z1, u, z3, z2, z1)χ(Ψ(I j−1)).
Here the prefix sequence of reflections represents the permutation inS6 sending (1, 2, 3, 4, 5, 6) to
(4, 5, 6, 1, 2, 3). Each word obtained in this recursive manner is a reduced word for its respective
Ψ(I j).

Combinatorially, a reduced word for Ψ(I j) contains a substring of the form (z1, y1, z1, y1, . . .)
that can be made arbitrarily long as we increase j, and this can be used to lower-bound the number
of links required to link to a complete intersection, but we will not give the details here.

5.2 An ADE correspondence for grade 3 perfect ideals
Wefinally arrive at the proof of Conjecture 1.4 for c = 3. To be precise, we prove the “if ” implication,
as the existence of non-licci perfect ideals associated to non-ADE triples (3, d , t)was already shown
in [14].

Theorem 5.14. Let I be a grade 3 perfect ideal in a local Noetherian ring R, with deviation d = d(I)
and type t = t(R/I). Suppose that (3, d , t) is an ADE triple (c.f. Definition 1.3), i.e. that one of the
following holds:

• t ≤ 1,

• d ≤ 1,

• t ≤ 2 and d ≤ 4, or

• t ≤ 4 and d ≤ 2.

Then I is licci, thus classified by Theorem 5.11.

Only the last two cases are new, but the proof uniformly handles all cases.
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Proof. By Theorem 5.6, it is sufficient to show that w(1) is surjective. This is a special case of the
upcomingTheorem 5.17.

The reach of this theorem can be extended by coupling it with Theorem 5.9.

Corollary 5.15. Let I be a grade 3 perfect ideal in a localNoetherian ring (R,m, k), and letw∶ R̂gen → R
specialize Fgen to a resolution F of R/I, of format (1, f1, f2, f3). Suppose one of the following holds:

• f3 − rank(w(3) ⊗ k) ≤ 1,

• f1 − 3 − rank(w(2) ⊗ k) ≤ 1,

• f3 − rank(w(3) ⊗ k) ≤ 2 and f1 − 3 − rank(w(2) ⊗ k) ≤ 4, or

• f3 − rank(w(3) ⊗ k) ≤ 4 and f1 − 3 − rank(w(2) ⊗ k) ≤ 2.

Then I is licci.

Proof. Suppose that I were not licci. ThenTheorem 5.9 produces I′ contradictingTheorem 5.14.

Moreover, assuming one of the conditions in Corollary 5.15, then a posteriori the maps w(2) ⊗ k
and w(3) ⊗ k have full rank f2 by Proposition 5.7.

Example 5.16. This corollary generalizes perspectives which are present in many older works on
the topic. For instance, [4] and [45] study grade 3 perfect ideals whose Tor algebra multiplication

2
⋀Tor1(R/I, k)→ Tor2(R/I, k)

has sufficiently high rank to guarantee that I is directly linked to an almost complete intersection,
therefore licci. Takingw to be a choice of higher structuremaps for aminimal free resolution of R/I,
the above multiplication is none other than w(3)1 ⊗ k, and their assumptions amount to requiring
that f3 − rank(w(3)1 ⊗ k) ≤ 1. Specifically, [4] considers f3 = 2 and rank(w(3)1 ⊗ k) ≥ 1, whereas [45]
considers f3 = 3 and rank(w(3)1 ⊗ k) ≥ 2. This falls under statement (1) of Corollary 5.15, since

f3 − rank(w(3) ⊗ k) ≤ f3 − rank(w(3)1 ⊗ k) ≤ 1.

Before we state and prove the main theorem, we give some informal motivation for the proof.
In particular, we recall the geometric significance of desiring w(1) to be surjective. Assume that g is
of finite type. In Chapter 2, we saw that licci ideals come from R-points of G/P.

Now suppose we are presented with a grade 3 perfect ideal I ⊂ R and we want to prove that it is
licci. The candidate R-point of G/P is provided by the theory of higher structure maps; namely we
fixw∶ R̂gen( f )→ R specializingFgen( f ) to a resolutionF of R/I and interpret themapw(1)∶ L(ωx1)∨⊗
R → R as a homomorphism

⊕
n≥0

L(nωx1)∨ → R

from the homogeneous coordinate ring of G/P as in Corollary 4.28. In order for this to define an
R-point of G/P, we need w(1) to be surjective—otherwise, this only gives a map to the affine cone
over G/P.
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Our usual trick of working over a localization is ineffective here, since a map from an open set
in SpecR to G/P need not extend to the whole of SpecR. But in the proof of Theorem 2.24 for licci
ideals, not only did we produce an R-point of G/P, we actually produced an R-point of G. Indeed,
the links I ∼ ⋯ ∼ (1)were recast using the actions ofGL(F1) andGL(F ′1), and using this wewere able
to produce an alternating product g = g1g′1⋯gN g′N ∈ G, where gi ∈ GL(F1⊗R) and g′i ∈ GL(F ′1 ⊗R),
such that acting on the Borel-fixed point v ∈ G/P by g yields our desired R-point of G/P.

So we ask the natural question: using the theory of higher structure maps in lieu of linkage, can
we instead produce an R-point of G and use this to prove that w(1) truly is an R-point of G/P? At
first glance, this may appear to be a harder problem. But there is a key difference between G and
G/P: the former is affine! Therefore, since grade I = 3 ≥ 2, any map SpecR → G defined on the
complement of V(I)must extend to all of SpecR.

Hence we see that, for the purposes of exhibiting an R-point of G, we may work on the comple-
ment of V(I) and reduce to the case of a split exact complex. The catch is that a single localization
is no longer sufficient: we need to take a regular sequence h1, h2 ∈ I, define maps SpecRh1 → G and
SpecRh2 → G, and confirm that they agree on the overlap SpecRh1h2 .

There is too much indeterminacy trying to lift to G using w alone, and we cannot choose an
arbitrary lift as that would cause incompatibility on the overlap. Now we use the hypothesis that I is
perfect, which tells us that F∗ is also acyclic. Thus we may choose some w′∶ R̂gen( f ∗)→ R specializ-
ingFgen( f ∗) toF∗, where f ∗ ∶= ( f3, f2, f1, 1) is the dual format. It turns out that the indeterminacy of
liftingw toG is exactly exp(n+x1), which parametrizes the non-uniqueness ofw′ specializingFgen( f ∗)
toF∗. Thus by fixing bothw andw′, we can construct SpecRh i → G on each localization in amanner
which glues and extends to yield a map SpecR → G.

All of this is informal motivation. In the actual proof, we will avoid looking at the group G
because we have never even defined it. For the theorem, we drop the assumption that r1 = 1, since it
takes essentially no extra effort to prove it in this extra generality.

Theorem 5.17. Suppose we have a free resolution F over a ring R whose format f = ( f0, f1, f2, f3) =
(r1, r1 + r2, r2 + r3, r3) corresponds to a diagram T which is Dynkin. Assume moreover that F∗ is also
acyclic. Then for any choice ofw∶ R̂gen → R specializingFgen toF, the structuremapsw(i) are surjective.

Remark 5.18. The prototypical example of Theorem 5.17 mentioned in Chapter 1 is w(2) for f =
(1, n, n, 1). This is a n × 2n matrix consisting of the differential d2 and an isomorphism F1 ≅ F∗2 in-
duced by a choice of multiplication on F. The surjectivity of the matrix is evident from the presence
of an invertible submatrix.

5.2.1 The setup of the proof
For the proof, we fix a map w′∶ R̂gen( f ∗)→ R specializing Fgen( f ∗) to F∗. As usual, we will identify

f3
⋀ F3 ⊗

f2
⋀ F∗2 ⊗

f1
⋀ F1 ≅

f0
⋀ F0 (5.6)

using a1 following Remark 4.13. We also make the analogous identification

f0
⋀ F∗0 ⊗

f1
⋀ F1 ⊗

f2
⋀ F∗2 ≅

f3
⋀ F∗3 (5.7)
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for R̂gen( f ∗).
We will prove surjectivity of the maps w(i) by exhibiting them inside of larger invertible ma-

trices. In this manner, we avoid having to define the group G by working with automorphisms of
the representations L(ω) directly. We discuss w(1) as an example, but the situation for the other
structure maps is completely analogous. Our strategy is to produce a map A1 making the following
diagram commute:

L(ωxr1 )⊗ L(ωxr1 )
∨

R̂gen( f ∗) ⊃ L(ωxr1 )⊗ F1 R F∗0 ⊗ L(ωxr1 )
∨ ⊂ R̂gen( f )

F∗0 ⊗ F1

A1
Id⊗ι

w′(3) w(1)

η⊗Id

d1
Id⊗ιη⊗Id

(5.8)

where ι is inclusion of the bottom z1-graded component and η is inclusion of the top x1-graded
component. Here we are abusing notation somewhat: w(1) is by definition a map L(ωxr1 )

∨ ⊗ R →
F0 ⊗ R but we view it in the diagram as a restriction of w∶ R̂gen → R.

Obviously there are many choices of A1 as stated, but the point is to construct it as an isomor-
phismwhen viewed as amap L(ωx1)∨⊗R → L(ωx1)∨⊗R. (Morally, it should be viewed as the action
of our desired R-point g ∈ G on L(ωx1)∨ ⊗ R.) Note that in order to view A1 in this manner, we are
using the fact that T is a Dynkin diagram so L(ωxr1 )

∨ = L(ωxr1 )
∗ since it is finite-dimensional.

5.2.2 The split exact case
Here is an equivalent way of formulating the observation made in part (2) of Example 5.3: if R = C
and we take A1 = Id, corresponding in (5.8) to the evident pairing L(ωxr1 )⊗ L(ωxr1 )

∨ → C, then its
restriction to L(ωxr1 )⊗F1 recoversw

′(3)
ssc and its restriction to F∗0 ⊗L(ωxr1 )

∨ recoversw(1)ssc . Restricting
down further to F∗0 ⊗ F1 recovers the first differential of Fssc, viewed either as (w′(3)ssc )∗0 if we restrict
down via the left half of the diagram, or as (w(1)ssc )0 if we restrict down the right half.

Hence A1 = Id is a natural solution to the lifting problem (5.8) if F = Fssc,w = wssc, andw′ = w′ssc.
Now suppose F is a split exact complex over some ring R, with differentials di . Then one can choose
an isomorphism Fssc ⊗ R ≅ F, which amounts to picking g1 ∈ GL(F1 ⊗ R) and g2 ∈ GL(F2 ⊗ R):

0 F3 ⊗ R F2 ⊗ R F1 ⊗ R F0 ⊗ R

0 F3 ⊗ R F2 ⊗ R F1 ⊗ R F0 ⊗ R

g2 g1

d3 d2 d1

Explicitly g1, g2 are such that

g−11 =
F1

[ ]F0 d1
C γ

g2 =
F3 C

[ ]F2 d3 β
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with the property that the composite F1
γ
Ð→ C

β
Ð→ F2 splits the differential d2.

As discussed above, setting A1 = Id in (5.8) works for Fssc⊗R. Precomposewssc⊗R by the action
of g2g−11 on R̂gen( f )⊗R to obtain a new mapw0, and similarly precomposew′ssc⊗R by the action of
g2g−11 on R̂gen( f ∗)⊗R to obtain a newmapw′0. ByTheorem 4.11,w = w0 expZ− for some Z− ∈ L ⊗̂R
where L = n̂−z1 , and similarly w′ = w′0 expX+ for some X+ ∈ L′ ⊗̂R where L′ = n̂+x1 . We remark that
the completions in defining L and L′ are not necessary here because g is finite-dimensional.

With the identifications (5.6) and (5.7),GL(F2) acts only on the left tensor factor in (5.8) whereas
GL(F1) only acts on the right tensor factor. So we act on the whole diagram (5.8) by g1g2, thereby
replacing A1 = Id with

A1 = ρ2(g2)ρ1(g−11 )
restricting down to our maps w0 and w′0. Here

ρ1∶GL(F1)→ Aut L(ωxr1 )
∨

ρ2∶GL(F2)→ Aut L(ωxr1 )
∨

denote the actions ofGL(Fi) on the two tensor factors, viewed as the source and target respectively
of A1.

Finally, we act by expX+ on the left factor and expZ− on the right factor in the diagram to obtain

A1 = exp(X+)ρ2(g2)ρ1(g−11 ) exp(Z−) (5.9)

restricting down to w and w′ by construction. This should be viewed as the action of our desired
R-point of G, as discussed in the motivation at the beginning of our construction. In particular,
A1 is obviously invertible by construction, being the composite of invertible maps. Repeating this
procedure for the other higher structure maps, we obtain

• A1 lifting the pair w(1) and w′(3),

• A2 lifting the pair w(2) and w′(2),

• A3 lifting the pair w(3) and w′(1),

where A2 and A3 are defined using the same formula (5.9) but with the actions on L(ωyr2−2)
∨ and

L(ωzr3 )
∨ respectively. The reason for dealing with all w(i) simultaneously is explained by the fol-

lowing lemma.

Lemma 5.19. Let X̃+ ∈ L′ ⊗̂R and Z̃− ∈ L ⊗̂R. Define Ãi following (5.9), replacing X+ by X̃+ and Z−
by Z̃−.

• If Ã1 extends w′(3) in the sense of (5.8), then X+ = X̃+.

• If Ã3 extends w(3), then Z− = Z̃−.

Proof. The two statements are completely analogous, so we explain the second one. Observe that
the action of exp(X+) has no effect on the restriction of A3 to F2⊗L(ωzr3 )

∨, which isw(3). Similarly,
the action of exp(X̃+) has no effect on the restriction of Ã3 to F2 ⊗ L(ωzr3 )

∨, which is also equal to
w(3) by assumption. The statement then follows immediately from Proposition 4.22 sinceW(a3) ⊂
⋀r3 W(d3) in R̂gen.
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5.2.3 Independence of choice of splitting
The construction of the matrices Ai was reliant on a choice of splitting Fssc ⊗ R ≅ F. This was
the only step that required a choice; the elements Z−, X+ were uniquely determined afterwards by
comparison of wssc ⊗ R to w and w′ssc ⊗ R to w′ usingTheorem 4.11.

We now show that (5.9) is actually insensitive to our choice of g1 and g2. In the following we will
often abuse notation and just write e.g. F j when we mean F j ⊗ R.

Lemma 5.20. Suppose that we pick a different isomorphism Fssc ⊗ R ≅ F, or equivalently, a different
splitting F1

γ′
Ð→ C

β′
Ð→ F2. Then there exist θ ∈ GL(C), η1 ∈ Hom(F0,C), and η2 ∈ Hom(C , F3) such

that
γ′ = θγ + η1d1, β′ = βθ−1 + d3η2.

For the corresponding g′1 , g′2, we can write this as

g′−11 = θ(1 + θ−1η1)g−11 , g′2 = g2(1 + η2θ)θ−1

recalling that F1 = F0 ⊕ C and F2 = F3 ⊕ C.

Proof. Both γ, γ′mustmap ker d1 isomorphically ontoC, so there exists an element θ ∈ GL(C) such
that γ′ = θγ restricted to ker d1. The difference γ′ − θγ must then factor through d1. This gives the
first expression.

One similarly argues the existence of θ′ ∈ GL(C) such that β′ = βθ′ modulo ker d2 ⊂ F2. Note
that if s∶ F1 → F2 is a splitting, then

ker d1 ↪ F1
sÐ→ F2↠ F2/(ker d2)

must be inverse to the map induced by d2. In particular, βγ and β′γ′ must agree as maps (ker d1)→
F2/(ker d2), which means θ′ = θ−1. The expression for β′ thus follows.

Let gm,n denote the part of the Lie algebra g in (x1, z1)-bidegree (m, n). We fix a pair

(i ,ω) ∈ {(1,ωxr1 ), (2,ωyr2−2), (3,ωzr3 )}

and let ρ1, ρ2 denote the actions of GL(F1),GL(F2) on L(ω)∨.
Note that 1 + θ−1η1 ∈ SL(F1). It can be written as exp(θ−1η1), viewing θ−1η1 ∈ F∗0 ⊗ C = g1,0.

Similarly 1 + η2θ = exp(η2θ) viewing η2θ ∈ C∗ ⊗ F3 = g0,−1.
If we go through the construction of §5.2.2 with g′1 , g′2, we get

A′i = exp(X′+)ρ2(g′2)ρ1(g′−11 ) exp(Z′−)

Expanding this using the above observations, we have

A′i = exp(X′+)ρ2(g2) exp(η2θ)ρ2(θ−1)ρ1(θ) exp(θ−1η1)ρ1(g−11 ) exp(Z′−).

Now we use:

Lemma 5.21. The map GL(C) → GL(F1)
ρ1Ð→ Aut L(ω)∨ agrees with GL(C) → GL(F2)

ρ2Ð→
Aut L(ω)∨.
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Proof. The statement is certainly true for SL(C) because both actions can be seen through sl(C) ⊂
g0,0. So it is sufficient to check this statement for scalars, and we omit this.

Hence ρ2(θ−1) and ρ1(θ) cancel, and we are left with

A′i = exp(X′+)ρ2(g2) exp(η2θ) exp(θ−1η1)ρ1(g−11 ) exp(Z′−).

Elements of g1,0 and g0,−1 commute because g1,−1 = 0, so we can interchange the middle two terms.
Note that

θ−1η1 ∈ g1,0 = F∗0 ⊗ C

⊂ g1,∗ = F∗0 ⊗
f3+1

⋀ F2 ⊗
f3
⋀ F∗3

Applying g2 to θ−1η1 gives an element X1 ∈ g1,∗ such that

exp(X1)ρ2(g2) = ρ2(g2) exp(θ−1η1).

Similarly, by applying g1 to η2θ, we get Z1 ∈ g∗,−1 such that

ρ1(g−11 ) exp(Z1) = exp(η2θ)ρ1(g−11 ),

allowing us to write

A′i = exp(X′+) exp(X1)ρ2(g2)ρ1(g−11 ) exp(Z1) exp(Z′−).

Baker-Campbell-Hausdorff yields elements X̃+ ∈ L′ ⊗̂R and Z̃− ∈ L ⊗̂R such that

exp(X̃+) = exp(X′+) exp(X1), exp(Z̃−) = exp(Z1) exp(Z′−),

and so
A′i = exp(X̃+)ρ2(g2)ρ1(g1) exp(Z̃−).

However, compare this to
Ai = exp(X+)ρ2(g2)ρ1(g1) exp(Z−).

The hypotheses of Lemma 5.19 are met by construction, and we deduce that X+ = X̃+ and Z− = Z̃−.
In particular Ai = A′i as desired.

Having established that the matrices Ai are independent of the choice of splitting,Theorem 5.17
readily follows.

Proof of Theorem 5.17. We fixw andw′ as in §5.2.1. Let h1, h2 ∈ I f0(d1) be a regular sequence, which
exists because grade I f0(d1) = 3 ≥ 2. We perform the construction of §5.2.2 for the split exact
complex F ⊗ Rh1 , obtaining matrices Ai invertible over Rh1 . We repeat the construction for F ⊗
Rh2 , obtaining matrices A′i invertible over Rh2 . The results of this subsection then show that the
constructions agree on the common localization Rh1h2 . Hence the matrices Ai = A′i have entries in
Rh1 ∩ Rh2 = R. The same applies to their inverses A−1i = A′−1i , therefore the matrices Ai are invertible
over R. Since w(i) consists of rows from Ai , we obtain that w(i) is surjective.
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5.3 Consequences and future directions
Theconstruction of thematricesAi in the proof ofTheorem 5.17 is valid evenwithout the hypothesis
that T is a Dynkin diagram, with the caveat that since they came from maps L(ω) ⊗ L(ω)∨ → R,
they must be viewed as “infinite matrices” L(ω)∨ ⊗ R → (L(ω)⊗ R)∗:

L(ω)∨ ⊗ R

L(ω)∨ ⊗ R

L(ω)∨ ⊗ R

(L(ω)⊗ R)∗

(L(ω)⊗ R)∗

(L(ω)⊗ R)∗

exp(Z−)

ρ1(g−11 )

ρ2(g2)

exp(X+)

In this composite, while the actions of GL(F1 ⊗ R) and GL(F2 ⊗ R)make sense on both L(ω)∨ ⊗ R
and (L(ω)⊗R)∗, the action of exp(Z−) is only well-defined on the source and the action of exp(X+)
is only well-defined on the target. Hence while we obtain infinite matrices Ai without the Dynkin
hypothesis, we cannot view them as endomorphisms, let alone automorphisms.

We also point out that the theorem is not even true if one drops either hypothesis:

• In Example 4.24, all of the matrices w(i) have entries of positive degree, so they cannot be
surjective. The ideal in that example is perfect, but the associated diagram is T = E(1)7 , which
is not a Dynkin diagram. So while we can still produce the maps Ai as in the proof of the
theorem, we cannot discuss their invertibility.

• If I = (t1t2, t2t3, t3t4, t4t1) ⊂ R = C[t1, t2, t3, t4], then the minimal graded free resolution of
R/I has the form

F∶0→ R(−4)→ R4(−3)→ R4(−2)→ R
and the associated diagram T = D4 is Dynkin. However, the grade I = 2 so I is not perfect.
Repeating the argument in Example 4.24, we see that there is a choice of w∶ R̂gen → R such
that all of the matrices w(i) have entries of positive degree, hence again the conclusion of
Theorem 5.17 fails. The proof breaks because we don’t have higher structure maps w′ for F∗,
so we cannot construct matrices Ai defined over R.

Beyond the Dynkin range, it remains unclear how to use representation theory to characterize non-
licci perfect ideals. A concrete starting point would be to see whether one can produce some well-
known examples of non-licci perfect ideals with Betti numbers f = (1, 6, 8, 3) directly from the
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representation theory of the affine Kac-Moody Lie algebra g = E(1)7 associated to this format. Two
particularly simple examples of such perfect ideals are:

• the ideal of 2 × 2 minors of a generic 2 × 4 matrix (the ideal of P1 × P3 ⊂ P7 in the Segre
embedding), and

• the ideal of 2 × 2 minors of a generic 3 × 3 symmetric matrix (the ideal of P2 ⊂ P5 in the
Veronese embedding).

There are evident avenues for future work given the discussion in Chapter 1. The natural first
step would be to examine grade 4 Gorenstein ideals. We have already developed an analogous con-
struction to Chapter 3 which produces resolutions of grade 4 Gorenstein ideals; see [39]. Hence it
would be desirable to have a theory of higher structure maps that complements this construction.
We expect that this theory should be compatible with Kustin’s notion of “higher order products” for
such ideals. Specifically, we hope to be able to recover and extend his construction, and to realize
his conjectures as an appropriate analogue of Theorem 5.6.

Conjecture 1.4 predicts that grade 4 Gorenstein ideals with deviation d ≤ 4 should be licci. This
bound on d is known to be sharp: the “Tom and Jerry” examples of Reid and coauthors in [5] have
deviation 5 and are not licci. Conjecture 1.4 also predicts that Gorenstein ideals with deviation 2
and grade c ≤ 6 should be licci. But in this case we do not know whether this bound on c is sharp;
to the author’s knowledge there are no known examples of non-licci Gorenstein ideals of deviation
2.
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