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ABSTRACT OF THE DISSERTATION

Extracting Cognitional and Behavioral Information from Online Discussion Forum

by

Jakapun Tachaiya

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, March 2022
Professor Michalis Faloutsos, Chairperson

How can we recognize users’ cognition and identify behaviors in an online discussion forum?

We see that online discussion forums constitute an untapped opportunity for understanding

cognitional and behavioral information. Mining this publicly and freely available informa-

tion can significantly benefit analysts as it helps reveal trends, behavior, and even bad ac-

tors. This thesis aims to answer the following problems. First, we identify and characterize

thread-centric behaviors where the key novelty lies in an unsupervised model to recognize

behaviors without requiring prior forum knowledge. The model reveals some fascinating

abusive behaviors appearing in the forum. Second, we develop an aspect-based sentiment

analysis model, a powerful state-of-the-art transformer-based model to detect sentiment

toward specific aspects in posts. The model also helps quantify the effect of the real-world

event on users’ sentiment in the online forum. Third, we develop a stance detection model

to recognize the user’s position toward topics of interest and quantify the correlation of

sentiment and stance conditioning to the events. Our finding on the relationship between

sentiment and stance redefines how an analyst perceives this cognitional information. The

vi



contribution of our work can be summarized in threefold: (a) collect, analyze, and profile

thread-based behaviors, (b) detect sentiment toward specific topics in response to real-world

events, and (c) infer cognitional information and understand the relationship of sentiment

and stance at the events. We see our systematic approaches and tools as a significant step

towards cognitional and behavioral understanding in online discussion platforms.
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Chapter 1

Introduction

How can we recognize users’ cognition and identify behaviors in an online discus-

sion forum? This overarching problem is the main drive behind this thesis.

The social media platform or online discussion forums become a part of everyday

life. People reach out to these platforms for various reasons, starting from exchanging

information, interacting with others, and even openly venting their frustration. Hence,

such forums and media capture how people perceive or have opinions toward miscellaneous

issues in society. This work makes use of freely and publically available datasets on online

discussions such as Reddit to a) quantify users’ cognition in terms of sentiment and stance

and b) recognize common and abnormal online behaviors. Here, we specifically focus on

the problem of analyzing textual input from posts and threads made by users as it can

represent users’ cognition and activity toward the issues.

To answer the main question, we essentially address the following sub-questions.

a) “How can we recognize behaviors without prior knowledge of the dataset,” b) “How can
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we quantify user’s cognitions on both sentiment and stance toward the topic of interest?,”

and c) “Do we observe the correlation between sentiment and stance,” We rely on online

discussion forums to answer the above sub-questions. The desired outputs are as follows: a)

clusters of different behaviors separated by characteristics, b) cognitive measuring models

that can capture sentiment and stance toward specific aspects, and c) a statistical model

to measure the correlation between sentiment and stance.

Studying the online discussion forums accompanies a set of challenges. First, data

in an online platform are unstructured and occasionally contain some typing mistakes.

Since we have to deal with user-generated content, cleaning and fixing text have to be done

correctly before proceeding to the other steps. Second, there is no publicly available labeled

dataset fitting our task. It challenges us to create or use adaptation techniques to prepare

a new dataset for the specific models. Third, length and ambiguity in a post require us to

handle those issues carefully with natural language techniques.

There are limited works for the problems as described above. We group prior

efforts into two main categories: a) characterizing and understanding online behavior, and

b) detecting and identifying sentiment and stance on online users. First, a few studies

studies [98, 35] use machine learning and statistical models to detect behavioral trends and

anomalies in social media platforms, such as Facebook and Reddit. Second, there are many

works [74, 47] trying to capture overall sentiment and stance on text. Here, we focus on

the aspect-based method, where we associate sentiment and stance to the specific topic

or keyword in the post. Some of the relevant studies include an effort [30], which applies

aspect-based sentiment analysis with a neural network. The recent trend of the model
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shift toward a transformer-based approach, as we can find in [104]. Apart from detecting

techniques, researching communities try to understand the relationship between sentiment

and stance. On one side, [37, 17] suggests the use of sentiment as one of the key features

to detect stance. On the other side, the work [18] suggest otherwise where they propose

sentiment cannot proxy stance.

The main contributions in this thesis are three. First, we let online behaviors

emerge with an unsupervised method. We propose a comprehensive unsupervised clustering

approach with a powerful visualization component to reveal distinct behaviors on forums.

Second, we propose systematical methods to quantify sentiment and stance towards the

aspect of interest. Third, we redefine the correlation between sentiment and stance by

anchoring them at the event.

Our key results can be summarized in the following points.

1) We identify patterns and anomalies following a thread-centric an-

gle. We find that the overwhelming majority of threads exhibit log-normal and ephemeral

properties where they are short-lived and contain only one post. We also detect abusive

threads that exhibit ”Search Engine Optimization” properties containing a large amount of

incoherent text and many URL links to a few sites.

2) We develop a systematic approach to detect sentiment toward spe-

cific aspects in response to the events. We customize and synthesize state-of-the-art

methods to optimize aspect-based sentiment analysis and stance detection using the un-

structured data of political discussion forums to achieve high accuracy to 74% of accuracy

in three classifications. The model’s performance can increase to 81.1% if we only examine

3



short posts with less than 23 words.

3) We capture cognitional information and redefine the correlation be-

tween sentiment and stance by anchoring them at the event. We proposed a

comprehensive approach to detect and quantify the change in cognitional information for

both sentiment and stance. In addition, we find that observing sentiment and stance on

aspects at the critical event. An against stance is a reasonable proxy for gauging Nega-

tive sentiment. 70% of all posts with Against stance towards an aspect is likely to have a

negative sentiment towards it for the vast majority of the days.

1.1 Road map

This dissertation consists of the following chapters. Chapter 2, Rthread, capture and an-

alyze thread-centric behavior with the matrix decomposition in an unsupervised manner

presented in ASONAM 2020[95]. Chapter 3, RAFFMAN, introduces a systematic approach

to quantify sentiment with aspect-based sentiment analysis as well as to detect the evolu-

tion of sentiment change addressed in ICWSM2021 [94]. Chapter 4, SentiStance, present an

approach to stance detection, specifically in political discussion. We also explore the corre-

lation between sentiment and stance by anchoring them at the event shown in ASONAM

2021 [96]. Chapter 5 concludes the work.

The overarching goal is to provide a comprehensive and flexible approach to ex-

tracting users’ cognition and detecting online behavior in the discussion forums. We see our

work as practical tools and methods to bridge the gap in understanding the overwhelmed

realm of information in online forums.
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Chapter 2

Rthread: A Thread-Centric

Analysis of Security Forums

2.1 Introduction

In this section, we want to identify and analyze interesting behaviors of threads in computer

security forums without a need for prior knowledge in the forum’s data. Our goal here is

to conduct an in-depth thread-centric analysis of online discussion forums. Several recent

works have shown that there is a plethora of valuable information we can exploit in these

forums [39, 84, 98]. To a large degree, the information is fascinating, because of the wide

spectrum of users that engage in these forums. They range from benign users that mainly

discuss tips and tools for how to protect themselves from cyber attacks, all the way to

hackers who sell hacking tools and services in exchange for money.

We propose, Rthread, a comprehensive thread-centric analysis approach with un-

5



supervised co-clustering and powerful visualization capabilities. Our approach is: (a) com-

prehensive: it combines 92 features that span three types of features, including temporal,

behavior and text; (b) unsupervised: it does not rely on training data and can uncover

unexpected phenomena; and (c) interpretable: it provides an intuitive and visual inter-

pretation of the resulting clusters. Our key results can be summarized in the following

points:

1. We develop a comprehensive soft co-clustering approach. We opt for soft

co-clustering using the extensive set of features mentioned above. Our co-clustering

does feature selection and clustering simultaneously by identifying the most

appropriate set of features per user cluster. In addition, we develop a powerful visual

way to capture the essence of each cluster, as shown in Fig. 2.3 for the Offensive

Community forum.

2. We identify clusters with surprising behaviors. Our unsupervised approach

categorizes threads into clusters with different behaviors, which we outline in Table

2.3. Among them, we identify two surprising clusters of threads. First, we find a

cluster of “SEO” threads, which contain a large amount of incoherent text and many

URL links to a few sites. Second, we identify ”hidden” threads, which require users

to register and post a reply to see the content of the post that initiated the thread.

3. We identify persistent thread properties. We find six properties of threads that

follow a log-normal distribution with parameter values that are persistent over many

years and comparable across many forums as we see in section 2.2.
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Year Users Posts Threads

Wilders Security 2013-2016 2,213 81,561 28,661

Offensive Community 2013-2016 5,413 24,856 3,542

Kernelmode 2010-2018 1,442 25,024 3,144

Greysec 2015-2018 433 6,969 1,239

Garage4hackers 2010-2018 873 7,697 2,096

StresserForum 2017-2018 763 7,065 704

Raidforum 2015-2018 28,731 214,239 33,322

Safeskyhacks 2013-2018 7,379 26,842 12,892

Table 2.1: The collected security forums.

2.2 Dataset and Persistent Properties

Here, we discover fundamental and persistent thread-centric properties using capabilities

from our platform.

Data. We study eight security forums which contain data ranged between 2010

and 2018 with the total of 47,000 users, 400,000 posts and 85,000 threads shown in Table 2.1.

The data comes from two main sources, our automated crawler and Cambridge Cybercrime

Centre [3]. WilderSecurity [15] and Kernelmode [7] are considered to be white-hacker forums

attracting IT professionals. By contrast, Offensive community [8], Garage4hackers [4], and

Raidforums [11] are mainstream dark forums, where people often share tools and knowledge

for hacking into systems. The rest of the forums, Greysec [5] Stresserforums [14] and

Safeskyhacks [12] are in an in-between grey area.

We consider six thread-centric features: (i) the number of new threads per day, (ii)

the number of active threads per day, (iii) the thread lifespan, (iv) the number of active days

in a thread, (v) the number of posts in a thread, and (vi) the number of users in a thread.

Persistent log-normal distributions over the years and across forums.
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(a) Original data plot (b) The fitted log-normal

Figure 2.1: Many thread properties exhibit log-normal distribution which is persistence in its pa-
rameters and over time in several forums. Showing the distribution of the number of active days of
a thread in CCDF (log) for Wilder Security.

Five of the above features (except the number of active threads per day) exhibit a heavy-

tail distribution especially pronounced in the large mainstream forums such as Kernelmode

and WilderSecurity shown in Fig. 2.1. The CCDF of thread-centric features from (i) to

(vi) in a log-log scale can be fitted with the log-normal distribution:

X = eµ+σZ (2.1)

where Z is standard normal variable, µ is a location parameter and σ is a scale/shape

parameter.

Interestingly, the distribution parameters are fairly stable across years for each

forum with a variance less than 0.04 for µ and 0.01 for σ
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Type Description #features

Temporal Temporal feature capture thread proper-
ties in time domain, e.g. lifeSpan, #ac-
tiveDays and dayEntropy.

3

Behavioral Behavioral feature tell how users interact
within threads through posts, e.g. #posts,
#users, threadDistribution, userEntropy,
and userEngagement.

24

Textual Describing the content of the threads
and their posts: #words, #characters,
#lines, #URLs and #email, including in-
tention/topic related features, e.g. asking
words, thanking words etc.

65

Table 2.2: Overview of the 92 features used in clustering.

2.3 Unsupervised Thread clustering

We propose a comprehensive and systematic way to cluster threads into different categories

in an unsupervised learning fashion. We consider two clustering methods here.

a) K-Means, a standard unsupervised algorithm [44] that partitions threads into dis-

tinct non-overlapping clusters where each thread belongs to only one cluster. We

mainly use K-means as a reference.

b) The soft co-clustering with Sparse Matrix Regression or SMR method [27]. It allows

an overlapping co-clusters membership meaning that thread can belong to more than

one cluster.

Our future work will consider more techniques, including a hierarchical and AutoEncoder-

based [103] clustering.

Features. We use a total of 92 features as shown in Table 2.2 that can be
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grouped into behavioral, temporal and content related. Most features are self-explanatory

on the features’ names shown in Fig. 2.3 Below is a list of critical features in detail.

• lifeSpan; the number of days between the first and the last post in a thread.

• #activeDays; the number of days that a thread generates at least one post.

• dayEntropy; the average entropy of the post distribution on threads in the day which

the threads are active.

• userEntropy; the entropy of a distribution of posts made by each user on a thread.

• userEngagement; the number of days between the first post and the last post made

by users.

• userAppearance; the number of unique days which users make a post in a thread.

• threadDistribution; the distribution of posts in a thread which captures if the thread

is equally distributed, front-loaded or back-loaded.

Clustering algorithms. We assume that K-Means is a well known algorithm,

so we will only discuss the soft co-clustering approach, SMR. Given a matrix X of threads

with 92 features, the soft co-clustering via SMR can be posed as the minimization of the

loss function [27]:

||X −ABT ||2F + λ
∑
i,k

|Aik|+ λ
∑
j,k

|Bjk| (2.2)

where A and B are matrices of size I x K (threads x clusters) and J x K (features x clusters),

respectively. Matrix A is a result of the thread co-clustering algorithm where it shows a

10



cluster to which the threads belong. Matrix B is a byproduct of SMR where it reflects

features’ clusters. Value in both matrices A and B which we will refer to as Intensity value

is not a zero or one but can be any value in between. K is a parameter that determines the

number of clusters, and parameter λ controls how we calculate the relevance of a thread for

each co-cluster. As we increase λ, we get sparser results, namely, fewer threads per cluster.

We experimented with λ = 0.1, 0.2 and 0.4 and we selected λ = 0.1, which works

well here.

Clustering inclusivity. In soft co-clustering, the algorithm allows overlapping

members: each thread can belong to more than one cluster. The algorithm provides the

Intensity value for each thread and cluster pair, which captures how strongly related is

the thread with that cluster in matrix A and feature with that cluster in matrix B. The

higher the number, the stronger relation is.

To assign threads to clusters, we use the Intensity Threshold: only threads

with Intensity value above the Intensity Threshold will be included in that cluster. In

more detail, we compare (and normalize) the Intensity of each thread with respect to the

maximum observed Intensity across all threads for that cluster, thus the threshold becomes

a percentage of the highest observed Intensity for that cluster. We evaluated the following

values 5%, 10%, 20% and 40% of the maximum threshold. The higher number of threshold

result fewer the member in each cluster. Note that the same reasoning applies for assigning

features to a cluster. We use the same 20% threshold for assigning features to clusters,

which gives good results here.

In this paper, we consider three algorithms:
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1. K-means using the full set of 92 features.

2. SMR with a 20% Intensity Threshold

3. K-means-42 using the subset of 42 features that have intensity value more than 20%

Intensity Threshold from matrix B in SMR.

The third algorithm was introduced to answer the following question: would K-

means perform better, if we select the more discriminating features that we identify with

our SMR algorithm? Also note, that with soft co-clustering, a thread can belong to multiple

clusters. To compare SMR with K-Means, we associate each thread with the cluster for

which the thread has the highest Intensity value.

A. Evaluating the clustering. Our main goal here is to profile thread-centric

behavior without prior knowledge of the forums. Hence, we don’t have any labeled dataset

to rely on and the standard clustering evaluation strategies like accuracy and F1-score

cannot be employed here. We turn to the average Silhouette coefficient [83] to evaluate the

clustering quality. The coefficient measures how similar is each thread to its assigned cluster

compared to other clusters. Its value ranges from -1 to 1, and the higher the co-efficient

value the better the clustering is. We measure the average Silhouette coefficient for each

forum as a function of the number of target clusters as shown in Fig. 2.2, which we discuss

below.

A.1. Selecting the right number of clusters. This is a key question in every

clustering problems [105]. For now, this parameter is provided by the end-users, which

empowers them to tailor the query to the question of interest. In Fig. 2.2, the knee of the
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Figure 2.2: Silhouette coefficient between a number of cluster and methods from K=3 to K=11. It
shows that soft co-clustering perform almost two times better than K-means.

curve appears between 4-6 clusters, which is the range that we used.

A.2. Soft co-clustering outperforms the K-Means algorithm. From our

experiments in Fig. 2.2, we find that the SRM co-clustering has almost double the Silhou-

ette coefficient of compared to both K-mean algorithms (using 92 and 42 features). The

poor performance of K-Means could be partially attributed to the large number of fea-

tures. To address this, we identify a “better” set of features with higher discriminatory

capability, namely, 42 features that have Intensity value more than 20% in SMR (K-Means-

42). However, this did not improve the results: K-Means-42 does not exhibit consistent or

statistically-significant improvement as shown in Fig. 2.2.

B. A Visual and Intuitive cluster analysis: To facilitate the interpretation

of the clustering results, we propose the use of color-coded table as shown in Fig. 2.3. In

this plot, we calculate the mean value of each feature over all the threads for each cluster.

Dark blue indicates low values, while dark red indicates high values. We demonstrate the

power of the visualization in Fig. 2.3, where we show the clustering of Offensive Community

for four clusters. In a figure, on the top left corner, we see dark blue, which suggests that
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Type Description

Ephemeral One post and live for one day.

Long-lived Long lifespan and high # of active days.

Hidden Hide some part of their contents.

Long-post
with URL

Threads with posts containing URLs
and high # of words.

SEO
Threads with posts with repeating
URLs and high # of incoherent words.

Table 2.3: The different types of clusters identified by our unsupervised learning methods.

threads in cluster 1 have low number of users, posts, lifespan and active days. This cluster

represents the large “low activity” threads, which is aligned with the skewed distribution

of the section 2.2. Similarly, cluster 4 consists of long-lived threads with many user con-

tributors. This group corresponds to the “heavy hitter” threads at the tail of the skewed

distribution of the previous section.

2.4 Identifying interesting clusters

Here, we apply our approach on our security forums in order to provide an indication of the

types of results we could derive. Specifically, we used our soft co-clustering approach with

20% Intensity Threshold, 0.1 λ and K = 4 on forums.

We identify groups of threads with distinctive behaviors, as we show and define in

Table 2.3. We discuss each type of cluster and its behavior below.

a. Identifying “Ephemeral” threads. For every forum, our clustering identi-

fies a large cluster of primarily short lived threads, which one could have anticipated given

the the skewed distribution in the size of the threads in section 2.2. We use the term
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Figure 2.3: Cluster Visualization for in Offensive Community: The color-coded average feature value
per cluster captures the differences among the clusters visually and intuitively. This clustering is
derived by using SMR (20% Intensity threshold and K=4). We find a) cluster 1 displays “ephemeral”
behavior, b) cluster 2 is recognized as “Long-post with URL,” c) cluster 3 is “hidden” threads, and
d) cluster 4 is “long-lived.”
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Figure 2.4: Cluster visualization for Wilders Security with SMR (Intensity threshold 20% with
K=4). We find a) clusters 1,2, and 3 exhibit “ephemeral” behavior as the majority of threads, and
b) cluster 4 is “long-lived.”
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“ephemeral” to refer to a threads with only one post. We find clusters dominated by such

“ephemeral” threads in all forums. These clusters can be observed by our mostly blue col-

ors in the top part of the plot, shown in cluster 1 for Offensive Community in Fig. 2.3 and

cluster 1,2 and 3 for Wilders Security in Fig. 2.4.

b. Identifying “Long-lived” threads. Some of the emerging clusters seem

to be dominated by threads of long life-span (difference between first and last post). In

fact, some of these threads span four years! Most of these threads are sharing information,

discussion of technologies and announcements. We are able to recognize Long-lived clusters,

which can be observed by our color-coded tables, shown in cluster 4 for Fig. 2.3 and Fig.

2.4. Long-lived threads appear in almost every forum, but as a small percentage of the total

number of threads, which is aligned with the skewed distribution seen in section 2.2.

c. Identifying “Hidden” threads. In Offensive Community, we found a cluster

of threads that hide their content. These threads are always initiated by a post that requires

the viewer to register as a member in the forum and post a reply to see the hidden content.

It is natural to assume that this technique hides the content from an automated crawler,

which will, most likely, not perform the unlocking behavior. In more detail, this cluster

consists of 30 threads all of which are initiated by such a “hidden” post. Most of the replies

are short “thank you” posts. The short first post, the keywords in the post, and the short

“thank you” replies, are the characteristics of the threads, which our algorithm used to form

the cluster.

What do these threads hide? Intrigued, we investigated 30 of these “hidden”

threads. We responded with a post, and we got access to the hidden information. We
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Type Note #posts

Hacking tool Rooting Android and a key-logger 3

Hacking tutorial Range from server vulnerability to phish-
ing for credit cards

8

Illegal dist Games & other software 4

Selling/buying Rooted accounts, websites and shell
scripts for hacking

2

Boasting Bragging about their hacking success 3

Benign tutorial Web & Windows app’s tutorials 3

Benign tool Web & Windows plugins and tools 4

Sharing info News & tips in computer security 3

Table 2.4: The types of “hidden” threads.

found several questionable content, including hacking tutorials, hacking tools and illegal

distributions of cracked software, as we list in Table 2.4. Also, one of those posts is a

boasting post about their achievement of hacking into some well-known systems, such as

Google’s Morocco server in 2013.

d. Identifying “Long-post with URL” threads. In some clusters, we saw

threads containing a moderate number of words and URLs in their posts. We use the term

“Long-post with URL” to describe such threads. Most of these threads are sharing news

and some information with one or more hyperlinks. These hyperlinks point to a source of

news, an image file or a file-sharing sites. In our analysis, we find “Long-post with URL”

clusters in three forums, Garage4hackers, Safeskyhacks and Offensive Community (cluster

2 in Fig. 2.3).

e. Identifying “SEO” threads. In Safeskyhacks, we identified a cluster of

threads, which we suspect engage in Search Engine Optimization (SEO) boosting. Specifi-

cally, we find that cluster 3 of Safeskyhacks is identified as a “Long-post with URL” type.

18



Figure 2.5: The Repetition Index of most referred URLs in three forums with ”Long-post with URL”
behavior. The index is significantly higher for Cluster 3 of SafeSkyHacks forum, which indicates
its “SEO” behavior (linking to the same URL more than two times on average from each thread in
the cluster). The red horizontal line indicates an empirically derived threshold that can be used in
identifying such clusters.

On closer inspection though, we find that it is different from the other clusters of the same

type of other forums. Most of its threads have one post, which contains approximately 1k

- 2k words and 5k - 10k characters. Upon further inspection, these posts contain “a large

amount of out-of-context text”. The structure of these posts follows a repetitive pattern:

three of four paragraphs, separated by the same image, and one or more URL links. All

embedded hyperlinks in a thread typically point to the same website. Though our initial

thought is to consider these threads as spamming, the text around the links was not related

to the link. In most cases, the text consists of random excerpts from books or manuals,

without any attempt to persuade the reader to click on the link!

How can we distinguish “SEO” from “Long post with URL” threads?

Interestingly, there is a total of 4,560 URLs in the 173 threads in this cluster. Those URLs

only point to a small group of websites, although they usually point to different pages within

19



Sites IP Location - Host #URLs
ateasegames.com London - Hydra Comm. Ltd. 682
elitegamersclub.com Virginia - Amazon.com Inc. 430
goo.gl Amsterdam - Google LLC 369
legalaidreform.org San Jose - Websitewelcome 266
rindfleisch.reisen Hong Kong - Host Europe Gmbh 264

Table 2.5: The most referred sites in the ”SEO” cluster.

the same website, possibly to look less obvious. This lead us to define the Repetition Index

as the number of times that a given site is linked by the threads of a cluster divided by the

number of threads in the cluster. We show the result of these for three different “Long post

with URL” clusters in Fig. 2.5. For example, the most highly cited site, aleasegames.com, in

cluster 3 of Safeskyhacks (green line) is cited 3.2 times on average from each thread in that

cluster! Also, the most highly cited site in Safeskyhacks point to specific gaming website

whereas, in Offensive Community, it points to YouTube. These observations support our

hypothesis that these threads are engaging in “SEO” boosting.

Which are the sites that benefit from “SEO” threads? We list the top five

most highly-linked sites from the “SEO” threads in table 2.5. The top site is a gaming site,

aleasegames.com, and it is pointed-to from 682 places in the cluster. Moreover, one of those

highly referred site, elitegamersclub.com, are selling their domain name. Note that goo.gl is

Google’s URL shortening service. Some of those goo.gl URLs are hosting downloadable zip

files, which could be malicious, and we intend to analyze this in more detail in future work.
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2.5 Discussion

In this section, we further discuss the features that one can use to capture activities in a

forum. The plethora of features is can be both a blessing and a curse.

A. Sparse Matrix Regression as a feature selection. In section 2.3, we show

that Sparse Matrix Regression works optimally on threads clustering on forums. It can also

be utilized to cluster features because the algorithm simultaneously clusters both threads

and features in matrices A and B, at the same time. Other feature selection techniques can

be used instead of SMR to select the optimal set of features. We merely use a byproduct

of SMR we acquired from the previous step. The intensity value of matrix B from SMR in

equation 2.2 can be used to determine the significance of features on clusters which it can

serve as a feature selection. In Fig. 2.6, we show the top 42 features ranked by intensity

in Offensive Community. We found that lifeSpan, dayEntropy and hiddenFirstPost are the

most informative features on this forum.

Offensive C. Garage4hackers Kernelmode Safeskyhack Wilder S.

lifespan #char title dayEntro dayEntro #Char title
dayEntro userEntro userEntro #Char ShortestP dayEntro
hidden FirstP #word LongestP #char title #Word avg userEntro
#char title dayEntro #spellErr title #Char title #worryBOW title
userEntro #char FirstP lifespan #worryBOW title #askBOW FirstP
#3MostUserPosts #char LongestP #word title #buySellBOW title #word title
#word title #word FirstP userEng max #cyberSecBOW title #word avg
#worryBOW title #posts #askBOW title #spellErr title #char avg
max1day #post #char avg #activeDay #word title #worryBOW FirstP
#spellErr title #askBOW title #word LongestP #askBOW FirstP #cyberSecBOW title

Table 2.6: Top 10 features for each forum ranked by the intensity value.

B. Do the most informative features are shared consistently across dif-

ferent forums?
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Figure 2.6: Top 42 features in Offensive Community ranked by normalized intensity value. The
normalized intensity value for each feature is an average from the result of experiment of SMR with
K (a number of clusters) from 3 to 12.

To answer this question, we extracted the top most informative features from

matrix B in SMR on five different forums shown in Table. 2.6. We found that #char-

acterOnTitle and dayEntropy are present in all forums. #wordOnTitle and userEntropy

appear in four out of five forums. However, some top informative features in one forum

might not always be observed in other forums. For example, the hiddenPost feature is

unique to Offensive Community forum that has the distinctive capability that allows people

to hide their posts.

C. Does including features with limited informative value can hurt the

performance of the algorithms? We conduct the experiment to compare the silhouette

coefficient in clusters and the number of features ranked by their informative properties in

the previous step on five different forums shown in Fig. 2.7. We find that the higher number

of features, the lower silhouette coefficient in K-means clustering is. This corresponds to the
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Figure 2.7: Silhouette coefficient from the experiment on the number of features used in K-means
clustering experiment. We observe the same trend in five different forums that adding non-
informative features in algorithms like K-means results in lesser internal clustering quality observed
in the Silhouette coefficient.

finding of studies in feature selection methods [53] which proves that adding non-informative

features can reduce the effectiveness of the model and add uncertainty to the predictions.

Specifically, algorithms such as linear regression and K-means are shown to be susceptible

to non-informative features.

2.6 Related Work

We briefly discuss two categories of relevant research. An extensive listing is not possible

due to space limitations, but we will provide it in a subsequent full version of this work.

a. Analyzing computer security forums. Most works in this domain focus on

finding function, intention, product, and services in posts. The [78, 29] make use of hand

labeling data and NLP techniques in supervised classification to get function and intention
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of posts as well as a name and a price of product and service in a post. CrimeBB [75] is

arguably the first security forum repository, which also reports on high-level trends, such

as a number of threads, posts, and users. Some [84, 34, 39] uses data in forums with NLP

techniques to predict a cyber attack.

b. Analyzing trends and anomalies in social media. Online social media,

like Twitter and Facebook, have been studied extensively. For example, a few recent studies

studies [98, 35, 57] use machine learning and data mining to detect behavioral trends and

anomalies in social media platforms, such as Facebook and Reddit. There as well, several

features exhibit a heavy tail distribution, similarly to our observations. Other studies focus

in identifying group of users with similar behaviors. Many [101, 22] use community detection

techniques to extract a group of key users with similar behavior.

2.7 Conclusion

We propose, Rthread, a comprehensive unsupervised co-clustering approach with visualiza-

tion capabilities. Our approach provides a systematic and in-depth thread-centric analysis

of online forums using We consider 92 thread features that span three groups: (a) temporal,

(b) behavioral, and (c) content related. We also propose a visualization method to aid the

interpretation of clusters in an intuitive way. First, we find that many properties follow a

log-normal distribution, which is persistent across several forums and over time. Second,

we show how our approach can identify classes of threads with similar behavior, revealing

some unanticipated thread behaviors.

This preliminary work shows significant promise as a building block towards fully
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harnessing the wealth of information in online forums. Its unsupervised nature is a signifi-

cant advantage, as it can explore and detect behaviors that we are not anticipating.
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Chapter 3

RAFFMAN: Measuring and

Analyzing Sentiment in Online

Political Forum Discussions with

an Application to the Trump

Impeachment

3.1 Introduction

How can we assess the emotional affect toward the impeachment of Donald Trump among

the users of an online discussion forums?

The more general question is how we can detect the evolution of the affect or
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Figure 3.1: Our systematic approach in action: The evolution of users’ affect on Reddit towards
concept “Trump” on the significant dates (which coincide with changepoints) during the impeach-
ment process. We observe that: (a) more than 50% of the users express negative affect towards
Trump, and (b) the impeachment seems to have increased polarization toward concept “Trump” as
neutral users decreased from 40.3% to 34.3%. Upon further investigation, we find that 12.1% of
users flip-flop from negative to positive or vice versa.

sentiment of users in an online forum towards a concept (a person or an idea) in response

to external real-world events. A major political event such as an impeachment is a concept

that can evoke emotional affect in users that can manifest in discussions within a forum

as the official proceedings unfold. The challenge is that a complex political event such

as Trump’s impeachment has many different concepts or aspects that can occur within a

discussion, and the discrete political stages that unfold over time can change individuals’

emotional affect toward those aspects.

Emotional “affect” is central to the field of political and social psychology. Human

cognition connects emotional affect labels to objects such as concepts or ideas [59]. The

affect label itself is not necessarily a preference or opinion regarding the object; even a

supporter of an idea could express frustration or disappointment in series of posts. In
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the social sciences, however, the study of public opinion is not limited only to stance or

preferences. Instead, these affect labels, in the form of positive and negative emotions,

impact individuals’ cognition and beliefs that are relevant to that object [64]. For example,

negative affect toward an object can lead individuals to more closely attend to threatening

information [25].

When users engage in online discussion forums, their messages contain latent affect

or sentiment that we are able to connect to specific concepts or ideas. Because of the

relationship between affect and information processing, having a flexible method to assess

affect will be important to researchers who wish to understand how users learn about

political information on social media and in online discussion forums [54]. We should clarify

that the term “affect” can include the full range of human emotions, such as fear, anxiety,

happiness, etc. Sentiment maps these emotions into three categories: positive, neutral

and negative. Because of this mapping, we use “sentiment” and “affect” interchangeably

with this relationship understood.

Given the context above, the problem we address here is inherently complex and

difficult. The input to the problem is a concept, an event or group of events, and online

forum data, and the desired output is the nature of the users’ emotional affect toward that

concept and its change over time. We want to model and quantify: (a) the intensity of user

engagement, which is caused by the event, and (b) the change of the users’ affect polarity,

that is, their sentiment, towards concepts.

The problem introduces several challenges. First, we need a keyword expansion

method to capture the complex set of aspects related to the political process of interest.
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Second, we need a time series statistical method that will allow us to make inferences

about the discrete events that drive user engagement. Third, we need to accurately recover

sentiment or emotional affect that is connected to aspects under discussion during the

discrete events. Fourth, we need to handle the unstructured nature of forum data, in that

the posts can vary in lengths, threads become discussions and it is difficult to follow the

discourse. Finally, we need to consider that user participation varies over time, and that

some forums allow for anonymous users.

There has been limited work on the problem as framed here. We can group related

work in two main streams. First, quantifying and measuring studies in forum are appeared

in [45] which analyzes general properties and characteristics of 4chan. [85] detect changes

related to real-world events. Second, sentiment analysis on the web is mostly used on social

media data like Twitter [102]. Aspect-based sentiment analysis, a finer task of sentiment

analysis, is usually implemented in the domain of user product reviews [102]. We revisit

previous work in the related section at the end.

Contribution: We propose, RAFFMAN1, a systematic approach to measure the

change in users’ affect towards a complex concept in response to real-world events in online

discussion forums. Our approach consists of the following key components: (a) filtering,

(b) detection of change, and (c) sentiment analysis. We adapt, customize and synthesize

state-of-the art methods to optimize aspect-based sentiment analysis using the unstructured

data of political discussion forums, including (a) developing a keyword expansion method

that can identify and filter for different aspects of a complex event, (b) adapt a time series

statistical method to identify important discrete stages that compose the complex event,

1Acronym not explained here for anonymity purposes.
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and (c) optimizing aspect-based sentiment analysis to political discussion. We show that

our approach yields up to 74% of accuracy in our three-class classification (positive-neutral-

negative). The classification accuracy increases to 81.1% if we only examine short posts

with less than 23 words.

We validate and showcase our approach using data from the online discussion fo-

rums 4chan and Reddit, where users provide an untapped wealth of information on people’s

thoughts and sentiments in response to current events: there are 1,000 and 5,000 new posts

per minute respectively to 4chan and Reddit. Since we investigate the effect of President

Trump’s impeachment, we focus on politically-oriented sub-forums. In the remainder of this

paper, we will use the terms Reddit and 4chan to refer exclusively to Reddit’s r/politics,

and 4chan’s /pol sub-forums. We collect 32M posts that occurred during the impeachment

process between September 2019 to February 2020. We provide an overview of the key

results below:

• The user engagement doubles at significant stages. We found that, during

significant events such as the “House vote” for 4chan and the “committee public

hearing” for Reddit, the number of posts related to the topic doubled as shown in

Fig. 3.2. This indirectly increases our confidence for our keyword selection and thread

filtering methods.

• Reddit users are more engaged with impeachment compared to those of

4chan. The percentage of impeachment related posts on Reddit (51.8%) is much

higher than that on 4chan (13.3%). This suggests that Reddit users were more con-

cerned about the impeachment as an event. For example, during the “House vote”
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event, 95% of posts in Reddit engaged to the topic compared to only 38% in 4chan.

• More than half of all posts have negative affect toward the concept “Trump”

throughout the impeachment. We find that more than 50% of all posts exhibit

negative affect toward aspect “Trump” in both Reddit and 4chan. This is true for

the majority of the the 6-month impeachment period, namely for 83% of the days for

Reddit and 98% of the days for 4chan.

• The impeachment events increased the divergence of user affect for con-

cepts “Trump,” “Impeachment” and “Pelosi.” We find that around 6% of

neutral users change their affect to either negative or positive on the key aspects

“Trump” and “Impeachment” in Reddit. We also observe a similar divergence for

“Pelosi,” the Speaker of the House and a key figure in the impeachment saga.

• The impeachment increased the negative affect towards the concept “Pelosi.”

We find a 7.9% increase in users with negative affect and 6.6% decrease in users with

positive affect between the two events “House vote” and “Senate vote” in Reddit.

Our work can be seen as a building block to harness the untapped potential of

online discussion forums. We argue that effective ways to analyze such forums can provide

valuable information on: (a) what resonates with people, as can be seen by increases in

the engagement, and (b) how people feel about events and prominent people. Detecting

deliberate misuse and social engineering is an important next step in this line of work.
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Forum Posts Threads Users

Reddit - politics (total) 10.5M 149K 509K

Reddit - politics (filtered) 5.4M 62K 392K

4chan - pol (total) 16.9M 411K -

4chan - pol (filtered) 2.2M 38K -

Table 3.1: Our datasets from Reddit and 4chan over a span of six months from September 2019 to
February 2020. The term filtered refers to posts and threads that we identify as related to the event
the impeachment of President Trump in Step 1 of our approach. Anonymity in 4chan prevents us
from having the number of unique users.

3.2 Background and Datasets

Our work focuses on online discussion forums. We have collected data from two forums,

Reddit and 4chan, over a span of six months during the impeachment period between

September 2019 and February 2020. We discuss and present our datasets with their basic

statistics in Table 4.2.

1. Reddit. We use Reddit a well-known text-based discussion forum with epony-

mous users. We select the “politics” subreddit (/politics/) because it is directly related to

our main focus. The “politics” subreddit contains a large pool of 6.5M registered users with

roughly 100k daily posts. The users that select into these forums, along with their posts,

can function as a convenience sample for social science research [32] and serve as an inter-

esting population of direct interest regarding online engagement. To collect this subreddit

data, we use the archiver service, Pushshift (pushshift.io)2, that collects every post made

in the main Reddit site and makes that data publicly available for academic purposes.

2. 4chan. We use 4chan, which is considered a fringe alt-right forum, as an

interesting contrast to Reddit. On 4chan, users do not need to create an account to use the

2https://pushshift.io/
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platform. As a result, most users remain anonymous while posting comments in the forum.

We focus on the “politically incorrect” subforum (/pol/). This is the most active subforum

in 4chan with an average of 150k daily posts as reported by 4stats.io. 4chan does not make

their data publicly available and it routinely deletes data in the forum. Here, we collect

data from a community-run archiver 4plebs (4plebs.org), 3 which crawls and archives all

the activity from 4chan and makes it publicly available.

3. Ground-truth for aspect-based sentiment analysis. We have access to

a gold standard benchmark data set for aspect-based sentiment analysis (ASBA) obtained

from the NLP workshop SemEval (Semantic Evaluation); however this benchmark data is

mostly in the domain of restaurant reviews or laptop reviews which is not matched to our

task in political discussion. To remedy that drawback, we create our own benchmark dataset

using the existing posts in both Reddit and 4chan. We use two groups of annotators (a) five

general annotators from Amazon’s Mechanical Turk platform and (b) three political unbi-

ased experts in the scientific field. The annotators labeled each post with sentiment toward

a given aspect. The final label is produced by using a two-round majority vote approach

from (a) and (b) to get a balanced and unbiased training set shown in Table 3.2. We assess

our annotated data by using the Fleiss-Kappa coefficient on the two groups of annotators

in Table 3.3. We observe the highest agreement in all aspects from experts. These results

showcase the benefit of using politically unbiased experts in the ABSA annotation tasks.

4. Concepts, events, aspects, and keywords. Our goal is to study the effect

of an event on user sentiment toward a concept. We use the term concept or aspect to

3https://4plebs.org/
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Aspect Negative Neutral Positive
Train Test Train Test Train Test

Trump 412 102 406 102 413 103

Impeachment184 46 183 46 184 46

Table 3.2: Our ground-truth dataset with more than 2K posts for concepts “Trump” and “Impeach-
ment” using: (a) Mturkers, and (b) experts.

Aspect Mturk Experts

Trump 0.453 0.583

Impeachment 0.372 0.691

All 0.433 0.601

Table 3.3: Assessing the annotator agreement using the Fleiss-Kappa coefficient on ground-truth for
aspect-based sentiment analysis.

refer to a person or an idea, and we can use a set of keywords to describe that concept.

For example, “Trump” as an aspect can be referred to with keywords such as “Trump,”

“Potus,” “Donald,” . . . etc. We explore the following aspects in this paper:

• “Trump” : Donald Trump is the 45th president of the United States from the Repub-

lican party.

• “Impeachment” : Impeachment is a U.S. constitutional process to remove government

official from the office.

• “Pelosi” : Nancy Peslosi is the Speaker of the House, a leading figure of the opposition

Democrat party.

• “QAnon” : QAnon or Q is a far-right conspiracy theory.

• “Goodell” : Roger Goodell is the current American football league Commissioner (an

aspect that should not be related to impeachment that we use below for a placebo

test of our methods).

Simply put, an event is also a concept that can be “defined” by a set a keywords.
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As always, the scenarios can be more complex in practice. For example, the impeachment

of Trump is a complex process that is composed of discrete political stages, where each

stage can can span multiple days. The New York Times lists the following as major stages

for Trump’s impeachment:

• “Initiation” : Sep 24 2019, the Speaker of the House announced a formal impeachment

inquiry.

• “Articles of Impeachment” : Dec 11-13 2019, Committee voted to approve two articles

of impeachment.

• “House vote” : Dec 18 2019, House passed the two articles of impeachment.

• “Senate trial” : Jan 29-31 2020, Senators questioned and rejected for any new wit-

nesses or documents

• “Senate vote” : Feb 5 2020, Senate rejected both articles of impeachment against

Trump.

3.3 Overview of Our Approach

Our approach provides a method to systematically quantify sentiment in online forums

consisting of three major steps, which we outline below.

3.3.1 Step 1: Identifying Related Activity

Given a small set of keywords that are known to be relevant to an event of interest, we

want to capture related activities in a forum without requiring specific domain knowledge.
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This step consists of (a) expanding a set of initial keywords, and (b) identifying related

posts and threads in the forum.

a. Keyword expansion. We utilize an iterative embedding-based approach to

expand a set of initial keywords. The key design elements of this approach are as follows:

a) We use two similarity expansions, one in the word-word space and one in the post-post

space, (b) we use an iterative approach in each of these expansions, and (c) we provide

a flexible ranking of the identified words to meet the user needs. Specifically, in order to

implement the keyword expansion step, we take following phases:

Phase 1: Domain representation. We represent words and posts of forums in

an m-dimensional embedding space with the Word2Vec method [65].

Phase 2: Word-space expansion. We expand the initial set of keywords by

adding relevant words iteratively.

Phase 3: Post-space expansion. We identify posts that are similar to the set

of posts that contain the relevant words from the previous step.

Phase 4: Result Processing. We extract and rank the keywords from the posts

of the previous step, based on several metrics like word-word similarity, post-post similarity

and TF-IDF which is based on importance and relevancy. Similarity score is calculated by

the average of cosine similarity in a Word2Vec embedding space [65] between the initial

set and the expended set. Then, a subset of ranked keywords that passes a threshold of

similarity will represent an expansion set. This threshold varies depending on the task of

interest.

We implement our keyword expansion techniques on the initial event-keywords
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Word Similarity Word Similarity

impeachment 1.000 dismiss 0.405
trump 1.000 contempt 0.403
censure 0.568 inquiry 0.403
bush 0.482 prosecute 0.387
trial 0.475 speaker 0.386
judiciary 0.454 resort 0.385
acquit 0.443 remove 0.381
perjury 0.437 cloture 0.380
resolution 0.430 evidence 0.373
witness 0.428 constitution 0.364

Table 3.4: Top 20 similar words acquired from initial event-keywords, “Trump” & “Impeachment”
with keyword expansion techniques trained with data from Wikipedia. The higher the score the
greater the similarities between that word to an initial keyword set.

known to be related to Trump’s impeachment, namely “Trump” and “Impeachment,” on

Wikipedia pages that contain those words. We selected Wikipedia to expand the event-

keywords set because it is external to our forums and so prevents bias in the event-keywords

expanded set that could occur if we used our forums’ specific posts. The results of our

keyword expansion technique are shown in Table 3.4.

b. Identifying related threads and posts. A key step in our approach is to

identify the threads that relate to the event and concepts of interest, which we achieve as

follows.

i. Identifying related posts. We label a post as related if it contains keywords

in any part-of-speech obtained from the previous step. In our experiment, we select only

keywords with similarity score more than 0.4, which yields 13 unique keywords. We discuss

the selection of this value below.

ii. Identifying related threads. We label a thread as related if the title of

the thread contains selected keywords or the percentage of related posts are more than the
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post-relevance threshold. In our case, we use 30% as a threshold which we justify below.

Threshold selection. We set the value of our two thresholds, 0.4 similarity and

30% post percentage, using the elbow method [50] by comparing the quantity of related

posts and threads obtained with different parameter settings. We identify overall related

posts and threads shown in Table4.2, which are (51.8%, 41.6%) and (13.3%, 9.4%) of the

total posts and threads in Reddit and 4chan, respectively. The parameters for similarity

score and post percentage can be varied depending on the goal of the experiment task and

one’s preference in the trade-off between too much or too little inclusivity. Higher threshold

values yield more posts and threads in exchange for possibly including more posts and

threads that are unrelated to the concept and event of interest.

3.3.2 Step 2: Detecting Engagement Change

To identify real-world stages of Trump’s impeachment event that impact a forum’s engage-

ment activity with respect to our concepts, we turn to changepoint algorithms that can

detect significant changes in time series data. Specifically, we choose Pruned Exact Linear

Time (PELT) [51], a parametric algorithm that can (a) detect changes and (b) rank them

by maximizing its log-likelihood of mean and variance of the time series. In our case, we use

a daily number of related posts containing our expanded set of keywords acquired from Step

1 as our time series data. We choose to model the number of posts rather than the number

of threads or users because posting reflects the base activity of engagement in forums where

users post in response to a topic of interest.

We apply the PELT algorithm to the daily number of related posts to get a list of
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Reddit 4chan

Changepoint Stage Changepoint Stage

1. 11/18/2019
11/18/2019-11/21/2019:
Committee public hearings.

1. 12/19/2019
12/18/2019: House voted to pass
the two articles of impeachment.

2. 12/19/2019
12/18/2019: House voted to pass
the two articles of impeachment.

2. 01/03/2020
01/03/2020: Trump announced the death of
Iranian general (unrelated to impeachment).

3. 02/05/2020 02/05/2020: Senate vote (acquitted). 3. 09/24/2019 09/24/2019: The initiation of impeachment.

4. 09/24/2019 09/24/2019: The initiation of impeachment. 4. 12/09/2019
12/04/2019-12/09/2019: Judiciary
committee hearings.

Table 3.5: Correlated real-world stages ranked by changepoint algorithm (PELT) on a significant
increase of a number of posts on the impeachment of Trump.

dates ranked by significance. We then compare changepoints with the real-world events in

our domain with a window of 1-2 days to accommodate asynchronous activity that occurs

just after the event itself. Given (a) a daily number of related posts in forums and, (b)

a list of real-world stages of the impeachment of Donald Trump obtained from the New

York Times4, we identify the most impactful real-world events, listed in Table 3.5. On

Reddit, the “Committee public hearings” is the most statistically significant changepoint

compared to the “House vote” on 4chan. Interestingly, we also find a non-related event

to the “impeachment” in 4chan on January 03, 2020. This changepoint emerges from the

increase in 4chan activities of the keyword “Trump,” in response to the announcement by

Trump himself of the assassination of Iranian general Qasem Soleimani.

As a robustness check, we specifically look into the impeachment concept where

we only expand one initial keyword, “Impeachment,” and identify the expanded impeach-

ment keywords with Step 1. With this filtering, we find that “House vote” becomes the

most statistically significant changepoint on both Reddit and 4chan. Also, the Soleimani

changepoint now becomes non-significant on 4chan because it is not directly related to the

impeachment event itself.

4https://www.nytimes.com/interactive/2019/us/politics/what-is-impeachment-process.html
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(a) Reddit (b) 4chan

Figure 3.2: The temporal view of the posts in forums over a span of 6 months. These figures are
labeled with significant changepoints that correlated to the real-world stages in Table 3.5. The
purple line represent the amount of related posts filtered with our approach from Step 1. The green
line is the total number of posts made daily in each forum. We observe that: (a) user engagement
doubles at significant stages (b) Reddit users are more engaged with the impeachment than 4chan
users.

Validation of an expanded set of keywords. With the changepoint detection

algorithm, Fig. 3.2 plots the number of related posts acquired from Step 1 with the most

significant changepoints from Table 3.5. We see the correlation of an increase in an activity

of engagement on the topic of interest with the significant changepoints on both forums.

This verifies our filtering techniques and expanded set of keywords from Step 1.

3.3.3 Step 3: Aspect-based Sentiment Analysis

To determine users’ affect toward a concept, we use aspect-based sentiment analysis (ABSA),

a subtask of sentiment analysis in the natural language processing field. While traditional

sentiment analysis captures the overall sentiment in text, ABSA aims to detect the corre-

sponding sentiment towards a specific aspect, which in our application are keywords. That

is, ABSA can associate specific (negative, neutral and positive) sentiment with different

aspects in the same post.
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BERT [36], a recent language model from Google, outperforms other traditional

techniques like neural networks [48] in many NLP tasks including sentiment analysis because

it has the ability to capture the context around words. While there are many variations of

ABSA with BERT, we choose [104] as our implementation due to a simplicity while yielding

reasonable accuracy when compared to a very complex model like [81].

ABSA consists of two main subtasks: (a) detecting aspects in a sentence, and

(b) determining a sentiment associated with an aspect.

a. Detecting aspects. To determine which word is an aspect in the sentence,

ABSA employs IOB (Inside-outside-beginning), a common tagging techniques for an NLP

task such as POS (part-of-speech) tagging [100] and NER (name-entities-recognition) tag-

ging [38]. However, since we focus on specific aspects such as “Trump” and “Impeachment,”

we use our expanded set of keywords, the 13 unique keywords from Step 1, as aspects in

ABSA.

b. Determining sentiment associated with aspects. ABSA aims to classify

a text with respect to a given aspect into the three different classes of polarity (negative,

neutral and positive). BERT implements ABSA using a sequence-pair classification task.

First, we transform our posts into tokens with a corresponding format. Let x represent

BERT embedding sequences:

x = [CLS]a1, ..., am[SEP ]t1, ..., tn[SEP ] (3.1)

where a1, ..., am are tokens of an aspect, t1, ..., tn are tokens of words in a post, [SEP ]

is separation token, and [CLS] is a special token that can represent the whole embedding
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sequence. Second, we feed these embedding sequences into the BERT model h = BERT (x).

Third, h[CLS] that represents the last hidden representation of embedding sequence is an

input to a softmax layer for a sequence-pair classification task which generate the probability

of each sentiment’s polarities which we show with p.

p = softmax(W · h[CLS] + b) (3.2)

where W ∈ R3×768 (weights of our embedding sequence for each polarity on BERT), b ∈ R3,

p ∈ [0, 1]3, 3 is the number of polarities (negative, neutral and positive), 768 is a default

length of embedding sequence on BERT. Finally, argmax(p) returns the classification result.

To maximize our ABSA task, we experiment with different language models using

the same testbed:

• NLTK+VADER: traditional rule-based sentiment analysis that captures the overall

sentiment of a post. Stopword removal is performed during the prepossessing of a post.

• BERT-baseline: Original pre-trained model and fine-tuned with our ABSA dataset.

• BERT-custom: Post-trained model with review data from Yelp and Amazon reviews

and fine-tuned with our ABSA dataset [36].

• XLNet: A larger language model that claims a better performance over state-of-the-

art BERT [107].

All models (except the NLTK+VADER model) are pre-trained model which we fine tune

them for our own specific task. We evaluated their performance with 5 fold cross validation.

The results of our classification are shown in Table 3.6. BERT-custom is able to achieve a
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Model All posts Short posts
Accurcy F1 Accurcy F1

NLTK + Vader 51.1% 50.0% 56.7% 54.4%

XLNet 74.6% 74.3% 75.2% 75%

BERT baseline 70.7% 70.7% 75.9% 75.4%

BERT custom 74.3% 74.4% 81.1% 80.9%

Table 3.6: The summary of result of accuracy and F1 scores on aspect-based sentiment classification
with our political dataset where short posts contain less than 23 words. For NLTK+VADER, we
use a traditional rule-based sentiment analysis model to determine overall sentiment of a post.

competitive result with a larger model like XLNet because training from the reviews data

transfers to our political forum dataset. BERT takes less time in this classification task and

yields higher accuracy on short posts than XLNet, so we choose BERT-custom to associate

sentiment with aspects.

Shorter post lead to higher (81.1%) classification accuracy. We investi-

gate if the length of the post affects the accuracy of our ABSA model with BERT-custom

performs. We compare between 234 short posts that contain less than 22 words, which is at

50 percentile of post length distribution, and 242 long posts that have more or equal than

23 words. Our BERT-custom model achieves 81.1% of classification accuracy on the set

of short posts compared to 67.6% on the set of long posts. We conjecture that the longer

posts may provide the user the ability to ramble and even mix discussion topics, which could

affect the classification accuracy. Upon manual investigation, one post in Reddit not only

uses many cursed words regarding “Trump,” doubts the so called fair “Trial” procedure but

it is also strongly in favor of “Impeachment.” This shows longer posts introduce and mix

several arguments and discussions and even appear self-contradicting at times.

Determining user’s affect from her posts. We now want to identify the sen-

timent of a user towards a concept based on posts at given time. Intuitively, the process
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will aggregate the sentiment of the posts of that user during an appropriate interval of ob-

servation. Following our event-driven approach, we introduce the temporal focus parameter,

windowInterval, to be the number of days around a given date, during which we collect the

user posts for that concept. We then use a majority vote on the sentiment of these posts

toward an aspect to determine the user’s affect on that time period. Note that, if there is

a tie between any two categories, we assign the user’s affect as neutral. Finally, to increase

our confidence in the outcome, we can require a minimum number of posts that a user has

to have in that time period in order to be included in the report.

3.4 Case Study: The Impeachment

In this section, we study the dynamics in user affect related to the impeachment of President

Trump, which consists of several related stages, as a case study on the political subforums

of Reddit and 4chan. To recap, our case study involves concepts (a) “Trump,” (b) “Im-

peachment,” (c) “Pelosi” and (d) “Qanon” captured by 13 event-keywords shown in Table

3.4. We also investigate an unrelated aspect, “Goodell” representing Roger Goodell, the

current NFL commissioner, as a placebo test of our methods that can help to show our

analysis is indeed specific to the political impeachment process. We expect to see signifi-

cant changepoints in user engagement in the first four impeachment aspects but not in the

Goodell aspect.
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3.4.1 Identifying Engagement Changes

a. User engagement correlates with impeachment related events. Our changepoint

detection algorithm of user engagement identifies spikes that coincide with key stages of the

impeachment process as identified by the New York Times. This observation acts as an

indirect validation that our keyword selection and thread filtering follow the user activity

adequately. Interestingly, in 4chan, we do not observe significant activity change on the

stages “Articles of impeachment” and “Senate trial.”

b. User engagement doubles in reaction to impeachment-related events.

We find that there is a 218.7% increase in impeachment-related posts to “Committee public

hearing” in Reddit, which is shown in Fig. 3.2a. We also see a 186.7% increase of such

posts during the “House vote” in 4chan, as shown in Fig. 3.2b. The increase in the most

significant changepoint in both forums is calculated by comparing the average of a two-day

window before the change point and the peak of the changepoint itself.

c. Reddit users are more engaged regarding impeachment compared to

those of 4chan. The trends in Fig. 3.2 show that posts made in Reddit are two times more

likely to be a post about the impeachment and Trump compared posts made in 4chan. This

observation shows that Reddit users were more engaged over the impeachment of Trump.

Furthermore, the impeachment related posts dominate even more during significant external

stages. This again is more pronounced for Reddit. For example, we observe the highest

percentage of the related posts to the total of all daily posts at “House vote” for both Reddit

and 4chan, equal to 95% and 38% of posts respectively.

This contrast in engagement coincides with the different lifespan of threads in
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(a) “Trump” concept. (b) “Impeachment” concept.

Figure 3.3: The temporal view of the number of posts per sentiment acquired from our ABSA
BERT-custom model on 4chan in a span of 6 months. These figure are labeled with significant
changepoints that correspond with the real-world stages in Table 3.5. We observe that: (a) 50%
posts about Trump are negative at 98.8% of the days (b) find a spike in posts only on “Trump” at
(2) Jan 03 2020, the death of Soleimani.

Reddit and 4chan. 4chan has significantly shorter lifespan of threads than Reddit, since it

is known to regularly delete their threads due to its infringed nature. Most threads live up

to 3.9 minutes (median) and the fastest thread to expire was around 28 seconds [24]. With

those properties, users are less likely to follow conversations in specific threads and post

which make a topic of interest diverse.

3.4.2 Identifying User Affect Changes

We assess how user affect towards a concept evolves over time in response to external events.

a. More than half of all posts are negative toward the aspect “Trump.”

We find that more than 50% of all related posts are negative in Reddit and 4chan on the

aspect “Trump.” We observe this trend at 83% and 98.8% of the days in the 6-month

impeachment period, with respect to Reddit and 4chan. The peak of negative posts on

“Trump” reaches 61% of all related posts on 4chan on January 03 where he announced the

46



death of Soleimani, which is an event that we identify in our changepoint analysis, but is

only tangentially related to impeachment (that is, a newsworthy event that possibly diverted

public attention away from the impeachment proceedings). Given the lesser coherence of

discourse found in 4chan, it is not surprising that our changepoint method appears to work

better in Reddit.

Interesting, during February 5, 2020 in 4chan, positive posts (26.4%) outpace

neutral posts (19.9%) on “Trump,” a results shown in Fig. ??a, a result we do not observe

in Reddit. This change corresponds to the “Senate Vote” to acquit all articles of the

impeachment on Donald Trump. This is no surprise for 4chan, the forum known for alt-

right and supporting Trump.

b. The impeachment increased the polarization of user affect for the

aspects “Trump,” “Impeachment” and “Pelosi.” Polarization [56] of a user’s affect

occurs when users tend to change their sentiment from neutral to become either more

positive or more negative. We find that neutral affect among users is decreased by 6%

on “Trump” and 6.4% on “Impeachment” when compared to the start of impeachment

process, “Initiation,” and the end of the process “Senate vote.” We also observe a similar

polarization for “Pelosi,” the Speaker of the House, and a vocal critic of President Trump

as the neutral users are also decreased by 1.2% at “House vote” and “Senate vote,” two

events where we have enough users’ affect on “Pelosi” to draw a conclusion.

Although most users are anonymous in 4chan, we try to gauge polarization by

comparing the percentage of posts per sentiment expressed during the same interval above.

We find that there is a 3.8% decrease in neutral posts on “Trump,” an 8.9% decrease on
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Figure 3.4: The evolution of users’ affect towards
concept “Impeachment” between events: “Initia-
tion” and “Senate vote” on Reddit. We observe
that: (a) 12.8% of users flip-flop from negative
to positive or vice versa, and (b) a increase in
polarization as neutral decreased from 51.3% to
44.9%.

Figure 3.5: The evolution of users’ affect on Red-
dit toward an concept ”Pelosi” in the significant
dates “House vote” and “Senate Vote” in the im-
peachment process. We observe that: (a) 25.8%
of users flip-flop between negative to positive,
and (b) the impeachment increased polarization
slightly towards concept “Pelosi.”

“Impeachment” and a 10.5% decrease on “Pelosi.”

c. The impeachment process increased negativity towards the aspect

“Pelosi.” In Reddit, we find a 7.9% increase in users with negative affect and a 6.6% de-

crease in users with positive affect toward Pelosi between the two significant events, “House

vote” and “Senate vote” where we have enough number of users for conclusive analysis.

This shows how user’s affect toward “Pelosi” develop in response to the impeachment.

d. Concepts “QAnon” and “Goodell” and placebo test. QAnon or Q

is a far-right conspiracy theory that was created online by a user with the name Q. This

theory claims that “a cabal of Satan-worshiping pedophiles running a global child sex-

trafficking ring is plotting against President Donald Trump, who is battling them” according

to Wikipedia. Reporting suggests that many Trump supporters and the president himself

are sympathetic to this idea. We observe some “QAnon” engagement and changepoints

48



during the impeachment period, but they are not aligned with the impeachment events on

either Reddit or 4chan.

As a placebo test, we also consider the concept “Goodell,” which represents Roger

Goodell, the NFL Commissioner. We include this aspect as a placebo test to ensure that

our methods not only show relevant engagement, but they also do not pick up on irrelevant

engagement. We observe that Goodell’s appearance on the forum is limited and also his

name does not show any increased engagement aligned with the impeachment events.

3.5 Discussion

Here, we discuss the scope and limitations of our work. a. Emotions, Sentiment

and Stance. RAFFMAN is designed to detect sentiment in discussions about specific

aspects that compose discrete stages of an event. Sentiment is of significant emerging

interest to social scientists. The use of automated sentiment analysis is only just beginning

to emerge in social science; for example [16]. Sentiment is closely related to emotion, and

the study of emotion is a vast field in the social sciences. It has long been established that

emotions are central to cognition and the information processing that informs individuals’

preferences. For example, [63] is a highly cited review of the field of emotions and politics;

[61] is a more recent overview of the methodological considerations in quantifying emotions

and the impact of emotions; [42] and [25] are highly cited applications demonstrating the

role of emotions in persuasion research; and [26] is a highly cited application investigating

the role of emotions in information processing. We argue that RAFFMAN provides a set of
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tools that would help to advance the study of the role of sentiment in information processing

and opinion formation on events discussed in social media settings, in parallel to emotions

in the social sciences, and so will make a strong contribution.

Stance detection differs from sentiment analysis in that it is an NLP task to infer

the preferences of individuals in favor, against or neither towards the aspect. Some [67, 19]

have studied the relation between stance and sentiment, showing sentiment by itself is not

enough to detect a person’s stance; however, sentiment can be used as one of the important

features to detect a stance.

b. Dataset size and Google’s BERT. BERT [36] is a state of the art language

model that we use here. BERT has transfer learning capability and has proven to be

very effective in providing good accuracy with fewer labeled datasets in many classification

tasks. A recent stufy [82] shows that BERT works well in an image classification task

with around 1,000 labeled datasets. Another project5 uses only 500 labeled datasets to

do sentiment analysis on IMDB movie reviews with BERT and was able to yield 83%

classification accuracy. These sutdies show that our 2,000 labeled dataset is ample enough

to be used on the ABSA task with BERT transfer learning.

c. Who could use our tool in practice, and how? RAFFMAN is a powerful

tool to gauge user affect towards any concept that users discuss online. Sentiment is of

interest to itself to social scientists, and in addition our methods could be adapted to

the study of individual engagement and information processing in online settings. The

additional power lies in that: a) it uses organically derived responses, reflecting genuine

engagement, b) it collects opinions in vivo, namely at the time that different events take

5https://blog.insightdatascience.com/using-transfer-learning-for-nlp-with-small-data-71e10baf99a6
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place, and c) it can identify the sentiment evolution at the level of individuals, and not

simply in the aggregate. The latter, of course, requires that the forum uses permanent

user-names, like Reddit.

From a practical point of view, a user can specify: (a) the forum, (b) a time

interval, (c) the concept as a group of keywords, and (c) the events of interest as a group

of keywords. The outcome could be a plot as shown in Fig. 3.1: the identified engagement

spikes, and a the evolution of the user sentiment between several time-points of interest.

d. The potential impact of our tool. The value and impact of our tool could

be quite broad. The potential users could span a wide range: (a) politicians and political

advisors, (b) policy makers, (c) marketing firms, and (d) social science researchers. We

think that the last group could derive immediate and significant benefits (as enthusiastically

argued by the political scientist in our team). In particular, RAFFMAN will enable social

scientists to test hypotheses about the role of sentiment in opinion formation that occurs

over time in response to social media engagement, which is a core interest in the fields of

political psychology, communication and public opinion.

e. How can we detect and account for bots and manipulation? In this

work we do not investigate social engineering or deliberate campaigns in our forums. Such

misuse from individuals or foreign state actors has been observed in other social media

and has sparked national debates. One could argue that this kind of behavior may be

less prevalent in our two forums as they attract significantly fewer views compared to, say,

Twitter. However, we have manually identified a few cases of such parasitic behavior. In

Reddit, users named “GoldyTSA” and “OriginalWorldliness” exhibit a spamming behavior
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where they posted the exact posts, 43 and 47 times respectively, using a cursed word

regarding Trump on the day of “House Vote.”

In our future work, we intend to investigate such phenomena and: (a) develop

techniques to identify misbehaving users and bots, and (b) quantify the effect of these

behaviors on the forum discussions. In that effort, we will leverage the vast literature on

detecting fake users and accounts and our own experience in identifying parasitic behavior

in online commenting platforms, such as Disqus (disqus.com).

f. How representative is the data? This is the usual concern in every data-

driven study. We argue that for the purposes of political discourse our data represents

a reasonable case study to illustrate our methods. First, we use two different discussion

forums with significantly different appeal and focus (Reddit and 4chan). Second, we consider

a substantial amount of time (6 months) with a total of 32M posts during a significant event

in U.S. political history. Naturally, for events of smaller magnitude, the intensity of the

engagement will be lower, but our approach should provide accurate results.

Furthermore, although we focus on political events and discussions here, our

method could apply more generally to other forums and other domains, such as discus-

sions on sports, business, health, entertainment etc.

3.6 Related Work

We summarize related works in the following general areas.

Forum analysis. There are several studies trying to understand general activities

in web-based discussion forums. [45], [72] and [97] work on understanding properties, trends
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and characteristics of forums like ephemerality, heavy-tail and anonymity on posts, threads

and users. Some focus on specific tasks in forums [62], [69] [88] and try to identify main

actors like hacker users, depressed users and influential users using a variety of techniques

including linguistics, behavioral modeling on user activities and graph-based approaches.

The most relevant study to our paper [85] explores new emerging words and trends from

the concept, “Covid-19,” to see how the engagement and topics evolve over time, but they

do not study the user sentiment towards these topics.

Sentiment analysis on the web. Most studies in sentiment analysis focus on

the area of product reviews [102] or social media like tweets [28]. Although [74] and [47]

analyze forum data, they mostly use a base sentiment classification model to capture overall

polarity on the text. Aspect-based sentiment analysis (ABSA) is rarely used on forums.

Some of the relevant studies include an effort [30], which applies ABSA using a neural

network on reviews of scientific papers to quantify the reviewers’ sentiment towards an

aspect like originality, and a recent effort [104] that focuses on training the BERT approach

for different domains using knowledge transfer.

3.7 Conclusion

The key contribution of our work is RAFFMAN, a systematic approach to quantify the

change of forum user affect towards a concept in response to real events. Our approach

consists of three phases: (a) identifying the related posts, (b) detecting changes in engage-

ment, and (c) conducting sentiment analysis. These three components work synergistically

to quantify user sentiment towards a concept is response to a complex event, which could
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consist of many sub-events. To quantify sentiment, we customize and synthesize state-of-the

art methods to classify posts into three categories: positive, neutral and negative. We show

that RAFFMAN achieves a classification accuracy of 81.1%, if we focus on posts with less

than 23 words and up to 74% of accuracy with all posts.
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Chapter 4

SentiStance: Quantifying the

Intertwined Changes of Sentiment

and Stance in Response to an

Event in Online Forums

4.1 Introduction

How can we quantify the combined effect of an event on sentiment and stance in online

forums? This is the question we address in this work.

Online forums provide an unprecedented opportunity for answering many social

and political science questions. Forums are a publicly available source of human thought and

emotions that are both: (a) vast, and (b) largely unconstrained. Unlike tweeter, forums
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Stance\Sent Negative Neutral Positive

Against -7.1% -1.8% -1.2%

None -0.4% +5.5% +1.3%

Favor +0.2% +1.2% +2%

(a) Reddit: aspect “Pence”, Jan 6th 2020

Stance\Sent Negative Neutral Positive

Against +33.1% +0.7% +4.9%

None -0.6% -5.6% -4%

Favor -5.2% -2.6% -20.8%

(b) Parler: aspect “Pence”, Jan 6th 2020

Table 4.1: Our Delta-SentiStance Table (∆SST) intuitively captures the effect of an event towards
an aspect for both sentiment and stance. Here, we show the effect of the Insurrection on January
6, 2020, for aspect “Mike Pence.” Reddit users become more Positive appreciating his certification
of the vote. On the contrary, Parler users become upset with a significant increase in Negative
sentiment and Against stance, which aligns with the “Hang Mike Pence” campaign that emerged in
the forum.

have advantages: a) they allow for the extensive presentation of ideas as posts are not

limited in length, and b) they can capture discussions among the participants, therefore

forcing longer exchanges and going deeper into thoughts, issues, and feelings. As a result,

the analysis of forums promises to capture information that traditional forums (polls and

surveys) may not have been able to obtain.

Sentiment and Stance: We focus on both sentiment and stance, and argue that

they are equally important (and distinct) for understanding the user’s state of mind. In

fact, we find that we need to: (a) study them in conjunction, and (b) in connection to

relevant events. Stance and sentiment are elements of a vector, describing the state of mind

of a user towards an aspect, and the elements of that vector often will be responsive to the

circumstances and real-world events.

In each post within a forum thread, users will take a stance as either in Favor,
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None, or Against some aspect1, which is the user’s position or preference regarding the

aspect. At the same time, users will hold some sentiment toward the same aspect that can

be of Positive, Neutral, or Negative affect.2 The existence of a functional relationship or

correlation between sentiment and stance is not obvious and is a topic of scientific debate.

For example, knowing that a forum user has a Positive stance toward former Vice President

Pence need not be predictive of one’s sentiment in a post about Pence, since that could

depend on the circumstances at that time. We provide context regarding the US elections

and its politics in the next section.

An event might change one’s stance or sentiment toward an aspect, either jointly

or independently. For example Pence’s decision to certify the election results on January

6, 2021 might matter differently for supporters of (then) President Donald Trump than it

did for supporters of (now President) Joe Biden. As a result, conditioning on the class

of events that create winners and losers relevant to the aspect could induce a correlation

between stance and sentiment, since one is likely happy that one’s side won and one is likely

unhappy when one’s side lost at the event. However, some events might not create clear

winners or losers and so may not impact affect or attitudes. For example, it is not clear

whether one side “won” the insurrection on January 6th.

We want to quantify the effect of an event on sentiment and stance in online

forums. The input is a set of posts, events, and aspects, and we want to understand how

the events affected the sentiment and stance of the users towards the aspect. Knowing

1An aspect can be a person, an object, an institution, or an idea. Often, the terms aspect and concept
are used interchangeably.

2While the term “affect” can include the full range of human emotions, such as fear, anxiety, or happiness,
sentiment maps these emotions into three categories: Positive, Neutral and Negative. Because of this
mapping, we use “sentiment” and “affect” interchangeably.
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changes in the joint distribution of sentiment and stance regarding an aspect, rather than

in just the two marginal distributions, is important for two reasons.

First, stance and sentiment are both important elements in public opinion research.

First, understanding the preferences of citizens in a democracy is critical to much of public

opinion research. But emotional sentiment or “affect” toward political aspects, such as

ideas, proposals or government officials, is emerging as another core factor in the field of

public opinion and political psychology [59]. Research studies have shown that effect toward

an aspect can impact how individuals process information relevant to that aspect [64], and

in particular, negative affect toward an object can lead individuals to more closely attend

to information [25].

Second, understanding how events affect both sentiment and stance can provide

insights into the intertwined dynamics of these aspects, user groups and events. In current

politics, there are some aspects for which citizens have fixed or stable opinions, such as

toward the U.S. Republican Party or President Donald Trump. This might be because of

hardened ideological or partisan positions [40, 55], or because of fixed personality traits [77].

But other aspects might be more responsive to the circumstances surrounding events, and

knowing that might be relevant to those interested in understanding processes of persuasion

[66].

There has been limited literature on the problem as we frame it here. We group

the related works into two main categories. First, there are political studies in online forums

[98, 72, 21] which analyze properties and measure the essential statistics on Reddit, 4chan,

and Parler, respectively. Second, there are efforts that focus on sentiment analysis and
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stance detection on the web and platforms other than online forums. These works [20, 68]

provide a basis for understanding the relationship between sentiment and stance and the

measuring models. The research community seems split. Some efforts [37, 17] suggest the

use of sentiment as a key feature to infer stance. By contrast, a recent study [18] questions

the use of sentiment as a proxy to the stance.

We propose SentiStance, a systematic approach to quantify the impact of events on

user stance and sentiment towards an aspect in an online forum. We also apply our approach

to real data to understand the dynamics between stance, sentiment and real-world events.

Our approach consists of methods for quantifying, and visualizing the change of sentiment

and stance as shown in Table 4.1. From a technical point of view, we adopt and customized

state-of-the-art approaches to optimize aspect-based sentiment analysis and stance detection

on unstructured data in political discussion forums. Our approach yields up to 74% accuracy

in our three-class classification of stance (Against-None-Favor) and sentiment (Negative-

Neutral-Positive) using a thorough evaluation approach with established benchmarks and

our own domain-specific validation set.

As an additional contribution, we conduct a real world study using 7.5M posts from

three forums (Reddit, 4chan, and Parler) between November 2020 to January 2021. First,

we observe interesting behavioral phenomena that vary between different forums. Second,

we attempt to reconcile the aforementioned debate as to whether sentiment and stance are

correlated by introducing the idea of conditioning to events. The key observations can be

captured in the following points.

a. Parler and 4chan users want to “Hang Mike Pence” while Reddit
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users appreciate his role during the Insurrection. The violent Insurrection on

January 6th, 2020 created very different reactions towards Mike Pence. A total of 53% (11k

posts) and 36% (1.7k posts) posts with Negative sentiment and Against stance on Parler

and 4chan aligned with the “Hang Mike Pence” movement. Conversely, Reddit users asked

“Pence” to invoke the 25th Amendment with 28% (2.2k posts) of Neutral sentiment and

None stance. This is captured visually with the use of the Delta-SentiStance Table, which

is shown in Table 4.1 and we explain in detail later.

b. Insurrection does not change the general opinion towards “Donald

Trump.” Despite Trump’s role in inciting the insurrection, perceptions towards “Trump”

on Reddit and 4chan did not change. Although the posting activity increased by roughly

150%, there is minimal change in the percentage of overall sentiment and stance in the

forums.

c. A significant and related event can cause the correlation of sentiment

and stance to intensify. We see that significant events induce a strong relationship

between sentiment and stance in Parler. During the 2020 US Election, the “Stop the

steal” campaign induced up to an 87.6% correlation of sentiment and stance, with the

overwhelmingly Positive sentiment and Favorable stance towards “Donald Trump.”

d. An against stance is a reasonable proxy for gauging Negative sen-

timent. We see that 70% of all posts with Against stance towards an aspect also have

a negative sentiment towards it for the vast majority (84.5%) of days and aspects in our

observations.
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4.2 Background and Datasets

Our work focuses on online discussion forums as a case study. We have collected data from

three forums, Reddit, Parler, and 4chan, over a span of three months during the US 2020

election period between November 2020 and January 2021. We present the key statistics of

our data in Table 4.2.

1. Reddit. We use Reddit, a popular text-based discussion forum with epony-

mous users. We select the “politics” subreddit (/politics/) because it contains a large pool

of registered users actively discussing politics. The users along with their posts can serve as

a convenience sample for social science research. To collect this data, we use the archiver

service Pushshift (https://pushshift.io/) that collects every post made on the main Reddit

site and makes that data publicly available for academic purposes.

2. 4chan. We use 4chan, which is considered to be a fringe alt-right forum. On

4chan, users do not require an account to use the platform. Hence, most users remain

anonymous while posting comments in this forum. We focus on the “politically incor-

rect” subforum (/pol/) which is the most active subforum in 4chan. 4chan does not make

their data publicly available and it routinely deletes data in the forum. So we turn to

a community-run archiver 4plebs (https://4plebs.org/), which crawls and archives all the

activity from 4chan and makes it publicly available.

3. Parler. We use Parler, a microblogging social network platform that is popular

among right-wing extremists and conspiracy theorists. This platform saw a massive increase

in new users following Twitter’s ban of President Donald Trump on January 8, 2021. Un-
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Forum
Posts Threads User
Total Av. Total Av. Total

Reddit 1.4M 15k/day 64k 0.7k/day 261k

4chan 1.3M 14k/day 218k 2.3k/day NA

Parler 4.8M 53k/day 1.7M 19k/day 545k

Table 4.2: Our datasets from Reddit, 4chan, and Parler with the total number and the average
per day over a span of three months from November 2020 and January 2021. Anonymity in 4chan
prevents us from identifying a number of unique users.

Dataset Against None Favor

1. SemEval-2016 2,356 1,231 1,183

2. Multi-Target-2017 2,009 1,217 1,650

3. Forum-2020 240 184 83

Table 4.3: Candidate training sets to train and evaluate our stance detection model in political
domain.

surprisingly, this site was shut down a few days later by Amazon after it was found to be

inciting violence and spreading misinformation of the sort that led to the attack on the US

capitol on January 6, 2021. An invaluable effort [21] managed to collect Parler data before

it got shut down and they have made it publicly available.

4. Training and validation sets for targeted stance detection model.

We have selected two standard datasets, SemEval-2016 [68] and Multi-Target-2017 [89] to

train and evaluate our stance detection model. These datasets were collected during the

2016 presidential election which coincides with our focus in the case study. The summary

statistics of these datasets are shown in Table 4.3. Although both sets contain examples in

the political discussion domain and were extracted from Twitter, they are different in nature

and characteristic. SemEval-2016 includes other topics in the dataset such as abortion,

climate change, and atheism. Importantly, SemEval-2016 lacks targeted keywords in some

of the posts. On the other hand, the Multi-Target-2017 set contains targeted keywords in
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the political domain.

To evaluate our approach, we create Forum-2020 an evaluation dataset from our

online forum. Specifically, we randomly select posts from Reddit and use three politically-

unbiased annotators with advanced degrees, who were briefed with extensive standard guide-

lines. The annotators are given aspects and assign stance labels for each post. The final

label is produced by using a majority vote approach. The annotator agreement exhibits a

Fleiss-Kappa coefficient of 0.72, which is indicative of substantial agreement.

5. Aspects and keywords. Our goal is to measure user sentiment and stance

toward an aspect conditioning on a real-world event. Recall that we use the term aspect

and concept interchangeably to refer to a person, entity or idea. A challenge is that one

aspect can be referred to by a set of keywords. For example, the aspect “Democrat” can

be referred to with keywords “Democrat”, “Dem,” “The left”, . . . , etc. Identifying all the

keywords for an aspect is a challenge in its own right but it goes beyond the scope of this

paper: we use well known techniques, which we further validate and curate manually [?]

Here, we explore the following six aspects:

• “Trump”: Donald Trump is the 45th president of the United States from the Repub-

lican party.

• “Pence”: Mike Pence is the 45th vice-president of the United States from the Repub-

lican party

• “Republican”: The main right-wing political party.

• “Democrat”: The main left-wing political party.

• “Pelosi”: Nancy Pelosi is the Speaker of the House, a leading figure of the opposition
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Democrat party.

• “QAnon”: QAnon or Q is a far-right conspiracy theory.

We focus on the following four events during the three months surrounding the

2020 US Election.

• “Election”: The 59th presidential election, Nov 3 2020.

• “Stop the steal”: The right-wing campaign aimed to overturn the US 2020 election

result. This misinformation campaign started on Nov 7, 2020 which later led to the

Insurrection at the Capitol.

• “Insurrection”: On Jan 06 2021, an attempt to overturn Donald Trump’s defeat in

the election by attacking the US Capitol. Vice-president Mike Pence certified the

electoral vote in favor of Joe Biden.

• “Inauguration”: Jan 20 2021, the inauguration day of Joe Biden, as the 46th President

of the United States.

4.3 Overview of our Approach

We develop SentiStance, an approach to systematically quantify the effect of an event on

sentiment and stance in online forums. Our approach consists of three major components:

(a) quantifying sentiment, (b) quantifying stance, and (c) visualizing the information in an

insightful way.
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4.3.1 RAFFMAN: Detecting sentiment

To quantify user sentiment, we use RAFFMAN method that was introduced in our previous

chapter. RAFFMAN associates a sentiment (Negative, Neutral, and Positive), for a post

towards an aspect. We choose ABSA because we want to detect the corresponding sentiment

towards a specific aspect rather than capturing overall sentiment like traditional sentiment

analysis. Our approach modifies and combines state-of-the-art BERT [36] [93] with an

effective sentence-pair classification method [104]. Note that most previous efforts have

evaluated these approaches using Twitter data, which is arguably easier to handle than

lengthy posts.

We present a brief overview of the approach. It consists of two main subtasks: (a)

detecting aspects in a post, and (b) determining a sentiment associated with the aspect.

For each aspect, we reduce the first subtask (a) into identifying the right set of keywords

that relate to the aspect. We utilize our prior work’s technique in keyword expansion to

determine the related set of keywords.

This way we identify all the posts that contain aspects keywords. Clearly, we

could miss posts that refer to an aspect without clearly using the appropriate keywords

(e.g. “Agreed, he is an idiot”), and for that one would need sophisticated modeling of a

discussion, which we will consider in future work.

For the second subtask, we determine sentiment toward an aspect in each post

with a sequence-pair classification technique which can be achieved by transforming a post

into embedding sequences with an appropriate format.

The RAFFMANmodel has been shown to exhibit good performance in the political
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Training set Testing set Accuracy

SemEval-2016
SemEval-2016 75.7%
Multi-Target-2017 52.1%
Forum-2020 57.1%

Multi-Target-2017
SemEval-2016 61.1%
Multi-Target-2017 78.5%
Forum-2020 69.6%

Domain adapted set Forum-2020 73.3%

Table 4.4: The effect of the training set on the accuracy of StanceMeth using the Forum-2020. The
highest performance comes from using the domain adapted set. SemEval-2016 and Multi-Target-
2017 are Twitter datasets, and thus, the reported accuracy is less indicative for forum data.

domain [94] with 74.3% accuracy overall, and 81.1% accuracy when applied on short posts

(less than 23 words).

4.3.2 Target-based stance detection

We develop a stance detection method that can overcome the challenges of our application

domain that we listed earlier. As we mentioned earlier, the idiosyncrasies of this space

require non-trivial adaptation to even deploy prior methods [52] without a guarantee that

their performance will carry over in our domain. We focus on the basic variation of stance

detection to detect a stance or support of a user toward a specific aspect which can be

categorized with a label in the set of classes (Against, None, Favor). We utilize the same

technique we described in RAFFMAN. Namely, we use an embedding, with which we cap-

ture the stance as expressed on the text around the concept using a neural network at its

core. We also evaluate two datasets in the political domain and experiment on various

techniques to optimize the stance detection task.

Types of training sets. Due to the lack of an established benchmark, identifying

a forum-specific ground truth is a challenge. To address this problem, we evaluate the
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suitability of two public Twitter-specific data sets, SemEval-2016 [68] and Multi-Target-

2017 [89]. We show how our algorithm performs for different training and testing datasets.

The results are shown in Table 4.4. We see that SemEval-2016’s accuracy significantly

drops when tested across sets. The decrease in performance occurs because SemEval-2016

allows the absence of aspect keywords in the post, meaning that the model needs to infer

the aspect or target using only other available words on a post. This inference hinders the

model performance when compared with the Multi-Target-2017 where all of the set contains

an aspect keyword. Hence, the model will only need to associate the stance keyword to

the specific aspect in the post without requiring an aspect word inference. This finding

corresponds to [86] which compared and evaluated stance detection benchmark datasets.

Employing domain adaptation to increase accuracy.

To improve our stance detection model, we experimented with many techniques

such as incorporating our embedding vector with other features such as a number of words

per post, and TF-IDF [79]. At the end of this exploration, we find and use a domain

adaptation technique, within the broader space of transfer learning. We described the

process below. Essentially, we use the Multi-Target-2017 dataset as our source domain and

we create a domain-adapted target set, which we use to train our forum-specific model. Our

process is as follows:

1. We train an initial model with Multi-Target-2017.

2. We deploy the initial model on 100K Reddit posts randomly selected from our

Reddit dataset.

3. We create a high-confidence domain-specific ground truth HiConfSet dataset
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Stance\Sent Negative Neutral Positive

Against 25.9% 4.8% 7.1%

None 5.5% 12% 2.9%

Favor 21.2% 8.1% 12.5%

Table 4.5: SentiStance table (SST) captures the percentage of posts in each pair-class of sentiment
and stance toward the aspect at a given interval. Here we show the values in Reddit regarding the
aspect “Trump” on January 6, 2021.

by selecting 3,000 posts uniformly randomly from each class with a classification confidence

above 90%.

4. We create a domain-adapted model by training with our high-confidence HiCon-

fSet data from the previous step.

Our domain-adapted model exhibits improved performance. We evaluate our

model using the Forum-2020 dataset of Table 4.4. The model shows a 3.7% increase in

classification accuracy in the political discussion domain compared to the model without

domain adaptation. We will use this improved model for the remainder of this paper.

4.3.3 C. Visualizing and Identifying Changes

A useful method should help a user to extract knowledge by making it intuitively easy to

observe phenomena. This is particularly important when there are many views and many

intertwined factors. We propose the following solutions.

1. SentiStance Table (SST). We propose to use contingency tables to observe

the “joint distribution” between sentiment and stance. SST will show, for each day, each

forum, and each aspect, how many posts fall under the pair-class categories shown in Ta-

ble 4.5. The table captures the daily interaction and connection between sentiment and

stance in 9 pair-class combinations.
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Table 4.6: SentiStance Summary Table (SSST) captures the change between the percentage of
sentiment and stance for multiple forums and aspects using colors and symbols for ease of exposition.
Here we focus on the Insurrection on January 6, 2020 event. The symbol (−) implies <10% change,
while ↑ and ↓ indicate the increase and decrease within 10% - 20%, and △ and ▽ represent change
>20%. The smallest change was for “Trump” and “Republican” on Reddit and 4chan despite a
doubling of posts at the event, which implies a “hardened” position towards these aspects.

2. Delta-SentiStance Table (∆SST). We propose to use an offset table, as

shown in Table 4.1 to display the change of sentiment and stance at an event. Intuitively,

this is equivalent to taking the delta change of aspect between sentiment and stance at

the event and compared it with a historical average. In our study, we use the average

throughout three months period. The values show the increase in green color or decrease

in red color in the percentage of the posts. The goal is to enable a user to quickly gauge

the effect even with a quick glance with the use of colors. The numbers can then provide

more detail if the user wants to investigate things further.

3. SentiStance Summary Table (SSST). We propose a compact way to gauge

the change across forums and aspects. Intuitively, we want to show an informative overview

of multiple Delta-SentiStance Table. In the SentiStance Summary Table (SSST), we sum-

marize the change of sentiment and stance for each forum at several events. We show a

part of the SSST in Table 4.6 at the Insurrection, due to space limitations. We use colors

and symbols to capture the effect of the event on stance and sentiment towards aspects in
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each forum. The table include the following information:

• Percentage of posts (%Post) captures the number of posts containing aspects of in-

terest at the events. We report as the percentage of the total number of posts in the

three months in each forum shown in Table 4.2.

• Post increase (INCR) measures the increase in the number of posts that refer to an

aspect at the event. We report this number relative to the average number of posts

that refer to the aspect per day on each forum.

• SentiStance Change (SSCHG) is the maximum change in the daily percentage of each

pair-class of sentiment and stance at a given event. The SSCHG percentage shown in

SSST is the highest change of the 9 pair classes. This number is also used to detect

significant events.

• Sentiment (NEG, NON, POS): shows the percentage change of each sentiment class

responding to the event in which we compare the percentage of sentiment at the event

and the average percentage of sentiment for each aspect over three months of observing

period.

• Stance (AGA, NON, FAV) shows the percentage change of each stance class respond-

ing to the event. Similarly to sentiment, we compare the percentage of stance at the

event against the average for each aspect.

Using the SentiStance Summary Table. We provide some guidelines as to

how a user can use this more complex table.

First, the user can start by looking at the colored boxes which indicate a change.

Among these changes, the use can identify if changes for an aspect are consistent across
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forums. Second, the user can examine if one or more aspects exhibit similar changes.

Finally, the user can consider if the changes were associated with change in the posting

activity for relevant to that aspect as captured by INCR and SSCHG.

4. Aspect-Centric Evolution Table (ACET). A complementary view is to

see how different events affect one or more aspects. We propose to use the Aspect Centric

Evolution Table (ACT) as shown in Table 4.7 for aspects “Trump,” “Pence,” “Democrat,”

and “Republican.” Due to space limitations, we don’t show all forums for all aspects. The

table shows the class with the most dominant change both sentiment and stance for each

event with colors to enhance usability. The value of this table is that we can viscerally and

quickly gauge: (a) which events affect an aspect, and (b) which aspects seem to be affected

similarly from the same events. Here, we see that Parler and 4chan turn negative (Negative,

Against) towards “Pence.”

It is also interesting to observe that Parler turns negative towards the aspect

“Republican” in the same way they turn against “Pence.” By contrast, aspect “Trump,”

the republican leader, does not see a similarly negative effect. In other words, people get

angry towards “Pence” and “Republican” but not “Trump.” A tempting inference here

is that Mike Pence represents the establishment republican, unlike Donald Trump who

transcends the term republican.

4.4 Case Study: Phenomena and Observations

In this section, we showcase the usefulness of our approach in practice focusing on the six

aspects and three events that we described in the Background section. We focus on two
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Election StopTheSteal Insurrection Inauguration
Term Forum

Sentiment Stance Sentiment Stance Sentiment Stance Sentiment Stance

Reddit NEG AGA ↓ − − − − − − − − −
4chan POS FAV ↑ − − − − − − − − −Donald Trump
Parler − − − POS FAV △ POS FAV ↓ − − −
4chan NEU NON ↑ − − − NEG AGA ↑ − − −

Mike Pence
Parler − − − − − − NEG AGA △ − − −

Democrat Reddit NEU NON △ − − − − − − − − −
4chan NEG AGA ↓ − − − − − − − − −

Republican Reddit NEG AGA ↓ − − − NEG AGA ↑ − − −
Parler − − − − − − NEG AGA ↑ − − −

Table 4.7: The Aspect-Centric Evolution Table (ACET) displays the evolution of sentiment and
stance across multiple events. Due to space limitations, we show only a subset of aspects and
forums. We observe that events Election and Insurrection had a significant effect on several aspects,
while StopTheSteal and Inauguration much less so. Similarly, aspect Trump was mostly affected
by the event Election. Interestingly, the aspect “Republican” seems to be more similar to aspect
“Pence” than the concept “Trump” at the Insurrection event.

large categories: (a) event-driven user behavior, (b) posting behavior, and (c) the correlation

between sentiment and stance.

Caveat: The results we will report are only relevant for political discussions and

even then they could be influenced by the forums and the type of aspects that we examine. In

other words, a forum focused on soccer or financial policy may not exhibit similar behavior.

We discuss the generalization of the approach in the next section.

4.4.1 Identifying Event-Driven User Behavior

1. Parler and 4chan users want to “Hang Mike Pence,” while Reddit users ap-

preciate his role during the Insurrection. Users across forums exhibit widely different

behaviors for the same concept. This observation is fairly apparent in several of the tables

of the previous section. For completeness, we can revisit to Table 4.7 that focuses on the

class with the biggest change. Different forums exhibit significantly different responses to

different events. In fact, some events exhibit no significant change due to an event, while

others respond with resentment or favorably. Focusing on aspect ”Pence” at the Insurrec-
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tion, we can see more detailed analysis in Table 4.1. The far-right groups on Parler become

resentful towards ”Pence” with an increase of 33.1% in Negative sentiment and Against

stance. By contrast, Reddit users appreciate his role that day and there is a decreast of

Negative-Against by 7.1.% with increases in the four pairwise combinations of Neutral or

Positive classes with the maximum increase of 5.5% in Neutral-None class.

2. Sentiment and stance toward “Trump” change at the Election event

but don’t change at the Insurrection. The first indication of this observation can be

seen in Table 4.7. Only the election creates a significant change in the senti-stance for aspect

“Trump” for Reddit and 4chan. While for Parler, the StopTheSteal and Insurrection events

creates Positive-Favourable change. Intrigued, we want to investigate this further. We plot

the time series evolution of a subset of the pair-class in Fig. 4.1 for each forum. We observe

that for Reddit and 4chan the change is mostly at the Election and even then it is relatively

small. By contrast, Parler exhibits wildly varying behavior: there is a huge spike of roughly

doubling the Positive-Favorable pair-class at the StopTheSteal event. Furthermore, the

effect of this event seems to lingers for roughly two months! Surprisingly, the Insurrection

has no effect on the aspect “Trump”.

The above analysis strongly suggests that one could use this kind of analysis to:

(a) characterize a forum and its users, and (b) detect unusual emerging phenomena and the

groups affiliated with them.

3. Aspect profiling: Events do not affect tangentially-related aspects.

We can use the effect of the events to characterize an event. In the Aspect-Centric Evolution

Table in Table 4.7, we see that each event differs from every other event with respect to its
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(a) Donald - Reddit (b) Donald - 4chan (c) Donald - Parler

Figure 4.1: The temporal view of the SentiStance framework on aspect “Trump.” Each line rep-
resents the percentage of a pair-class of sentiment and stance (a subset shown for clarity). Note
that on Jan 10, Parler was shut down. Most events do not affect the users predisposition toward
”Trump”. The exception is the initiation of the StopTheSteal campaign, which has huge impact but
only on Parler.

effect on the reported aspects.

Although not-shown due to space limitations, aspects “QAnon” and “Pelosi” are

not significantly affected by any of the events on all three forums. We attribute this to the

fact that the users do not find these aspects relevant to the events.

4.4.2 Are Sentiment and Stance Correlated?

Can sentiment be used as a proxy of stance? We revisit here this question that has divided

the community with some studies in favor [37, 17] and others against [18]. The latter

and most recent study argues sentiment and stance are unrelated, but they report results

averaging across many disparate aspects, and across large time intervals. We revisit the

question with a new twist: we observe aspects individually and anchor them to events.

1. Does a significant event intensify the correlation between sentiment

and stance? We observe that some events can strengthen the correlation between senti-
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Figure 4.2: Box plots compare the daily correlations between the significant events and non-events.
We find that significant events on Parler intensify the correlation between sentiment and stance. We
observe the highest correlation for the aspect “Trump” during the “Stop the steal” campaign.

ment and stance. Such events would have to satisfy following condition: the event must

be related to the aspect and have a clear-cut outcome corresponding to the stance. The

following example captures the intuition: the Positive sentiment of the fans of a football

team will reveal their stance when their team wins. By contrast, an “indifferent” event,

such as a change in the rules of the game will reveal as easily team preferences.

First, we evaluate this idea by applying χ2 test on the daily sentiment and stance

on each aspect in our forums. We find that 95.6% of the days reject the null hypotheses with

a p-value< α, with α=0.05, which suggests that sentiment and stance are not statistically

independent.

We then calculate the daily sentiment and stance correlation at days without

a significant event and at days with significant events as shown in Fig. 4.2. Note that

sentiment and stance were completely independent the observed value would be 33.3%

given the existence of three classes. In the figure, we see that days without significant

events exhibit an average of 58%. The correlation at significant events is 55% for Reddit

and 4chan and 68% for Parler. The key observation is that significant events can sometimes

induce a substantial correlation between sentiment and stance, but not always.

Intrigued, we want to investigate why Reddit and 4chan do not exhibit the in-

tensified correlation in contrast to Parler. Let’s focus on the Insurrection event. The
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Insurrection is a significant event for “Pence” in all forums, where the correlation values are

54.9%, 54.5%, and 67% in 4chan, Reddit, and Parler, respectively. Parler showed a signifi-

cant increase in Negative sentiment and Against stance. 4chan displayed a similar trend to

Parler but at a lower scale and a mix of Negative sentiment and None stance. Reddit shows

a small increase in Neutral sentiment and None stance. This shows that the Insurrection

fails to induce the majority of the community on Reddit and 4chan to respond to the event,

perhaps because it is not clear, which side “won” at the Insurrection, a complex event that

could be interpreted in many ways.

2. Is sentiment a good predictor of stance? In general, sentiment is not a

good predictor of stance. We reach this conclusion by finding the accuracy of sentiment

to predict stance, which can be calculated by collapsing the daily SentiStance Table 4.5

column-wise to get a percentage of each stance per particular sentiment. A good predictor

can be indicated with the high percentage of posts diagonally in the table. Some aspects

such as “Democrat” and “Trump” yield more than 80% accuracy for at least 89% of the

observed days on Parler, for Negative and Positive sentiment respectively but they got a

low predictor accuracy in other forums. We conjecture that, under the right conditions on

the dynamics among aspect and event, sentiment can be a good predictor of the stance.

3. Is stance a good predictor of sentiment? We observe that an Against

stance can imply Negative sentiment relatively accurately, but other pair-classes are less

strongly correlated. We perform a similar process as above by collapsing the SentiStance

table row-wise to gauge the stance prediction accuracy for sentiment. We see that when

people are Against an aspect, they are also likely to accompany Negative sentiment toward

76



Figure 4.3: Stance as a predictor of sentiment: Each color represents the accuracy distribution for
each class of stance for days without event (all forums) and days with significant events. An Against
stance predicts a Negative sentiment most accurately irrespective of the presence of an event.

that aspect. The figure shows again the correlation of Stance to Sentiment accuracy for (a)

days without a significant event for all forums, (b) days with significant events for Parler, and

(c) days with significant events for Reddit and 4chan. The Against to Negative correlation is

the highest (red boxes with average range 71-75%), with None to Neutral correlation being

second (orange color and average range 55-57%), and Favorable to Positive correlation being

last (green color with average range 33-44%).

4.5 Discussion

Will SentiStance generalize to other online forums and domains? Yes. Our

approach is an ML-based framework that will generalize to other domains as long as it is

trained with appropriate data. Naturally, the accuracy will need to be assessed for different

domains or even specific concepts. For example, a concept may be mentioned scarcely in a

forum, or specific terms may have multiple and ambiguous meanings.

Here, we provide evidence for the capabilities of SentiStance at detecting sentiment
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and stance on the political discussion in forums. It can also apply to other domains but

slight adjustments would be needed. For example, posts in the sports domain might use

different terms to express their stance and sentiment regarding their favorite football teams.

Domain-specific training sets will certainly improve the model detection accuracy.

How our finding can generalize to other domain? From our case study on

the political domain, the intensification of the correlation and the predictability between

sentiment and stance driven by events are intuitive. We see SentiStance as a starting point

in understanding the relationship between sentiment and stance. With more experiments in

different domains, with different aspects, users, events and time periods, we can generalize

our findings and provide a broader perspective on the relationship between sentiment and

stance across other topics driving user engagement on social media.

4.6 Related Work

We summarize related works in the following general areas.

Political analysis on online forums. There are several studies of activities in

politically-oriented online forums. The works [91, 72, 21] analyze and characterize Reddit,

4chan and Parler, respectively. They also measure vital statistics such as the distribution of

posts and users which serve as a basic step on further analysis. The work in [46] compares

Parler and Twitter during the Insurrection where they observe similarity in trends and

language use. The study [73] shows how fact-checking on the validity of information can

influence users on online forums. Other studies [80, 85] focus on the connection between

political views and other issues, such as COVID-19.
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Sentiment analysis and stance detection on the web. Many papers explore

the interconnection between sentiment and stance. These works [20, 90, 87, 68] compare

and contrast the practical use of sentiment and stance on different models and available

datasets. Despite the difference of sentiment and stance, some works [37, 17] suggest the

use of sentiment as one of the key features to detect stance. The work [18] suggest otherwise

where they propose sentiment cannot proxy stance, although that finding does not condition

on events as we do in SentiStance.

4.7 Conclusion

The key contribution of our work is SentiStance, a systematic approach to measure and

quantify the change of sentiment and stance towards an aspect in online forum. Our ap-

proach consists of two components: (a) measuring, and (b) visualizing the evolution of

sentiment and stance. These two components work harmoniously to quantify the sentiment

and stance as a pair class towards an aspect in response to real-world events. We develop

comprehensive models to classify posts into three categories in two dimensions: (Negative-

Neutral-Positive), and (Against-None-Favor), respectively to sentiment and stance. We

show that SentiStance achieves a classification accuracy of up to 74% for sentiment and

stance. We see SentiStance as a systematic approach that can shed light in understanding

the relationship and the connection between sentiment and stance in the community.
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Chapter 5

Conclusions

Our thesis proposes and develops a systematic suite of methods to recognize users’

cognition and identify behaviors in an online discussion forum. We develop a comprehensive

approach to a) recognize, detect and characterize both common and abnormal behaviors in

online forums and b) quantify and redefine the understanding of users’ cognition in terms of

sentiment and stance. Our approaches have the following main advantages: a) we develop

comprehensive tools to detect and analyze online behavior, b) our tools can quantify users’

cognition in terms of sentiment and stance with respect to the specific topic or keyword

in the post and c) we show the sentiment and stance can be correlate conditioning to the

critical event.

We see our work as an important step that can enable many new research directions

including: a) detecting emerging users’ cognition in a different domain, b) reevaluating how

sentiment and stance correlate, and c) monitoring online activity in the online discussion

forum in a structured and meaningful way.
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