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Optimizing Connected Component Labeling Algorithms

Kesheng Wu, Ekow Otoo and Arie Shoshani

Lawrence Berkeley National Laboratory, Berkeley, CA, USA

ABSTRACT

This paper presents two new strategies that can be used to greatly improve the speed of connected component labeling
algorithms. To assign a label to a new object, most connectedcomponent labeling algorithms use a scanning step that
examines some of its neighbors. The first strategy exploits the dependencies among them to reduce the number of neighbors
examined. When considering 8-connected components in a 2D image, this can reduce the number of neighbors examined
from four to one in many cases. The second strategy uses an array to store the equivalence information among the labels.
This replaces the pointer based rooted trees used to store the same equivalence information. It reduces the memory required
and also produces consecutive final labels. Using an array instead of the pointer based rooted trees speeds up the connected
component labeling algorithms by a factor of 5∼ 100 in our tests on random binary images.

Keywords: Connected component labeling, Union-Find, optimization

1. INTRODUCTION

Our goal is to speed up the connected component labeling algorithms. Since connected component labeling is a funda-
mental module in medical image processing, speeding it up improves the turn-around time of many medical diagnoses
and procedures.1–5 Improving these labeling algorithms also benefits other applications in computer vision and pattern
recognition.6–8 Given an image, connected component labeling assigns labels to a pixel such that adjacent pixels of the
same features are assigned the same label.

In this paper, we only consider the problem of labeling binary images stored as 2D array of pixels.9–11 Such a binary
image is typically an output from a preceding image analysisstep that has identified pixels of specific features. Limiting
to 2D binary images allows us to isolate the connected component labeling problem for a more detailed study. The
techniques discussed in this paper can be easily be applied to cases where the labeling procedure is integrated into other
analysis. To further limit the scope of this paper, we only use 8-connected components of 2D images for our experiments
and illustrations.9–11 The approaches used in this paper should apply to higher dimensional images as well.

In a paper by Suzuki et al.,11 approaches for connected component labeling are categorized into four groups: (1)
methods by repeated passes over the data, (2) methods of two passes over the data, (3) methods using hierarchical tree
equivalent representations of the data, (4) parallel algorithms. These approaches share one common step, known as the
scanning step, which examines the neighbors that have already been assigned a label to determine a label for the current
pixel. The methods in the first group simply repeat this scanning step back and forth until each pixel has a stable label.
Most of these methods can be implemented in-place without any additional work space. However, the number of iterations
could be arbitrarily high. An efficient variations of this basic approach is an algorithm by Suzuki et al.,11 which uses an
additional array to store some label equivalence information.

A general approach to handle the label equivalence information is to use Union-Find algorithms with pointer based
rooted trees.10, 12, 13 The second group of methods generally take this approach. They scan the image once to assign
provisional labels and establish equivalence information, and pass through image again to assign the final labels. An
algorithm by Fiorio and Gustedt is a representative we choose from this group.10 In this paper, we concentrate on
strategies to improve the first two groups of methods and willnot discuss any image format issues or parallelization issues.

A shortcoming of the pointer based rooted trees is that the time to manage the pointers and the associated dynamic data
could easily dominate the whole labeling algorithm.14 Recently, Chang et al. proposed a new labeling algorithm based on
contour tracing, which they show to be more efficient than most known algorithms.9

Further author information: Kesheng Wu: E-mailKWu@lbl.gov, Telephone 1 510 486 6609. Ekow Otoo: E-mailekw@data.lbl.gov.
Arie Shoshani: E-mailArie@lbl.gov.

LBNL-56864



Backward scan mask

b ca

d e e

b

d

c

e

a

Forward scan mask 8−connected neighborhood

Figure 1. The masks and the neighborhood of pixele. Notice that all the pixels in the forward and backward scan masks are in the
neighborhood of pixelb.

To improve speed of the labeling procedure, we propose two strategies; the first reduces the number of neighbors exam-
ined during scanning steps and the second reduces the cost ofUnion-Find algorithms. The pattern formed by the neighbors
scanned already plus the current pixel is called ascan mask,11 see an illustration in Figure 1. The first strategy comes
out of a realization that the neighbors in a scan mask are not independent. When considering 8-connected components, all
pixels in the scan mask are neighbors of one of them. With appropriate supporting data structures, only one neighboring
pixel is needed to determine the label of a new pixel. This canreduce the number of neighbors examined from four to one.
Clearly, this is not the case for every pixel, however, the average number of neighbors scanned is usually less than four.
For 2D images, this approach does not apply to the 4-connected components. However, for high dimensional images, the
potential gain of exploiting the similar dependency can be very significant.

The second contribution of this paper is that we implement Union-Find algorithms with an array rather than pointers.
Our implementation uses less memory than the usual pointer based implementations. More importantly, it significantly re-
duces the overall execution time of the labeling algorithm.When all data structures fit into memory, the labeling algorithm
with array based Union-Find is about five times faster than the similar algorithms with pointers. If the memory is smaller,
the difference can be much more dramatic.

This paper does not provide a rigorous analysis of the new strategies. To verify their correctness, we implemented a
number of different algorithms with and without our new proposed strategies. In addition, we implemented a version of
the algorithm based on contour tracing. Unlike the originalone proposed by Chang et al., our implementation does not
copy the image into a larger array.9 In fact, we require no auxiliary storage at all. We also implemented Fiorio’s algorithm
without the flatten step that comes after scanning every line.10 The flatten step was crucial in the theoretical analysis,
however, in practice, removing it usually speeds up the labeling programs. We also implemented a labeling algorithm that
first connects pixels into blocks.15 On the set of random images we tested, this block scan approach does not outperform
the pixel based scans because there are very few large blocks.

The rest of this paper, describes the above mentioned strategies as modifications to existing labeling algorithms. In
Section 2, we describe how to modify the scanning phase of thealgorithm by Suzuki and others. In Section 3, we describe
how to modify Fiorio’s algorithm to use an array based Union-Find. In Section 4, we describe a modified version of Chang’s
algorithm and a block based algorithm similar in spirit to analgorithm by Shima et al..15 Performance measurements are
given immediately following the description of the modifiedalgorithms. A short summary is given in Section 5. Pseudo-
code segments of the array-based Union-Find algorithms aregiven in the appendix.

2. REDUCING THE NUMBER OF NEIGHBORS SCANNED

In this section, we briefly review Suzuki’s algorithm and describe a decision tree to exploit the dependencies among the
neighbors. The decision tree allows us to reduce the number of neighbors examined during the scanning steps of Suzuki’s
algorithm. We will also describe the test setup and performance measurements.

2.1. Outline of Suzuki’s Algorithm

To show how to use the decision tree, we describe a particularexample, i.e., applying it to the algorithm proposed by Suzuki
et al., referred to subsequently simply asSuzuki’s Algorithm.11 Suzuki’s algorithm performs repeated passes over a binary
imageb(x, y), alternating in forward and backward directions. The binary imageb(x, y) consists of pixel valuesFO andFB

indicating foreground object and background values of the image whereFO = 1 andFB = 0. Like in the simple scanning
step, it accesses the pixels sequentially in raster scan order using the scan mask shown in Figure 1. At the same time,
it also updates a one-dimensional table called thelabel connection tableT to memorize label equivalence information.
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Figure 2. The decision tree used in scanning for 8-connected neighbors.

Similar local operations in the backward scan order are performed using the scan mask shown in Figure 1. A key feature
of the Suzuki’s algorithm is the use of the label connection table to reduce the number forward and backward scans. The
assignment of provisional labels not only propagates on theconnected components but also in the label connection table.

In the scanning step, Suzuki’s algorithm determines the provisional label of a pixel at position (x, y) (markede in the
scan masks of Figure 1) as follows:

g(x, y) =







FB if b(x, y) = FB,
m, (m = m + 1) if ∀(i, j) ∈ Ms, g(x − i, y − j) = FB,

Tmin(x, y) otherwise, whereTmin(x, y) = min{T [g(x − i, y − i)]|(i, j)p ∈ Ms}.

wherem is initialized to 1,(m = m + 1) increments the labelm andMs denotes the region of the mask excepte. The
label connection table is updated, simultaneously with theassignment of the provisional labels as follows:







no-operation ifb(x, y) = FB,
T [m] = m if ∀(i, j) ∈ Ms, g(x − i, y − j) = FB,

T [g(x − i, y − j)] = Tmin(x, y) otherwise.

Operations on the backward scans are similarly defined with appropriate modifications to the formulas. See Suzuki et al.11

for details. To save space, we refer the readers to the original papers for other algorithms.

2.2. Decision tree

While determining the provisional label of a pixele, like most existing algorithms, Suzuki’s algorithm examines all neigh-
bors in the scan masks. In Figure 1, it is clear that all the neighbors in the scan masks are neighbors ofb. If there is enough
equivalence information to access the correct label ofb, there is no need to examine the rest of the neighbors. Without
proving the correctness, we simply present the decision tree as a way to organize the scan operation in a specific order.

Instead of examining all four neighbors ofe, i.e.,a, b, c andd, we propose to examine the neighbors according to a
decision tree, see Figure 2. LetL denote the 2D array storing the labels and letE denote equivalence array, which was
termed the label connection tableT in Suzuki’s algorithm.11 The three functions used by this decision tree are defined
as follows. (1) The one-argument copy function, copy(a), contains one statement:L (e) = E(L (a)). (2) The two-argument
copy function, copy(c, a), contains three statements:L (e) = min(E(L (c)), E(L (a))), E(L (c)) = L (e), E(L (a)) = L (e). (3)
The new label function setsm asL (e), appendsm to arrayE, and incrementsm by 1.

The provisional label forc may be different from that ofb if they both pixels have value 1. In this case, using the
decision tree would miss the opportunity to update the equivalence array. This may cause the modified version to use more
iterations than the original version. However, they usually use the same number of iterations and and the modified version
is faster per iteration than the original version. In the next section, we present a different version these copy functions that
would fully capture the equivalence information. In that case, we only need to scan the image once.



Table 1. Information about the test machines.

CPU type Clock Cache Memory OS Compiler
(MHz) (KB) (MB)

UltraSPARC 450 4096 4096 Solaris 8 Forte workshop 7
Pentium M 1500 512 512 Windows XP Visual Studio .NET
Pentium 4 2200 512 512 Linux 2.4 gcc 3.3.3

Table 2.Total time of all test cases used by two versions of Suzuki’s algorithm and the average speedup of the modified version.

Total time (sec) Speedup
Original Modified

UltraSPARC 8570 4490 1.9
Pentium M 1630 1090 1.5
Pentium 4 1510 842 1.8

2.3. Test setup

To measure the performance of the various labeling algorithms, we use random 2D binary images. If the majority of the
pixels are 0, we initializes all pixels to 0 and then uses a uniform random number generator to pick a specified number of
pixels to set them to 1. Conversely, if the majority are 1, it initializes all bits to 1 and sets some random pixels to 0. These
test images are generally harder to label than real medical images. However, they make reasonable test images to measure
the performance of connected component labeling algorithms.10, 11

To ensure that our measurements are not biased by a particular hardware environment, we have selected to run the same
test cases on three different machines listed in Table 1. On each machine, we also choose to use different compilers. These
choices should make the performance differences more likely due to algorithmic differences rather than other factors.

Majority of the test images have either 5,000 x 6,000 pixels or 10,000 x 10,000 pixels. They vary in the number of
pixels that are 1. In all tests, the input image is overwritten with labels. All algorithms leave 0 pixels as 0 and assign
a positive integer as the label of each pixel that was 1 on input. In later discussions, thework spacerefers to the space
required in addition to this image array. All time values reported later are elapsed time in seconds. All reported time values
are from a single test run and therefore may contain random variations due to both randomness in the test images and
random activities on the test machines.

2.4. Performance of modified Suzuki’s algorithm

Figure 3 shows the timing measurements of the two versions ofSuzuki’s algorithm on three different machines and Table 2
shows the total time used by each algorithm on all test images. The speedup reported in Table 2 is simply the total time
used by the original version divided by the total time used bythe modified version. On two out of three test machines, the
speedup is nearly two.

Among the four neighborsa, b, c andd in the scan mask, if none of them is 1 or only one pixel is 1, using the decision
tree is not likely to save any time. However, if there are morethan one pixel that is 1, using the decision tree will save
time. In random images, if there are more than one quarter of pixels that are 1, using the decision tree is expected to save
time. In Figure 3, the modified algorithm uses less time than the original version if the pixels in the connected components
is more than8 × 106 for 5,000 x 6,000 images or2 × 107 for 10,000 x 10,1000 images. This agrees with expectation.

Since using the decision tree in the scanning step never costs more time compared with a simple loop over all neighbors,
we will always use the decision tree in the rest of this paper.

3. IMPROVING UNION-FIND WITH AN ARRAY

In this section, we consider two options to modify the connected component labeling algorithm by Fiorio and Gustedt.10

The particular algorithm used here is Algorithm 2 in their paper. The first option is to replace the pointer based rooted



UltraSPARC
5000 x 6000 10000 x 10000

0 0.5 1 1.5 2 2.5 3

x 10
7

0

5

10

15

20

25

30

pixels in connected components

ti
m

e 
(s

ec
)

original
modified

0 2 4 6 8 10

x 10
7

0

20

40

60

80

100

pixels in connected components

ti
m

e 
(s

ec
)

original
modified

Pentium M

0 0.5 1 1.5 2 2.5 3

x 10
7

0.5

1

1.5

2

2.5

3

3.5

4

4.5

pixels in connected components

ti
m

e 
(s

ec
)

original
modified

0 2 4 6 8 10

x 10
7

0

2

4

6

8

10

12

14

16

pixels in connected components

ti
m

e 
(s

ec
)

original
modified

Pentium 4

0 0.5 1 1.5 2 2.5 3

x 10
7

0

1

2

3

4

5

pixels in connected components

ti
m

e 
(s

ec
)

original
modified

0 2 4 6 8 10

x 10
7

0

5

10

15

20

pixels in connected components

ti
m

e 
(s

ec
)

original
modified

Figure 3. Timing results of two implementations of Suzuki’s algorithm, where the modified version uses the decision tree shown in
Figure 2 to reduce the number of neighbors examined.
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trees for Union-Find with an array. The second option is to remove the flatten operation after scanning each line. This
section contains three subsections, the first two describe the above two options and the last describes the performance of
four different implementations of Fiorio’s algorithm.

3.1. Array based Union-Find
We have mentioned that the equivalence arrayE used in Suzuki’s algorithm does not capture all equivalenceinformation.
One way to improve the algorithm is to fully capture the equivalence information. The equivalence information is often
represented in as rooted trees in a Union-Find algorithm. Representing the same information in an array provides an
alternative for Union-Find algorithms.12, 14, 16–18

An arbitrary forest of trees can be suitably relabeled and represented with an array, see an example in Figure 4. First,
nodes of these trees need to be relabeled with consecutive integers. In the example shown, the first integer used is 0 to
make it directly usable as an index to an array in C/C++. This relabeling of nodes can be done with any ordering of the
nodes. To make it easier to produce consecutive labels, we use an ordering that is equivalent to a pre-order traversal of the
trees, which labels a node before its descendants. After relabeling, an element of the equivalence array represents a node
and the value of the array element is the index of its parent. The array can be interpreted as the same rooted trees.

Since the trees used in Union-Find typically do not contain links from a parent to its children, the above relabeling
procedure can not be performed after the rooted trees have been created. However, the provisional labels generated during
the scanning step are consecutive integers that can be used as the indices to arrayE. This arrayE would have exactly the
same size as the label connections tableT used by Suzuki et al..11

It is relative straightforward to implement all the algorithm associated with Union-Find using an array instead of a set
of pointer based rooted trees. The detailed algorithms are given in the Appendix A. Next, we briefly describe how to use it
with the decision tree shown in Figure 2.

The leaf nodes of the decision tree contains three functions: a new label function, a one-argument copy function and a
two-argument copy function. The new label function and the one-argument copy function remain the same as before. The
two-argument copy function, copy(c, a), now contains one statement:L (e) = union(E, L (c), L (a)).

After the scanning step to assign provisional labels and building the equivalence array, Fiorio’s algorithm uses the trees
to assign the final labels to all pixels in the connected components. Using the array based Union-Find that ensures the root
of each tree has the minimal label, we can implement a procedure, calledflattenLabelin the appendix, that not only flattens
the trees but also assigns consecutive final labels to the components in one single pass of the array.

3.2. Removing extra flatten operations
Algorithm 2 proposed by Fiorio and Gustedt in their paper10 invokes a flatten operation after scanning each line. This
flatten operation calls the find-compress function on every provisional label used in the current line. The same algorithm
should run correctly without the flatten operations. When a particular provisional label is used later, the find-compress
function would do the same job that would be performed in the flatten operation. Clearly, we don’t expect this strategy
to have very much impact on the overall performance of the labeling algorithm. However, in order to support the flatten
operations, the provisional labels used in the current lineneed to be stored separately. The data structures for these labels is
created and deleted for as each line of the image is scanned. Removing the flatten operations also removes these dynamic
data, which could speed up the labeling algorithms.



Table 3.Total time of all test cases used by four versions of Fiorio’salgorithm and the average speedup of the modified versions.

Original No Flatten Array UF Array UF,
No Flatten

time (sec) time speedup time speedup time speedup
UltraSPARC 11100 7160 1.55 4000 2.78 2040 5.4
Pentium M 27100 25000 1.08 1320 20.5 400 67.6
Pentium 4 5900 6340 0.93 1480 3.99 340 17.4

3.3. Performance of four versions of Fiorio’s algorithm

We implemented four variations of Fiorio’s algorithm, the original algorithm, a modified version without any flatten oper-
ation in the scanning step, a version with the array based Union-Find, and a version with the array based Union-Find and
without any flatten operation in the scanning step. In Figure6 and Table 3, the four algorithms are labeled as ’Original’,
’No Flatten’, ’Array UF’ and ’Array UF, No Flatten’. We do notshow the timing results onPentium M in Figure 6 to save
space. As seen in Figure 3, timing results onPentium M follow that ofPentium 4quite closely, with the former typically
larger then the latter because the particularPentium 4processor has a faster processor.

The total time of all test cases is shown in Table 3. The speedup shown is compared with the original algorithm. We
see that in most cases, the speedup value is greater than one which indicate the modified version is faster than the original
Fiorio’s algorithm. The only exception is the version with pointer based rooted trees and without flatten operations, which
shows an average slow down of about 7% on thePentium 4 machine. From Figure 6 we see that in these unusual cases
where the modified version takes longer than the original version, both of them take much longer than Suzuki’s algorithm.
Figure 5 shows the number of provisional labels and the final labels assigned by Fiorio’s algorithms. It is clear that in
these unusual cases, the number of provisional labels is large, around 6 - 8 million. The array to store the labels requires
about 400 MB. The pointer based rooted trees take four words per provisional label∗, which may take another 100 MB.
The total memory requirement is close to the main memory sizeon the two Pentium based machines. In these cases, most
of the execution time is spent on swapping. The observed slowdown might also be specific to thePentium 4 machine
because the same slow down is not observed on thePentium M machine. In fact, when all data fit in memory as on the
UltraSPARC machine, removing the unnecessary flatten operations increases the overall execution by about 55%.

The fastest version is the one with the array based Union-Find and without the extra flatten operations. When the test
problem size fit in memory, the average speedup is more than five. In cases where the image size plus work space is close
to the computer memory size, the speedup can be in the hundreds.

4. TWO MORE MODIFIED ALGORITHMS

In this section, we describe two more connected component labeling algorithms, one based on a contour tracing algorithm9

and the other based on a block scan algorithm.15 Our version of Chang’s algorithm overwrites the input imagearray with
labels and does not use any additional storage. Our block scan algorithm builds blocks from input image and uses the array
based Union-Find. This section has three subsections. The first two subsections briefly describe these two algorithms.
The last subsection shows performance results of these two algorithms against the best versions of Suzuki’s algorithm and
Fiorio’s algorithm.

4.1. An in-place contour tracing algorithm

The basic principle in contour tracing is to examine all neighbor pixels in a fixed order so that a neighbor on the boundary
of the same connected component is visited first.9 The algorithm described by Chang et al. uses a number of arrays as
the work space. It is straightforward, although a little laborious to implement the same algorithm without the extra work
space. What is needed is more if-statements to deal with the pixels on the boundaries of a image. Potentially, these extra
if-statements would make the algorithm run slower than the original version if everything were to fit in memory. However,

∗The four words are: (1) one for the label value, (2) one for pointer to a parent, (3) one for the weight of the tree (required for
weighted union algorithm13), and (4) one to point the data structure for a node of the rooted trees.
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Figure 5. Number of final labels and provisional labels of the test images. Since all algorithms scan the images in the same order, the
same number of provisional labels are used.

for large images like those with 10,000 x 10,000 pixels, the extra work space required by original algorithm would not fit
in memory on two of the three test machines. This would make the original algorithm much slower than our version.

There are two main tricks we use to implement the in-place algorithm. One trick is to label the components starting
from 2. We assume the input image contains only 0 and 1. Using the value 2 as the minimal label allows us to easily
distinguish pixels that have been assigned a label and a pixel that have not. The other trick is to treat the integer in the
image array as signed integer during contour tracing. This allows to mark some of the background pixels (i.e., those with0
value) with the value -1 as suggested by Chang et al..9 We could have used another value instead of -1, however, it appears
to be easier to program the algorithm using -1. After all the pixels have been scanned, we need a second pass to reset all
pixels marked -1 to 0. We also take the opportunity to reduce all positive labels by 1 so that the final labels starts with 1.

4.2. A block scan algorithm

Working with blocks instead of pixels has a number of obviousadvantages if there are block structures in the image.15

If most blocks contain more than two points, then a block representation would require less space. There are less objects
to scan and the scanning step may use less provisional labelsas well. In our implementation, we scan each line as usual,
however, when scanning a line, we first turn consecutive pixels into blocks and store the starting position and the end
position of each block along with its provisional label. This block data structure is used while scanning the next line and is
discarded afterword.

In this algorithm, it may be necessary for us to perform a union on many labels. In this case, we use the function
find to compute the root with the minimal label, and then use the functionset to mark all the provisional labels involved
equivalent to the new root. This should be more efficient thancalling the pair-wise union function.

4.3. Comparing the best options

We measured the performance of the two above algorithms against the best variations of Suzuki’s algorithm and Fiorio’s
algorithm. In Figures 7 and 8, our implementation of the contour tracing algorithm is marked as ’Chang’. The algorithm
marked ’Suzuki’ is the modified version that uses the decision tree shown in Figure 2. The algorithm marked ’Fiorio’ is
the one with the array based Union-Find and without extra flatten operations, i.e., the one marked ’Array UF, No Flatten’
in Table 3 and Figure 6.

In Figure 7, each plot shows tests on images of the same size but with varying number of 1s. In Figure 8, each plot
shows tests on images with a fixed fraction (1/6) of pixels being 1. In the first case, the total number of pixels in the images
is fixed for each plot and in the second case, the total number of pixels is strictly proportional to the number of pixels in
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Figure 6. Timing results of four implementations of Fiorio’s algorithm. The algorithms with array based Union-Find (marked ’Array
UF’) clearly require less time the those with pointers.

the connected components. All algorithms used are known to scale linearly as the number pixels in the image increases.
We clearly see that the timing values follow straight lines in Figure 8. This confirms that our implementations have the
expected linear property.

In Figures 7 and 8, our modified version of Fiorio’s algorithmrequires the least amount of time in most test cases. The
modified version of Suzuki’s algorithm takes about the same amount of time as the in-place version of Chang’s algorithm in
many test cases. The Suzuki’s algorithm often uses twice as much time as Fiorio’s algorithm and the block scan algorithm,
because Suzuki’s algorithm scan the image four times while Fiorio’s algorithm and the block scan algorithm only access the
image twice. On images with mostly 1s, the block scan algorithm and Chang’s algorithm may be the fastest. We anticipate
the block scan algorithm to perform even better if the input data is already in block structure, such as those output from a
search algorithm.19

5. SUMMARY AND FUTURE WORK

We studied a number of strategies to speed up connected component labeling algorithms. The two most effective strategies
are using a decision tree to minimize the number of neighborsscanned and using an array to implement Union-Find
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Figure 7. Timing results of four different algorithms, the modified version of Suzuki’s algorithm, the version of Fiorio’s algorithm with
the array based Union-Find and without flattening, the in-place version of Chang’s algorithm, and a block scan algorithm.

algorithms. The first can reduce the scan time by about half inmany test cases, and the second can reduce the total
execution time by a factor of five or more. If the image size is large, the speedup could be more than a factor of 100.

This paper did not give any analysis of the decision tree or the array based Union-Find algorithms. The output from the
tests indicate that they are correct. In the future, we wouldprovide rigorous analysis of their correctness and effectiveness.

APPENDIX A. THE ALGORITHMS FOR ARRAY BASED UNION-FIND

This appendix presents the algorithms for array based Union-Find in pseudo code with C++ syntax. In particular, we use
std::vector from the Standard Template Library to store the equivalencearrayE.

// Combine two trees containing node i and j.
// Return the root of the union.
unsigned union(std::vector<unsigned>& E,

unsigned i, unsigned j) {
unsigned root = find(E, i);
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Figure 8. Timing results of four algorithms on different size images with fixed density (1/6).

if (i != j) {
unsigned rootj = find(E, j);
if (root > rootj) root = rootj;
set(E, i, root);
set(E, j, root);

}
return root;

}

// Find the root of node ind. Compress the path.
unsigned findCompress(std::vector<unsigned& E,

unsigned ind) {
unsigned root = find(E, ind);
set(E, ind, root);
return root;

}

// Find the root of the tree from node ind.
unsigned find(const std::vector<unsigned>& E,

const unsigned ind) {
unsigned root = ind;
while (E[root] < root)

root = E[root];
return root;

}

// Set all nodes to point to a new root.
void set(std::vector<unsigned>& E,

unsigned ind, unsigned root) {
unsigned i = ind;
while (E[i] < i) {

unsigned j = E[i];
E[i] = root;
i = j;

}



E[i] = root;
}

// Flatten the Union-Find tree.
void flatten(std::vector<unsigned>& E) {

for (unsigned i = 0; i < E.size(); ++ i)
E[i] = E[E[i]];

}

// Flatten the Union-Find tree and relabel the components.
void flattenLabel(std::vector<unsigned>& E) {

unsigned label = 0;
for (unsigned i = 0; i < E.size(); ++ i)

if (E[i] < i) {
E[i] = E[E[i]];

}
else {

E[i] = label;
++ label;

}
}
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