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Abstract

Accelerated labeling of large scale geo-referenced datasets

by

Nikolaas M. C. Bender

The current landscape of modern field robotics confronts a notable expansion challenge,

primarily stemming from the proliferation of diverse platforms, vast data volumes, so-

phisticated algorithms, and powerful computational resources. However, the progress

of robotics beyond its conventional role as a mere observational tool is impeded by

limited autonomy and undeveloped data inference capabilities. The scarcity of labeled

data poses a significant hurdle in the application of machine learning to novel tasks in

the space of image comprehension, which incur exorbitant costs for manual labeling.

The traditional approach of relying on human annotators at workstations for prolonged

periods of time exhibits several limitations, including subjective consistency and human

factors concerns. Conversely, the adoption of human-centric labeling tools presents a

viable solution to address these challenges by deploying human experts in the field

to perform data labeling, thereby enabling swift inspection of the sensed environment

while eliminating data representation as a bottleneck. This approach facilitates the

rapid annotation of data in a sensor-agnostic manner, culminating in the generation of

large-scale, high-quality datasets within feasible timeframes by leveraging comparatively

small amounts of expert-derived knowledge to improve data labels over all.
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Chapter 1

Introduction

Field robotics has emerged as a valuable tool for the task of observation within

various domains. Presently, state-of-the-art approaches consider robots as mere exten-

sions of humans leveraging teleoperation or direct human review of data. In the context

of infrastructure inspection, the utilization of unmanned aerial vehicles (UAVs) equipped

with cameras enables operators to examine the condition of infrastructure for signs of

deterioration without the need to send humans into harms way to do the same initial

inspections. Notably, robots are increasingly replacing human personnel in tasks such

as inspecting wind turbines and power lines. The reliance on robots as remote sensing

devices for field technicians is a pragmatic but temporary solution stemming from inad-

equate investments in automating inspection processes that have traditionally depended

heavily on human intervention.

Increased situational awareness and data analysis are particularly valuable

for precision agriculture applications. Precision agriculture seeks to take into account
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the inherent variability within crop fields that mechanized farming would traditionally

treat an entire field based on sparse set of measurements[37]. The averaging behavior

of mechanized farming leads to excessive waste and ecological problems. To halt the

averaging behavior of mechanized farming, precision agriculture quantifies field health

at a scale of meters as opposed to acres, enabling hyper local treatment for crops.

A contemporary diagnostic workflow can be illustrated as follows: an aerial

survey utilizing a hyperspectral imaging system captures data across five distinct wave-

lengths of light including rededge and near infrared. This hyperspectral imagery is

subsequently processed using Geographic Information System (GIS) software, which

compiles the image data into a high-resolution gigapixel-scale representation of the re-

gion of interest. The data is then transformed to derive a health metric known as

the Normalized Differential of Vegetation Index (NDVI)[47]. NDVI serves as a sum-

mary of plant health based on the light absorption in the red and infrared wavelength

bands recorded by the hyperspectral imaging system. Resource allocation decisions are

subsequently guided by the NDVI and similar statistical measures.

NDV I = (NIR−Red)/(NIR+Red) (1.1)

Unmanned aerial vehicle (UAV) imaging systems are increasingly replacing

satellite imagery in precision agriculture due to their higher spatial resolution compared

to civilian-accessible orbital imaging modes, as well as the ability of UAVs to provide

on-demand observations.

As previously stated, NDVI 1.1 is a heuristic for plant health based on the
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Imager M/px

Landsat8 15-30
ASTRO @ 10m 0.003
Miasense @ 60m 0.04

Table 1.1: The ground resolution for comparison. Landsat8 is the most recent earth
observation satellite from NASA often being used to investigate deforestation and agri-
culture. ASTRO is our proposed imaging platform. Micasense is the commercial crop
imaging solution with a similar sensor configuration to landast.

observation that healthy plants absorb large quantities of red(668nm) light and reflect

large quantities of light in the near infrared(842nm) spectrum. However, when a plant

falls ill, less red light is absorbed and less near infrared light is reflected. This difference

in leaf color is commonly observed as plants turning brown. From an initial NDVI

raster, an expert can tune the NDVI calculation to correctly assess vegetation health,

e.g. by creating offsets or using reference areas of known healthy palnts [63]. This expert

manipulation is necessary to reject background signals, compensate for the spectral

impact of environmental moisture, and otherwise filter out noise. Once corrected, NDVI

maps are used to dispatch inspections of the flown area for patches of unhealthy crops.

This process for finding unhealthy plants with expert analysis employing NDVI takes

days or weeks to compute.

The time-consuming step in the NDVI rastering process lies in the necessary

human intervention for corrections, which motivates our proposed approach. Deep

learning is a promising technique for capturing expert knowledge and automating plant

health assessment and directly inferring plant health without the need of human inter-

vention or interpretation. The effectiveness of a deep learning approach relies on the

availability of sufficiently large-scale labeled image datasets for training robust models.

3



To address this challenge, we propose a novel labeling method where subject

matter experts create labels in the field, which can later be projected onto the corre-

sponding image data. This technique offers several advantages over traditional image

dataset construction methods1.1, including sensor and representation agnostic, paral-

lelizability, improved speed, and increased human compatibility. In total the proposed

system is more efficient than previous methods for labeling large geo-referenced datasets.

Figure 1.1: This is an example of the “YoloLabel” tool used for labeling images to
accomplish the task of object detection on image data. Yololabel prompts humans to
draw boxes around objects of the type in question and label the objects according to
their class.

The data labeling tool is a small handheld device consisting of a GNSS unit and

a data collection unit. The data collected by the hand unit is then correlated to imagery

collected by a UAV equipped with a multispectral camera suite4.1. We demonstrate
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that it is possible to correlate data between these two devices for the purposes of labeling

image data in a format compatible with deep learning image analysis algorithms. The

remainder of this manuscript focuses on the application of this labeling paradigm to

agriculture, specifically crop heath monitoring, but we stress that the system applies to

any context where remote imaging can be used to identify regions of interest within an

environment.

In summary, the system we propose facilitates the efficient generation of large-

scale, geo-referenced datasets for supervised machine learning, leveraging hardware to

expedite the data labeling process.
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Chapter 2

Previous Work

To demystify the naming scheme employed for this work: BANNERS and

ASTRO are simply names, spawned from jokes in the lab group, which have grown

to be familiar callsigns for the projects. The work leading up to the development of

BANNERS and ASTRO primarily goes to demonstrate that agriculture technology is a

useful candidate for such a system. As applied to agriculture there are vast quantities

of data available and a desire to use deep learning to fulfill the promises of precision

agriculture. Between these qualities BANNERS supports the creation of large scale

geo-referenced and multispectral datasets for the pursuit of UAV based crop disease

detection.

2.1 Deep Learning

Supervised learning the simplest format for machine learning; given a compiled

dataset, consisting of features and annotations, develop a set of rules to map from

6



Figure 2.1: Deep learning is the primary approach for image analysis in modern robotics.
This is a convolutional neural network used for image classification. Convolutional
neural networks are regularly employed for image analysis and processing in machine
learning. [24]

data to labels with minimal error. Deep learning is a particularly good paradigm for

machines to learn complex patterns through large-scale data analysis, and it is most

easily implemented using supervision. However, the process of compiling annotated

datasets of sufficient size to support supervised deep learning is prohibitively expensive.

Fundamentally, the greater the volume of data available, the richer a set of derived

features can be, and the more robust a machine learning algorithm can be to novel

data.

2.2 Data Labeling

Advancements are being made to reduce this bottleneck. One promising tech-

nique being explored to reduce labeling cost is the use of human-centric techniques.

Human-centric techniques pose the data labeling problem in a way where the human

does not need to sit behind a computer in order to label data. For example, in the

7



Figure 2.2: This is an example of reCAPTCHA v2 from Google. The reCAPTCHA
system redirects human effort for those who are seeking to certify their humanity online
to also generate data labels for Google.
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context of semantic segmentation, groups are using virtual reality (VR) to paint scene

elements with labels [50]. The traditional strategy to overcome the problem of scale

when labeling image datasets is to use vast amounts of cheap labor. Universities often

employ teams of undergraduates to collect and label data. Corporations will use cus-

tomers to label data. For example reCAPTCHA is a system by which users click all of

the boxes that contain some specific object of interest or type in the letters seen among

a noisy image. Other companies will offer free services such as education as a useful

byproduct of generating training data from humans. Finally companies will employ

cheap labor like Amazon mechanical turk to label data. Each of these approaches seeks

to deal with the problem of how to label enormous quantities of data with labels derived

from humans.

2.3 Unsupervised Learning

Another approach to mitigating the human cost of data labeling is to circum-

vent the supervised learning paradigm entirely by using semi-supervised or unsupervised

learning. In these contexts, sophisticated loss functions replace concrete annotations to

promote the derivation of robust features that differentiate the data accurately[28]. A

common loss function for the classification task rewards the creation of a label distribu-

tion that is uniform. In semi-supervised learning, an algorithm starts a training regime

with enough human-labeled data to establish a predictive baseline, then moves to the

unsupervised regime on unlabeled datasets which are decreasingly similar to the initial

9



training set, in order to learn a more complete representation of the source distribution

of the data [59]. Unsupervised training represents the extreme end of this approach,

where full responsibility for the training is placed on the loss functions and the dataset

size is increased further[22]. For supervised learning a neural network may need 5,000

images with labels such as Cityscapes [9]. Semi-supervised may need 60,000 images such

as MNIST where the data is highly curated to give great results for generative models

and image classification. Self-supervised learning requires millions of images [58]. Gen-

erally self-supervised learning is used for “generative ai” which has become popular as

of late and where image labels are difficult to conceive of. There is recent work showing

that the scale necessary for “good” datasets may be inflated and that being more intel-

ligent about the distribution of training data may lead to better results [46] in machine

learning, however the current wisdom is that more data is better for all deep learning

tasks.

2.4 NDVI

Earth sciences are adopting computer vision techniques, to assess larger envi-

ronments than has been historically possible. One of the most popular techniques, in

use by the agricultural community, is the Normalized Differential of Vegetation Index

(NDVI) [47] [55] which ranges on [−1, 1]. NDVI calculates the percentage of reflected

light in specific spectra2.3 to create an index that broadly correlates with the health of

a plant. NDVI highlights plants that look sick to humans. A plant that is brown and

10



dying would have a negative NDVI score. NDVI is a general measure of plant health

with applications across a range of agriculture and ecology tasks.

Figure 2.3: This is the quantum response of the Micasense RedEdge MX system which
is the industry standard for agricultural imaging.

Satellites are a great platform for generating the data used for NDVI analysis of

the Earth; due to their cost, they are equipped with extremely high-fidelity sensors and

imaging platforms. These sensors capture detail on the order of meters per pixel [6] and

constantly transmit that data to terrestrial receivers. For example, Landsat8 completes

a full cycle imaging earth every 16 days. The reliability and fidelity of these sensors

complements the unique reach of satellite platforms to enable the routine tracking of

ecological and geographical processes in otherwise inaccessible areas of the globe [28].

Multispectral imaging characterized by several band-specific imagers that are

tuned to wavelengths of particular interest to ecological and agricultural tasks, the core

technology of orbital sensing modalities, has recently become accessible at the consumer

or small business scale, where sensors such as the Micasense RedEdge MX can now

11



be found for prices in the vicinity of $10,000 (USD). Combining these multispectral

sensors with low-cost UAV platforms has revolutionized data science, as it applies to

the earth sciences. UAVs have a higher spatial resolution compared to satellites as

well as a higher deployment frequency. UAVs are limited to a maximum altitude of

400ft above ground level (AGL) even with commercial drone licensing which further

benefits the spatial resolution of sub-orbital grade imaging solutions. Between cost, rate,

and resolution, UAV-based systems have overtaken satellite-based systems in easily-

accessible deployment environments. In the context of agriculture, the high spatial

resolution of UAV systems is being used for resource management decisions, such as

detecting weeds and ensuring plants receive the correct amount of water [65].

However, these burgeoning applications, summarized well by [34], face the

persistent problem of the cost and difficulty of assembling datasets to train machine

learning algorithms (see their Section 7). Hereafter, we present our solution to that

barrier, embodied as open-source software and a gear shakedown to implement the

method.
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Chapter 3

Problem Statement

The emergence of widely available aerial robotics has led to the accumulation

of extensive datasets covering vast geographical areas, surpassing the practical limits of

human annotation in terms of cost and efficiency. A tangible example is that of labeling

the imagery produced by a UAV from a flight over a 30 acre farm for the purpose of

generating data used in deep learning algorithms.
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Chapter 4

Methods

The proposed workflow, shown in Figure4.1 relies on three major components:

data collection, data relation, and data projection.

4.1 GNSS labeling tool

In order to label data within a geographic reference frame, the development

of a GNSS (Global Navigation Satellite System) system leveraging GPS, GLONASS,

BeiDeu, and Galileo constellations with Real-Time Kinematic (RTK) capabilities has

been undertaken. GNSS with RTK positioning offers highly accurate positioning and

possesses favorable characteristics in terms of Size, Weight, and Power (SWAP).

RTK is a mode of operation for GNSS devices that leverages RTCM (Radio

Technical Commission for Maritime Services) data to mitigate ionospheric interference

and achieve maximum positional accuracy. These attributes make GNSS positioning the

preferred solution for position estimation during data collection. A single base station
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Figure 4.1: This is the high level concept of BANNERS and ASTRO where data is first
collected then related in order to accurately generate labels within the desired data.
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has been devised to generate RTCM3 corrections, which can be transmitted over LoRa

(Long Range radio) to arbitrarily many rover units. The use of LoRa was driven by

cost and range. RTCM data can be transmitted over ip with the Networked Transport

of RTCM via Internet Protocol (NTRIP) but requires internet connection which incurs

data and hardware costs to utilize commercial cellular networks or assembling enormous

arrays of WiFi mesh devices to connect back to an NTRIP server on the internet. Using

point to point LoRa with a bespoke network and a purpose built base station allowed

for low cost and perpetual RTCM message generation. LoRa implements its own com-

munications protocol which allows for broadcast like udp and enables the functionality

of a single RTCM base station to broadcast to arbitrarily many rover units be they

robots or data collection tools. These rover units are compact and lightweight, making

them suitable for deployment on UAVs and handheld devices. The rover units consume

minimal power, rendering them ideal for mobile robotics and handheld applications.

The rover units offer a high level of accuracy, with a precision of 1.4cm 5.5 using small

antennas which will be useful for accurate data projection at later stages.

The most popular data collection and spatial partitioning technique used by

experts for field work currently is the quadrat. A quadtrat is a 1m by 1m square made of

pvc pipe or some other light weight material. The quadrat becomes the local reference

for any data within the quadrat allowing for scientists to break up a large space, such

as a field, into 1m2 areas where each square meter can be accurately positioned and

data collected within each. An example of this would be counting the number of weeds

within a field. By first breaking up a field into quadrats scientists can then record the
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number of weeds within each quadrat and the position of each quadrat within the field.

At the end of counting results can be compiled from data recorded.

The widespread adoption of GNSS positioning, particularly in the agricultural

context, is highly valued due to its ease of setup. The use of quadrats to partition a

space into a grid, necessitating the construction of a new coordinate frame that must

then be related to the photometric data obtained from a UAV with its own reference

frame. This aditional reference frame for no benefit in data resolution is why we decided

upon directly collecting data in GNSS space.

Figure 4.2: The geographic labeling tool utilized in the project is known as the “clicker.”
This device consists of two primary components: a high-precision GNSS unit based on
the Ublox ZED F9P, and a WIO terminal2for data collection. The clicker is designed
in a compact form, with both components mounted on a common USB battery pack,
serving as both a mechanical connection and a power source for the system.

All of the properties outlined collectively support the use of GNSS positioning

2ZED module can be found here:https://www.sparkfun.com/products/16481
Wio terminal can be found here: https://www.seeedstudio.com/Wio-Terminal-p-4509.html?

queryID=39bdb19891d907f5993cd290cd634075&objectID=4509&indexName=bazaar_retailer_

products
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as the fundamental framework for data relation. The ability to collect photometric data

and labels within the same reference frame simplifies the task of data correlation in

subsequent stages of the project (BANNERS).

4.2 ASTRO

ASTRO is the name given to the system we developed that leverages a DJI

Matrice M300 UAV to establish geographic references between ground observations

and hyperspectral aerial imagery. ASTRO expands the capabilities of the platform by

incorporating sensing and computing functionalities built with ROS (Robot Operating

System)[26], thereby enhancing the accessibility of precision agriculture for research

entities. The ASTRO system comprises two major components, pose estimation and

image sensors.

4.2.1 Platform

The selection of the DJI Matrice M300 as the UAV platform for our study was

based on its capacity to effectively support data collection. The Matrice platform is

popular for aerial photography, highlighting its reliability and established reputation.

Furthermore, the platform boasts compatibility with the ROS to collect data directly

from the UAV as well as implement custom autonomous navigation systems, a crucial

feature for supporting research.

The quality of the stabilization system built into the Matrice platform is an-

other significant advantage observed during our experiments. The system demonstrates
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Figure 4.3: ASTRO: The data collection robot showcasing the integration of DJI Matrice
M300 platform. The ”roof” section is home to the exposed power and data connections,
accompanied by the DJI manifold system facilitating power and data transfer from the
UAV. Notably, the high precision GNSS system is also positioned on the roof, enhancing
geo-referencing capabilities.
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Figure 4.4: This is the electrical and logical wiring diagram of ASTRO. All sensors
and systems are connected to the Jetson flight computer which is tasked with recording
data from flight. The custom power distribution board has proved to be invaluable for
ASTRO by providing stable power at different voltages for each attached system.
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nominal performance even in wind speeds of up to 20mph, thanks to the robust features

integrated by DJI. This stability enables the utilization of more sensitive imaging sys-

tems, such as the Micasense RedEdge, without concerns for image artifacts caused by

an unstable platform thus reducing the need to gimbal sensors further simplifying the

ASTRO system.

In addition to stability, the high payload capacity of the Matrice platform

played a pivotal role in our mechanical design considerations. This capacity allowed

for a less weight-sensitive design, facilitating the integration of many hardware com-

ponents. As a result, we were able to incorporate diverse imaging systems, including

the Micasense RedEdge, FLIR Boson, two Raspberry Pi cameras, a Jetson Nano, net-

working equipment, power distribution systems, radar altimeter, and a custom GNSS

unit. Remarkably, this integration did not significantly impact flight endurance, and

the onboard battery supplied sufficient power to operate all sensors effectively in flight.

Lastly, the Matrice platform’s compatibility with ROS brought valuable ad-

vantages to our data collection process. The utilization of ROS enabled seamless data

acquisition, including crucial parameters such as attitude, which is essential for data

relation tasks. DJI exposes power and data through the first party “manifold” product

which further validates the use of the M300 platform by eliminating the need for be-

2Flir: https://www.flir.com/products/boson/
Raspberry Pi cameras: https://www.amazon.com/Arducam-Camera-Raspberry-Interchangeable-
M12x0-5/dp/B013JTY8WY
Nvidia Jetson Nano: https://developer.nvidia.com/embedded/jetson-nano-developer-kit
Radar altimeter: https://ainstein.ai/us-d1-all-weather-radar-altimeter/
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spoke sensor batteries and enabling communication directly with sensors on the M300

platform.

In summary, the various attributes of the DJI Matrice M300 platform, in-

cluding its stability, high payload capacity, and compatibility with ROS, significantly

facilitated the development of our sensor rig and streamlined data collection. These

platform characteristics alleviated unnecessary constraints and expedited our develop-

ment efforts.

4.2.2 Package

A brief piece of context is necessary to motivate the ASTRO sensor package.

The sensor package was initially designed with the overarching objective of supporting

precision agriculture research. The intention was to create a sensor package that could

encompass a wide range of precision agriculture research aspects, as well as address the

general requirements of field robotics research.

As a secondary project goal, to reduce the need for specialized sensor equip-

ment such as the Micasense RedEdge, a sensor package was devised that emulates the

current state-of-the-art in imaging technology, but with a more cost-effective set of

sensors. The aim was to enable the collection of as much, if not more, data while pro-

viding increased computational capabilities on the payload compared to conventional

agricultural imaging systems.

The two main components of the sensor package that deserve attention are

the imaging systems and the computer. The imaging systems consist of the Micasense
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Figure 4.5: The ASTRO package depicted in the image showcases the collection of cam-
eras mounted on the sensor head, emphasizing its role in data acquisition. Positioned
at the top of the sensor head are the lenses comprising the MicaSense RedEdge imaging
system.
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RedEdge mx, which captures light in five spectral bands suitable for agricultural pur-

poses, including near infrared for calculating NDVI. However, the high cost of dedicated

agricultural imaging systems hinders their widespread adoption. As an alternative, a

custom sensor configuration was developed using raspberry pi cameras and a FLIR Bo-

son, which cover the same electro magnetic spectra as the Micasense RedEdge but at a

reduced cost while offering utility for various tasks such as search and rescue and other

development. To support the diverse objectives of the ASTRO project, the computer

chosen for the sensor package is the Nvidia Jetson Nano. The Jetson Nano was selected

for its favorable SWAP characteristics, as well as its hardware compute capabilities,

including NV12 image encoding and support for MIPI cameras. The Jetson Nano facil-

itates image capture from multiple sources, such as MIPI cameras and the FLIR Boson,

as well as the Micasense RedEdge. It also enables hardware-accelerated deep learning

inference, allowing real-time analysis of photometric data for tasks such as determining

plant health during flight. Additionally, the Jetson Nano’s Linux and ROS compati-

bility opens avenues for further research in field robotics without modifications to the

established sensor package.

The selection of these sensors and compute components allows for the collection

of significant amounts of data that are valuable for generating large-scale, geo-referenced

datasets, aligning with the project’s overarching objectives.
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4.3 BANNERS

BANNERS, in its most basic form is scaling up the classic computer vision

problem of projecting points in 3d space to pixel space to create large datasets4.6. On

this first iteration BANNERS makes a flat world assumption, using GNSS converted to

UTM and neglecting any kind of surface normal estimation during data collection.

Figure 4.6: This is the full BANNERS pipeline for collecting and projecting data.

4.3.1 State estimation

State estimation for positioning plays a crucial role in the BANNERS project,

serving as a hidden key to its success.

We adopted a simplified approach to pose estimation by combining the GNSS

position of the robot with the attitude provided by the DJI platform4.8. This simplified

scheme proved to be acceptable, owing to the impressive state estimation capabilities

of the DJI platform and the high accuracy of our custom RTK GNSS solution. By
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Figure 4.7: The concept of geographic co-location is illustrated here. In the context of
agriculture a UAV collects data by flying over a crop field (shown in green). A human
then collects data, from that same crop field the UAV flew over, using a data collection
device. The data is then related after collection is complete. The annotations generated
are common for deep learning algorithms such as Yolo, boxes are placed in image space
with labels. The human walks around a field collecting data faster than they would
analyzing and labeling data directly from the UAV.
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Figure 4.8: This is the simplified pose estimation system used on ASTRO. Data is
merely concatenated together to produce high accuracy pose estimates. While these pose
estimates are not generated in the traditional sense of raw sensors feeding a singular state
estimation system to produce pose estimates, rather each sensor has its own estimation
and filtering system internal to the device and our software composes these estimates
into a singular or unified pose for use in BANNERS.
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concatenating the GNSS position and attitude, we reduced computational overhead

with minimal impact to data projection performance.

Time for ASTRO and BANNERS is provided by ROS and is based on system

time. Each pose and image is provided with a timestamp by ROS automatically. These

timestamps have accuracy to the nanosecond and are used as the basis of time for all

time alignment tasks.

Latency issues arose later when working to correlate images and pose estimates

in BANNERS, leading to significant errors in target predictions. To address this chal-

lenge, we reframed the processing step of BANNERS as a lookup problem, where all

pose estimates were read in before processing the images. By doing so, we could find the

pose closest in time to each image, ensuring a better match between pose and image.

The same technique was applied to group images based on their closest time proximity.

This approach proved effective in resolving tracking problems and achieving accurate

results particularly during simple and consistent movements.

By emphasizing the importance of state estimation, we underscore its integral

role in BANNERS. Accurate estimation of the UAV’s state provides a solid foundation

for data projection into image space, enabling precise data analysis and interpretation

within the project.

4.3.2 Data relation

The data relation component of BANNERS utilizes SQLite, a mature database

technology, to efficiently relate large quantities of data analysis. The use of SQL for
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this purpose is supported by the simplicity of its interface and its ability to provide

high-speed access to vast amounts of data. At commercial scales databases can contain

terabytes of data, this scale has forced database systems to evolve and be as efficient as

possible.

One of the advantages of using the simple SQL interface, is that BANNERS

can perform mathematical calculations necessary to select data within a certain radius

of the robot directly within SQL. This system of generating a radius and doing a lookup

is not traditionally supported in SQLite but was added with python. It is worth noting

that there exists better suited database systems for BANNERS with geospatial query

capabilities built in, however those systems were left unexplored in this work. The

geospatial query serves as a pre-filtering step to limit the number of matrix operations

required later for projecting click data into pixel space, resulting in improved efficiency,

especially for larger datasets. Additionally, the versatility of SQL enables easy sub-

stitution of the underlying SQL platform, such as replacing SQLite with SQL Server

for industrial-scale applications or real-time data relation using internet-connected data

collection devices.

SQL is specifically designed for handling large-scale systems and efficiently

storing vast quantities of data. In field tests, ASTRO collects approximately 1,000 data

points for every three acres surveyed, with flight data comprising 20 images per second

between all of the sensors employed with associated poses. To elaborate on the 20

combined frames per second each low cost camera runs at 5 frames per second (fps), the

flir also runs at 5fps but produces 16bit images, the Micasense runs at 1fps but each of
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its frames comprises of five bands which are stored as individual images for use later.

Considering a typical flight duration of 30 minutes for photometric data collection, this

translates to approximately 9,000 database rows and 180,000 images. These numbers

do not account for time series data, where the same flight and data collection may be

performed on a weekly basis for months or years.

The ability of SQL to handle such large quantities of data aligns with the

objective of BANNERS to rapidly generate large-scale geo-referenced datasets for su-

pervised machine learning. SQL supports the system’s capacity to accommodate the

extensive data generated during land inspection at large scales, making it suitable for

the proposed work.

4.3.3 Data projection

The process of projecting data from a geographic reference frame to pixel space,

as performed by BANNERS, provides annotations for deep learning systems, eliminating

the need for manual image labeling by humans, as commonly done with tools like “Yolo

Label” [14] 1.1. This projection approach is preferred over direct image labeling due to

its compatibility with human interpretation and its well-established nature.

At the scale of three acres, the ASTRO imaging system generates approxi-

mately 180,000 images that require labeling. Photographic data, particularly in the

context of precision agriculture, often captures subtle information that is challenging

to identify directly from the images alone. For instance, accurately identifying a plant

with rust disease from UAV photographs can be difficult4.9. On the other hand, hu-
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Figure 4.9: This is a sample of data taken from ASTRO viewing a patch of shrubbery.
This example image is to highlight the difficulty of inferring plant health from aerial
imagery with low cost sensors.

mans are more adept at walking through a field and collecting data on specific plant

conditions or diseases, making their input valuable for generating labeled training data.

In the initial version of BANNERS, the process of projecting data into pixel space is

relatively simple, assuming a locally flat world model4.10. This simplification allows for

straightforward mapping of geographic coordinates to pixel coordinates, enabling the

generation of annotations for deep learning systems.

The process of projecting data into pixel space is simple in this first version of

BANNERS where a flat world assumption is made. The transform from world to camera

is captured in A4x4
wc which is a 4x4 matrix describing the 6dof pose of the camera. The

transform from the world reference frame to the robot reference frame is A4x4
wr , this

again describes the 6dof pose of the robot in the world reference frame. The transform

31



Figure 4.10: With the current data relation system there is no topographical information
for the flown area such as a DEM or mesh which means that BANNERS makes a locally
flat world assumption or that every viewable pixel is at the same distance from ASTRO.

from the robot reference frame to the camera reference frame is described by E4x4
rc also

known as the extrinsics of the camera in the robot reference frame.

Awc = (Awr ·Erc)
−1 (4.1)

To simplify the math padding is removed from the world to camera transform to create

A3x4
wc . The world to camera transform is then composed with the camera instrinsics

matrix to project world points into pixel space.

xs = K ·Awc · xT
w (4.2)

Click data is collected from the clicker unit and converted to UTM from decimal latitude

and longitude for ease of use. Using UTM only describes two dimensions of the click
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position and leaves the click data under defined for the technique presented. Padding

is used on the click data in order to comply with the rank requirements of the world to

camera matrix. A altitude or z value is selected to be near but non zero which fits with

the simplified flat world model in use by BANNERS.

xw =



x0 x1 ... xn

y0 y1 ... yn

0.001 0.001 ... 0.001

1 1 ... 1


A sample set of points, with padding to support the flat world assumption in

BANNERS, is presented. To avoid issues related to infinity during the projection to 2D

pixel space, a small but non-zero value is assigned to the altitude or “z” component of

each point. These operations are commonly employed in computer vision and involve

minimal computational cost, with the matrix inversion step driving the time complexity

calculation.

The human compatibility aspect of BANNERS is closely tied to the faster data

labeling process. In field tests, two humans each equipped with data collection devices

were capable of collecting data across a three-acre space within two hours. Subsequently,

the projection and relation of the collected data took only a matter of minutes. This

process scales linearly with the number of data collection devices, enabling even faster

data labeling. Further reduction in labeling time can be achieved by engaging subject

matter experts who are familiar with the technologies and designs commonly used in

GIS work. By identifying phenomena of interest, humans can efficiently label data,
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irrespective of the format or sensor type. For instance, the same data collection tool

can be used to simultaneously label photometric and LiDAR data. As a result, geo-

referenced datasets can now encompass diverse forms of data and corresponding labels.

The speed improvements achieved through efficient data projection, coupled

with the opportunities presented by this process, represent the primary practical inno-

vation introduced by BANNERS. The ability to label large volumes of arbitrary geo-

referenced data efficiently, leveraging the expertise of subject matter experts, marks the

advent of modern data labeling. This advancement significantly enhances the genera-

tion of labeled datasets, unlocking new possibilities for supervised machine learning in

various domains.

4.3.4 Validation tests

To validate the functionality and performance of BANNERS and ASTRO,

comprehensive end-to-end testing was conducted, focusing on key components that are

fundamental to their operation. The following components were tested:

Camera intrinsics: The camera intrinsics were verified by utilizing the PNP

(Perspective-n-Point) algorithm to estimate the camera pose based on known world

points captured in pixel space. This test helped identify any inaccuracies in the estima-

tion of camera intrinsics.

BANNERS coordinate frame: The expected coordinate frame of BANNERS,

based on the Universal Transverse Mercator (UTM) system, was validated. This in-

volved constructing a known coordinate frame using a flat reference surface with cal-
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ibration points at known locations within the coordinate system. By correlating the

estimated pose of ASTRO with the observed projection of world points, the accuracy

of the coordinate frame was assessed.

GNSS RTK: The noise characterization of the GNSS RTK system was per-

formed through a random walk test. The GNSS rover unit was subjected to controlled

movements while RTK was engaged, aiming to evaluate the level of variance and pre-

dictability in the system. A lightweight GNSS antenna designed for aircraft was used

for this test.

Camera transform chain: The chain of transforms between different coordinate

frames, including the transformation from world to robot to camera, was tested. This

involved examining how points in the real world would be projected into the BANNERS

system as a whole.

Extrinsics estimation: Estimating the extrinsics, which involves determining

the transform between the UAV’s pose and the camera’s pose, required a common

reference frame. An April tag was utilized to provide both the position and orientation

of the camera, with an offset defined by collecting a GNSS position measurment at

the center of the April tag. The drone’s state estimation directly provided its position

and orientation. By aligning both components in the GNSS reference frame, extrinsics

estimation was carried out.

End-to-end testing: End-to-end testing simulated field operations to evaluate

the overall performance of BANNERS. Although a high-visibility target was used for

validation instead of real-world scenarios, the test aimed to assess the operation of visual
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detection and numerical prediction (projection).

These tests were designed to systematically validate the core components of

BANNERS and ASTRO, ensuring the accuracy and reliability of the mathematical

models at each stage of the process. Given that BANNERS operates within a global-

scale reference frame, all subsystems, regardless of their size, must be properly related

to ensure effective operation.
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Chapter 5

Results & Discussion

5.1 Results

5.1.1 Camera intrinsics

The assessment of camera intrinsics aimed to validate the accuracy of project-

ing coordinates from the world reference frame to pixel coordinates.

To accomplish the estimation of camera intrinsics, the widely recognized cam-

era calibration tool, Kalibr, developed by ETH Zurich[42], was employed. Kalibr fa-

cilitated the estimation of the camera intrinsic matrix, denoted as K, along with the

camera distortion coefficients. A comprehensive accuracy report is generated by Kalibr,

providing insights into the precision of the intrinsic parameter estimation using a ra-

dial tangential distortion model and a pinhole projection model. The radial tangential

distortion model was chosen to more accurately model and correct the lens distortions

introduced by the low cost lenses. In addition to kalibr, a secondary test was con-
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ducted to verify the success of the calibration process. This evaluation involved the

employment of a large wall as a reference, a rigid mount for ASTRO 5.1, and an inde-

pendently estimated pose of ASTRO. The purpose of this test was to confirm that the

calibration procedure yielded satisfactory results in terms of accurately projecting world

coordinates onto the pixel coordinates of the camera5.7. The necessity for good camera

intrinsic estimation seems obvious within the robotics community, good camera calibra-

tion supports every other computer vision task but camera calibration has new stakes

on ASTRO and BANNERS. Computer vision is like any other data processing in the re-

spect that sub-optimal input data leads to sub-optimal processing results and can break

entire systems. In BANNERS, this dependence on calibration quality is compounded

by the relatively vast distances the system is intended to operate over. A minor error in

camera calibration propagates on top of errors in position estimation and imprecision

of coordinate transform estimates. We calculate the error that a single pixel makes for

the accuracy of BANNERS at an altitude of 10m without any other systematic errors.

ASTRO’s low cost imagers have a horizontal resolution of 1920 pixels. At 10m agl we

find that the horizontal area seen in an image is 5.14015m. This converts to 0.26cm

per pixel of resolution along the horizontal and vertical axis. Along a 45° the distance

is 0.36cm per pixel. In an example case with a bad calibration where projection error

is 1.7 pixels, which is a realistic projection error with low cost cameras, an error of

0.612cm is incurred when BANNERS projects data. This error is further compounded

by any inaccuracy in the positioning estimates and any errors in the attitude estimate.
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Attitude errors are even more pronounced at 10m agl.

tan(1◦) = d/10

10 ∗ tan(1◦) = d

0.17 = d

With a 1° error in attitude estimation we see5.1.1 that there is a minimum horizontal

displacement of 0.17m when the projected target is directly underneath ASTRO, as the

data moves to the edges of the field of view of ASTRO’s sensors the error increases

further. This error becomes an issue when estimating the transform from the camera

body frame to the robot frame where single centimeters matter. By improperly cali-

brating the camera intrinsics errors compound through multiple avenues both in other

calibrations as well as in final data projection. In the pursuit of perfect data projection

we worked to minimize camera intrinsics estimation error which was made particularly

difficult with the low cost imaging systems employed by ASTRO.

The decision to validate the output of Kalibr through an independent test

proved to be a prudent choice, as it revealed an error in the initial calibration. Despite

Kalibr being widely accepted as the standard camera calibration tool in the academic

community, our prior experience with the low-cost cameras utilized in ASTRO led us

to conduct an additional verification step. The estimated intrinsics for the raspberry

pi cameras often produce flawed but plausible estimates which makes verifying the

estimates of intrinsics that much more difficult. To verify the accuracy of the camera

intrinsics estimated by Kalibr, we employed a PNP solver on a target with known
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Figure 5.1: This test was part of confirming the camera intrinsics estimates from Kalibr.
The robot is held rigidly within a well defined coordinate frame to remove run to run
variance. PNP was then used to solve for the pose of the drone given well defined world
points as reference. The mount also allowed us to confirm the pose estimated by PNP
by making the pose of the drone obvious.
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Figure 5.2: This is the report generated by Kalibr as a result of the calibration process
describing the accuracy of the estimates. It is worth establishing that the calibration
result shown is taken from the ASTRO package but is not the calibration in use. Rather
this image further demonstrates the challenges of utilizing low cost imaging system
for robotics applications. The main challenge they pose is one of quality where each
calibration attempt delivers vastly different results ranging from acceptable to terrible.
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Figure 5.3: Pictured is the pose of ASTRO as estimated by PNP using an april tag
as the reference geometry. The altitude (z) has 5mm of variance through 0.5m of
translation. The red and blue dots signify the two separate m12 cameras in use while
the green lines show correspondence between estimated poses at the same time step.
The displacement in X and Y is within 3mm of measurements made by hand with a
caliper. While vertical discrepancy between each camera looks significant and should be
zero the difference is systematic and within 5mm at an altitude of 4.5m which we deemed
acceptable. This was a plot produced during camera to robot transform estimation also
known as extrinsics.
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geometric properties. Through the PNP test, we successfully confirmed that Kalibr’s

estimation of the camera intrinsics was accurate after multiple rounds of calibration.

The results obtained from the PNP test aligned closely with the ground truth pose

estimation, which was determined using a tape measure. The discrepancies observed

were within the acceptable margin of error 5.4.

Figure 5.4: This is a sample of feature extraction performed on an april tag, useful for
automatrically and reliably generating reference points that can be fed into PNP for
estimating camera pose. The use of april tags for landmark generation and to feed PNP
based camera pose estimation was reached after other attempts to use landmarks on a
wall yielded highly variable results.

By establishing the reliability of the camera calibration, we have established a

solid foundation for subsequent pose estimation and projection tasks in the context of

BANNERS. This confidence in the accuracy of camera intrinsics estimation allows us

to proceed with further development and application of the project.

43



5.1.2 GNSS RTK

The precise positioning afforded by RTK allows for projection of data into

image space with minimal error.

RTK GNSS serves as the foundational pillar for the BANNERS system, pro-

viding high accuracy positional information for precise data projection and relation later

in BANNERS. To achieve RTK, a base station was employed to gather ionospheric ob-

servations and generate RTCM (Radio Technical Commission for Maritime Services)

data. RTCM data is indispensable for the successful implementation of RTK. However,

the RTCM data that enabels RTK also poses its own difficulties while while transmit-

ting to the rover unit at optimal data quantity and minimal latency. The quantity and

latency of RTCM data significantly impact the RTK fix times and reliability. Achieving

improved RTK performance necessitates a balance between the requirements of RTCM

and the capabilities of the network solution employed to transmit RTCM data from

the base station to the rover. In RTK systems, a minimum data rate of 300 bits per

second (bps) with a maximum latency of 3 seconds is typically specified. However, in

the context of robotics applications, our experimental findings indicate that better re-

sults are achieved with a minimum data rate of 625 bps with a maximum delay of 1

second. Through extensive testing, we discovered that these experimentally determined

minimum data requirements align well with the limitations of the LoRa communication

protocol operating at a bandwidth of 125 kHz, a spreading factor of 7, and a coding rate

of 5. This combination of settings on the LoRa transceiver modules offer a suitable range
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Figure 5.5: This histogram illustrating the density of recorded locations. The distribu-
tion exhibits a unimodal pattern, which aligns with the accuracy reports provided by
the GNSS receiver, indicating consistent and reliable location data. The unit reports
1.4cm of variance on its position estimation, this is confirmed by a random walk test
with RTK engaged. Left on the ground with a wide sky view the GNSS unit is allowed
to collect data, we see a high density of position estimates at a single location. We
calculate the standard deviation of the data to be 6.8E − 6 by first interpolating the
recorded data with a mesh grid in 2d, then estimating the gaussian kde. We then derive
the standard deviation from the covariance matrix associated with the kernel given by
the gaussian kde.
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Figure 5.6: This plot illustrates the positional data and corresponding accuracy of the
rover unit during RTK positioning. The plot is presented on a meter scale with the
origin positioned at 0,0. Notably, an observation of RTK positioning loss is discernible
at a distance of 200 meters, even during consistent walking speed conditions.
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for LoRa communication while ensuring desirable RTK characteristics from the GNSS

system. By optimizing the RTCM data flow with higher data rates and reduced latency,

BANNERS can leverage the benefits of RTK positioning for enhanced performance in

robotics applications.

By means of extensive experimentation, we have successfully accomplished

RTK GNSS positioning via a LoRa communication link tailored for field robotics ap-

plications. The attained positioning results exhibit a high degree of accuracy while

preserving optimal usability within the context of robotics.

5.1.3 Camera chain

The camera chain test was employed to characterize the coordinate system

internal to BANNERS. This testing generated insights to the egocentric design assump-

tions of the math within BANNERS.

To ensure the accuracy and integrity of our mathematical computations and

data flow, we conducted a simulation of the complete chain of transforms, encompassing

the conversion from world coordinates of test points and the robot to image coordinates.

While this test did not constitute a full end-to-end evaluation, its purpose was to validate

the correctness of our mathematical operations and data formatting. By utilizing well-

defined coordinates for the target and drone poses, we focused on ensuring the accurate

functioning of each component, correct mathematical calculations, and proper data

formatting. This test served as a valuable means of identifying and resolving issues

such as matrix inversion and vector transpose errors that had arisen during earlier
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Figure 5.7: This is a wall test used to confirm assumptions and math used in BANNERS.
By rigidly controlling the robot relative to a known coordinate frame test points could be
easily projected into the image space. This basic test illuminated incorrect assumptions
made by BANNERS pertaining to orientation.
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Figure 5.8: This is the functional transform chain to translate from world coordinates
to pixel coordinates. The method tested here is highlighted with green arrows. The
point of interest are also well known in the world coordinate frame as denoted by the
red arrow.
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stages of development.

By fully comprehending and refining the camera chain, we establish a solid

foundation for the subsequent processes of data relation and projection. Through the

verification of the correctness and effectiveness of our transform chain and projection

mechanisms, we can confidently assert the integrity and accuracy of BANNERS’ data

piping for data relation and projection tasks.

5.1.4 Extrinsics estimation

Accurately determining the transformation between the sensor frame and the

robot frame is of utmost importance to ensure accurate projection of data between

image coordinates and world coordinates.

To validate the proper estimation of extrinsics, the calibration process involved

solving for the transformation between the 6-degree-of-freedom (6DoF) pose of the robot

and the 6DoF pose of the target. This involved aligning the coordinate systems of the

robot and the target by estimating the appropriate transformation parameters. By

establishing this precise relationship, the extrinsics estimation step contributes to the

overall accuracy and reliability of the data projection process.

The camera-to-robot transform estimation process yields results that fall within

the expected range, corroborating the accuracy of the obtained measurements compared

to manual measurements. This extrinsics calibration procedure shares similarities with

those employed in spacecraft missions, where a prominent target is positioned at a pre-

cisely known location and orientation. In a similar manner to the method employed
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Figure 5.9: This plot illustrates the heading and position of ASTRO during the data
collection process, specifically employed to validate the accuracy of heading estimates
provided by the DJI system. The plot showcases the trajectory and orientation of
ASTRO as it captures data, allowing for a comprehensive assessment of the consistency
and reliability of the heading estimates generated by the DJI system.
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Figure 5.10: The provided image showcases the test rig employed to comprehensively
simulate the flight of ASTRO, serving purposes such as calibration and debugging.
ASTRO is securely affixed to the side of the mast lift, enabling it to be maneuvered in
close proximity to a designated target, thereby facilitating the collection of consistent
and reliable data.
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for estrinsics estimation, a known target geometry placed in a well-defined position

and orientation facilitates the estimation of the camera-to-robot transform. This ap-

proach ensures a reliable and consistent calibration process that later enables accurate

projection of data in BANNERS.

P 4x4
cw = T 4x4

rc · P 4x4
rw (5.1)

In the context of estimating the pose of the camera in the world coordinate

frame (Pcw), the camera pose is determined using the PnP solution. The obtained

camera pose is then offset by the known coordinates collected at the center of the

target. This adjustment ensures that the pose of the camera is directly estimated in the

world coordinate frame.

To calculate the transform from the robot coordinate frame to the camera

coordinate frame, a simple matrix inverse operation can be applied to both sides of the

equation 5.1.

Pcw · P−1
rw = Trc · Prw · P−1

rw (5.2)

Pcw · P−1
rw = Trc (5.3)

The transformation matrix Trc between the robot frame and the camera frame

is directly solved for using the pose of the robot (Prw). To mitigate errors arising from

positional measurements of the known geometry and inaccuracies in the PnP estimation

of the full 6DOF position, multiple measurements are utilized. The computed Trc from
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multiple views is averaged to establish a reasonable baseline, which is later reflected in

the accuracy of data projection and the overall performance of BANNERS. A simple

averaging approach was taken due to the small quantities of calibration data available

while other techniques should be explored in future work.

By calibrating the extrinsics in the world coordinate frame, BANNERS achieves

the crucial task of accurately relating the pose of the drone to the pose of the camera.

This relationship facilitates precise data projection into image coordinates, thereby sup-

porting the generation of accurate and reliable datasets.

5.1.5 End to end

The conducted end-to-end tests serve the purpose of integrating all the previ-

ously discussed systems and verifying the accurate projection of a point in the world

onto an image.

The end-to-end testing conducted on well-structured data, featuring simple

movements and precisely defined target geometry, provides evidence of the acceptable

accuracy achieved under such conditions.

By subjecting the system to this comprehensive test, we validate the quality

and accuracy of various components, including pose estimation, extrinsics estimation,

camera intrinsics estimation, and the correct integration of mathematical operations to

combine multiple reference frames for data projection. The successful outcome of this

test supports the claim that BANNERS, in conjunction with ASTRO, has the capability

to rapidly and automatically generate large-scale datasets of geo-referenced data.
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Figure 5.11: The figure illustrates the targeting precision of BANNERS during a sim-
plified test scenario. The circular target accurately traces the center of the April tag
throughout a primarily linear translation motion.

The result of the end-to-end testing shows near perfect projection performance

5.11. The data projected by BANNERS almost perfectly tracks the center of the april

tag in this test. This test was the very first validation of the BANNERS system.

Furthermore, the results of the end-to-end test establish the system’s profi-

ciency in interpreting the data acquired by ASTRO, leading to accurate projection of

the collected data into image space. This achievement reinforces the thesis statement

that BANNERS can effectively process and project data, facilitating the generation of

precise and reliable geo-referenced datasets.
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5.1.6 Accuracy characterization

The accuracy of BANNERS is measured to characterize the accuracy of the

system and inform its usefulness as a tool for generating labeled data for supervised

machine learning. BANNERS meets our criteria for accuracy which allows for precise

label generation.

The goal of being within 1m of accuracy was picked for two reasons, the first

being that 1m is convenient. The second is that 1m of error at the scale of 1 acre

represents an error of 0.0008% which only shrinks as scale increases. BANNERS and

ASTRO were designed with a 30acre farm in mind, this brings an entire meter of

inaccuracy to be 0.00003% of inaccuracy at the scale of a small farm.

BANNERS was tested on multiple scales of data collection. Starting with

a short flight to demonstrate the general concept. This flight served as a calibration

and validation flight internally5.13. The medium test was performed to show that

ASTRO could report its position accurately over long periods of time thus enabling

proper data relation for BANNERS5.12. Finally a long test flight was performed to test

data relation, pose estimation over time, ability to compensate for different view angles,

and finally the computational run time of BANNERS5.14. The longest flight takes a

considerable time to process with banners, however this longest flight took over sixteen

minutes to fly.

Test length (m) mean error (m) median error (m)

16 0.117 0.10
305 0.41 0.39
932 0.60 0.51
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Figure 5.12: This is sample data from the medium test flight. A simple raster flight
pattern is flown over a set of targets. This raster flight pattern is used for agricultural
flights as well.

BANNERS and ASTRO project data into image space properly with sufficient

accuracy. With this sufficient accuracy data labeling can be built effectively.

BANNERS and ASTRO meet the specified objectives set out at the start of

this work and are now tested systems capable of supporting the rapid generation of

datasets.

5.1.7 Example labeled data

BANNERS has already been developed to encompass the two primary label-

ing techniques used in image data analysis, namely pixel-wise classification and object

detection.

The manifestation of semantic data labels presented by BANNERS represents
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Figure 5.13: This is sample data from the short test flight. ASTRO merely flew directly
over an april tag and collected data. We see near perfect tracking on this short and
simple flight.

Figure 5.14: This is sample data from the long test flight. On the right the flightpath
shows the raster pattern on multiple axis.
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Figure 5.15: This is sample report from the longest test. The BANNERS testing soft-
ware analyzes each image where a data point is seen and computes the distance from
the projected point to the center of the nearest april tag. This method was selected for
its reliance entirely on image data and the ease of april tag comprehension.
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Figure 5.16: The depicted image demonstrates the utilization of a pixelwise mask to
represent plant health as a continuous spatial attribute. The assumption is made that
plant health is evaluated based on an epicenter and gradually diminishes from a sick
state to a healthy state. This particular data sample has been selected to showcase two
prominent modes of plant health.
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a single instance of the potential applications for this framework. In this specific il-

lustration, the focus lies on the semantic labeling of crop health data. The underlying

assumption in this labeling context is the continuity of crop health, which is most suit-

ably characterized by ensembles of Gaussian distributions. This utilization of Gaussian-

based disease representation serves to reinforce the observation that crop stress exhibits

a continuous nature and emanates outward from distinct focal points.

Pixel-wise classification involves assigning class labels to individual pixels in

an image. BANNERS has the capability to perform this labeling technique, allowing

it to categorize each pixel based on the specific classes or categories defined within the

labeling task. This enables detailed and precise classification of image regions at the

pixel level.

In addition to pixel-wise classification, BANNERS also supports object detec-

tion, which involves identifying and localizing specific objects within an image. With

object detection, BANNERS can detect and outline the boundaries of objects of inter-

est, providing valuable information about their positions and extents in the image. This

enables more comprehensive analysis and understanding of the image content.

By encompassing both pixel-wise classification and object detection, BAN-

NERS offers a versatile labeling framework that can handle a wide range of image anal-

ysis tasks. These techniques provide the foundation for accurate and detailed annotation

of image data, facilitating subsequent machine learning algorithms and applications that

rely on labeled datasets.

61



5.2 Discussion

5.2.1 Human factors

An aspect that is highly subjective but highly consistent in its reporting is that

of human factors. Mentioned earlier in this work, the goal of BANNERS was to be less

taxing for the human experts to generate data labels. It seems frivolous to avoid the

most simple and straightforward data labeling technique like that found in yololabel 1.1

but from a human factors perspective this change makes an enormous difference in the

quality of life for the human experts employed to label data. It is generally regarded

within the deep learning community that data labeling is akin to back breaking manual

labor. The work of labeling image data is not technically hard, draw a box around

something within an image or paint some sections of an image. The task is simple but

when repeated for hundreds or thousands of images the tedium takes its tole. The mind

numbing mental labor and need to sit focusing on a screen for hours is often regarded

as a right of passage for those within the robotics field. The shared misery is a badge of

honor demonstrating ones love for the pursuit of robotics over riding the pain induced by

data labeling. Divorcing the community from this self-flagellation and instead working

within fields collecting data is a marked improvement. It is worth noting that labeling

the data is still tedious and time consuming, however the approach demonstrated here

is an improvement.

Time taken to label data is reduced taking only 8 total hours of labor to label

three acres of data equating to nearly 200,000 images from ASTRO. This labeling time
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Figure 5.17: This image was taken from a field test for future work of labeling agri-
cultural data. The image is taken at the research farm at the University of California
Santa Cruz. This image was taken as the team was labeling winter rye with a different
form-factor revision of the data labeling tool than what is presented in this manuscript.
The team can be seen closely inspecting crops for rust, a common fungal infection for
cereal grains.
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is split across teams of two each with their own clicker, collecting data5.17. Besides the

time requirements it is healthier to label this data where humans are tromping through

fields instead of sitting behind a desk. Finally the ability for humans to closely inspect

the plants being labeled is a benefit to the accuracy of the labels. The ability to inspect

plant diseases or stress in person is a marked improvement from attempting to discern

plant health from aerial imagery 4.9. This also bleeds into the ability to label data

regardless of the sensors being used. This becomes pronounced when asking a question

such as “what does a sick plant look like in the thermal spectra?” By labeling directly

in the field any data that is related to GNSS position can be labeled unlike before with

yololabel where a human would have to be able to identify a sick plant as seen through

spectra other than visible light such as thermal.

5.2.2 Interpret validation

BANNERS is a viable system for annotating large scale geo-referenced datasets.

We see that because of the reprojection accuracy of BANNERS it is possible to generate

labels for photographic data collected from ASTRO.

The margin of error for BANNERS was set up to reflect the scale of the

phenomena that we are tracking. In the agricultural context, one meter is about the

size of three or four plants such as strawberries. This makes one meter a convenient

metric by which we can judge performance. To go beyond the work presented here,

BANNERS leads into future work in agriculture where a system can alert a human

to dying crops. A system that can detect and direct a human to some agricultural
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problem needs to be accurate to within a meter for a human to find the dying plants.

Similarly for search and rescue, directing humans to within a meter of the target is

plenty useful. The one meter metric is further supported by the DARPA Subterranian

Challenge where scoring accepted up to one meter of error in the reported position of

any artifact including survivors. On the scale of acres and kilometers of flight one meter

of error is acceptable.

Average projection error falling well under 1m between prediction and ground

truth with the worst test showing an average error of 0.6m5.1.6 despite demonstrating

even better accuracy in other tests. This demonstrates the viability of BANNERS as a

data labeling tool with sufficient accuracy to be deployed for use generating the labels

for deep learning systems.

We see that error quickly grows with with flight length5.1.6, we are unsure

of the cause of increases in projection error correlating to increases in flight duration.

It is assumed that there is error in the extrinsics calculated earlier but a transform

error such as the one found in the extrinsics calibration should produce consistent error

over time. The pose estimates of the robot are highly consistent5.5 and no drift in

orientation is observed5.9 which leaves error or drift in the mounting solution between

the UAV and the payload. Further testing with a larger sample size will be needed to

fully diagnose and correct the error growth with increases of flight duration. The error

between prediction and detection appears guassian5.15 which supports the hypothesis

that error is being introduced by sub-optimal camera to robot extriniscs estimation. A

systematic error in orientation would generate a gaussian where an error in translation
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makes the guassian non-zero mean. Despite this error BANNERS still shows usefulness

as a label generation tool and still shows marked improvements in the human factors

aspect of its implementation over traditional data labeling methods.

5.3 Future work

BANNERS, as a novel system, demonstrates its core functionality and meets

the necessary requirements. However, there are areas for improvement that can enhance

its performance and capabilities.

One aspect that can be improved is the incorporation of depth information

for precise data and label projection into images. Currently, BANNERS lacks depth

data, which affects its accuracy on steep slopes or at high attitude angles due to the

foreshortening of camera frustums. Although depth data was omitted to simplify BAN-

NERS and validate the concept of automated labeling, it is essential to consider depth

information for accurate operations.

Moreover, the development of calibration hardware and software compatible

with the GNSS reference frame for UAVs is crucial. While GNSS calibration is tradi-

tionally associated with satellites, the increasing application of UAVs, exemplified by

systems like BANNERS, necessitates calibration in a GNSS frame. One potential ap-

proach is utilizing dual high-precision GNSS systems rigidly mounted to a calibration

target placed on the ground, allowing UAVs to fly over it. This setup resembles the

ground control points used in orbital-based imaging systems but on a scale suitable for
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UAVs. Building out small scale calibration systems that utilize GNSS as the common

reference frame is similar to using a motion capture system like optitrack to estimate the

transform between sensors on a robot within a lab. The technology that has unlocked

this as a possibility for non-governmental entities is the development of low cost RTK

enabled GNSS positioning. While systems like optitrack are more accurate than 1.4cm

a fused AHRS or INS pose estimation system can reliably achieve the accuracy observed

by a system like optitrack. Furthermore a calibration target with dual GNSS receivers

gets heading estimation while being left motionless on the ground can use non-linear

least squares or even averaging to precisely determine its position in GNSS coordinates

again acting like optitrack where the accuracy could be measured in single digit millime-

ters. A calibration target for imagers and other sensors would be the most difficult part

of the proposed apparatus to manufacture for all of the problems presented. Making

a calibration target that can be used for all of the sensors included on a system like

ASTRO may be easy. An aptil tag works well for visual cameras and can work for

thermal cameras. For lidar or radar however there would need to be more thought put

into a calibration target appropriate for those sensing modalities. The need to move

out of a laboratory and outdoors for calibration is driven by the optics chosen for the

research being performed. Moving outdoors enables incredible amounts of positional

freedom while calibrating sensors intended for use over long distances.

BANNERS would also benefit enormously from including full state estimation

on the sensor payload or a more rigid sensor mount. The decision to make the sensor

payload easily detachable from the UAV body was an intelligent decision overall. The
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detachable design aided in repair and debugging during development but also introduced

flex into the mounting solution which decreases the accuracy of BANNERS through

ambiguity in the transform from the camera reference frame to the UAV inertial frame.

This problem is purely a mechanical one which can be solved by iterating further on the

design of the payload and the mount on the UAV. Increasing the rigidity of the mount

between the sensors and the UAV body would substantially improve the projection

accuracy of BANNERS. The alternative would be to include more sensors such as an

altitude heading and reference system directly on the sensor payload. This would be a

more rigid mount between the image sensors and the state estimation sensors. Higher

navigation rates or synchronising the pose estimates with the camera frames would help

even further but may make less of an impact than increasing rigidity would.
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Chapter 6

Conclusion

BANNERS and ASTRO demonstrate the ability to label arbitrary data through

a relation in a GNSS reference frame. The initial phase of constructing and verifying the

systems as outlined involves the construction of a suitable payload that corresponds to

the specific work and flight platform. In the case of ASTRO, this entailed the creation

of a payload capable of accommodating a single board computer, multiple imaging

systems, and a GNSS receiver mounted on a DJI Matrice M300. Subsequently, the

validation and characterization of ASTRO were conducted concurrently with the de-

velopment of BANNERS. Each transform computed for ASTRO played a crucial role

in influencing the design choices made for BANNERS, enabling the establishment of a

complete sequence of transforms for projecting data from GNSS space into images.

Our findings reveal opportunities for enhancement, particularly concerning

the calibration of systems like ASTRO that rely on GNSS positioning to accurately

estimate the coordinate transform from the robot body frame to the camera body
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frame. Additionally, we propose future research directions aimed at improving ASTRO’s

performance through enhanced mechanical design. Furthermore, we advocate for the

development of depth estimation techniques to compute surface normals, as this would

extend the applicability of BANNERS and ASTRO to more rugged terrains with steeper

inclines.

This study presents an innovative approach to address the cost issue of data

annotation for supervised deep learning frameworks by employing conventional image

projection methods. In order to showcase this method, the implementation of a reliable

LoRa-based RTK GNSS system was required for field robotics applications. Addition-

ally, unconventional calibration techniques were investigated within the realm of sub-

orbital UAV-based imaging systems. The research findings demonstrate the viability

and practicality of a streamlined pose estimation system in the context of field robotics,

thereby highlighting its potential benefits.

The presented research represents a significant advancement in the field of deep

learning for field robotics, characterized by an evolutionary trajectory. The findings il-

lustrate the feasibility of labeling diverse datasets within a GNSS reference frame to

facilitate the training of supervised deep learning algorithms. This achievement show-

cases the potential for substantial progress in the integration of deep learning techniques

in large scale field robotics applications.
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