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INTRODUCTION 

Block copolymers in which one microphase is 
mechanically rigid and the other microphase 
transports a chemical species are important in a 
wide range of applications including proton 

transport membranes in fuel cells,1–6 selective 
membranes for separations,7–15 and electrolytes 
for high energy density lithium metal 
batteries.16–22 Microphase separation between 
components of a block copolymer allows 
incompatible properties such as mechanical 

ABSTRACT 

A method is presented to relate local morphology and ionic conductivity in a solid, lamellar block 

copolymer electrolyte for lithium batteries, by simulating conductivity through transmission electron 

micrographs.  The electrolyte consists of polystyrene-block-poly(ethylene oxide) mixed with lithium 

bis(trifluoromethanesulfonyl) imide salt (SEO/LiTFSI), where the polystyrene phase is structural phase 

and the poly(ethylene oxide)/LiTFSI phase is ionically conductive.  The electric potential distribution is 

simulated in binarized micrographs by solving the Laplace equation with constant potential boundary 

conditions.  A morphology factor, f, is reported for each image by calculating the effective conductivity 

relative to a homogenous conductor.  Images from two samples are examined, one annealed with 

large lamellar grains and one unannealed with small grains.  The average value of f is 0.45±0.04 for the 

annealed sample, 0.37±0.03 for the unannealed sample, both close to the value predicted by effective 

medium theory, 1/2.  Simulated conductivities are compared to published experimental conductivities.  

The value of fUnannealed/fAnnealed is 0.82 for simulations and 6.2 for experiments.  Simulation results 

correspond well to predictions by effective medium theory but do not explain the experimental 

measurements.  Observation of nanoscale morphology over length scales greater than the size of the 

micrographs (~1 μm) may be required to explain the experimental results.  

KEYWORDS: electrolyte, transmission electron microscopy, block copolymer, ionic conductivity 
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strength and chemical permeability to be 
decoupled.23  Microphase separation also gives 
rise to ordered morphologies with characteristic 
dimensions in the 5 to 50 nm range.  Coherent 
order is limited to another characteristic length 
scale that is often referred to as the grain size, L.  
The influence of nanoscale morphology and 
defects on the transport of chemical through 
block copolymer domains is not yet well 
understood.  While techniques used for 
morphology characterization such as scattering 
and microscopy are inherently local (i.e. 
sensitive to structure on the nanometer or 
micron length scale), transport measurements 
are typically performed across length scales of 
hundreds of microns.  In this study, we present a 
method to relate local morphology and ionic 
conductivity in a block copolymer electrolyte. 

Sax and Ottino developed a widely-adopted 
model based on effective medium theory to 
relate structure and transport at the bulk scale in 
randomly-oriented morphologies relevant to 
block copolymer materials.9  Within this model, 
the ionic conductivity of a block copolymer 
electrolyte, 𝜎, is given by   

𝜎 = 𝑓𝜙c 𝜎c    (1) 

where f is the morphology factor, 𝜎c is the 
intrinsic conductivity of the bulk ion-transporting 
microphase phase, and 𝜙c  is the volume fraction 
of the ion-transporting microphase.17  Others 
have proposed modifications to the model in 
equation 1 to account for additional structural 
details such as tortuosity and the non-
conducting interfacial volume between 
micrphases.24,25  For randomly-oriented lamellae 
in a bulk three-dimensional material, f is 2/3; two 
out of three principle orientations lead to 
conduction.  By similar logic, for a one-
dimensional morphology in two dimensions such 
as a cross section through bulk lamellae, f is 1/2. 

One of the benefits of the effective medium 
model is its simplicity, as it only requires 
knowledge of the block copolymer morphology.  
However, a number of recent publications have 
noted deviations between experiments and the 

ideal morphology factor predicted by effective 
medium theory, suggesting that defects such as 
grain boundaries may affect ion transport, either 
positively or negatively.26–31  Majewski et al. 
compared ionic conductivities of electrolytes 
consisting of randomly oriented and single-grain, 
aligned hexagonally-packed cylinders and 
showed that the ratio of morphology factors 
fRandom/fAligned is around 0.10 instead of 0.33, as 
predicted by effective medium theory.19  Young 
et al. found that as the conductive phase 
becomes more networked, progressing from 
lamellae to hexagonally-perforated lamellae to 
hexagonally packed cylinders with a majority 
conductive phase, the morphology factor 
increases and becomes closer to the effective 
medium theory prediction.30  Meek et al. provide 
a review of several other examples of deviations 
that have been observed between experiment 
and effective medium theory in materials based 
on polymerized ionic liquids.26,27,31  These studies 
all suggest that defects decrease the 
conductivity of the block copolymer by 
decreasing the connectivity of the conductive 
phase.  In contrast, Diederichsen et al. showed 
that as the number of node-like defects in a 
conducting network increases, the conductivity 
increases.32  Similarly, in reference 33, it was 
shown that as L increases from 13 nm to 88 nm, 
a factor of 6.5, f decreases from 0.36 to 0.058, a 
factor of 6.2.33As L increases, the number of 
grain boundary defects decreases.  Improving 
the connection between local structure and ion 
transport could help clarify which defects 
enhance transport and which ones inhibit it.   

Recently, several authors have made progress 
toward relating local structure and transport in 
thin film block copolymers.  In the study by 
Diederichsen et al., block copolymers films were 
used to template an electronically conductive 
gold network.  The authors use scanning electron 
microscopy (SEM) to characterize the local 
structure and directly probe the conductivity of 
the gold network.32  Using this approach, the 
authors could relate the network topology to the 
electrical conductivity.  In another study, Arges 
et al. use electrodes deposited on a silicon wafer 
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to probe the ionic conductivity of an anion-
conducting thin film block copolymer based on a 
polymerized ionic liquid.34  This experimental 
design enables the direct measurement of ionic 
conductivity by ac impedance spectroscopy and 
structure by SEM.  In both of these experiments, 
the thin film configuration facilitates the 
measurement of local structure and transport on 
the same system. 

While previous studies have shed light on the 
relationship between charge transport and 
morphology in some idealized systems, the 
challenge of establishing the relationship 
between these quantities in block copolymer 
electrolyte films remains.  In an attempt to 
address this challenge, we simulate ion 
conduction through scanning transmission 
electron microscopy (STEM) images of a 
microtomed bulk lamellar block copolymer 
electrolyte for lithium metal batteries.  The 
electrolyte consists of polystyrene-block-
poly(ethylene oxide) (SEO) mixed with a lithium 
salt, lithium bis(trifluoromethanesulfonyl) imide 
(LiTFSI).  The polystyrene (PS) block provides 
high modulus, and the poly(ethylene oxide) 
(PEO) block solvates the LiTFSI.  Together, the 
PEO/LiTFSI mixture forms the ion-conducting 
phase.35  Conductivity was simulated in two sets 
of images, one from an annealed sample large 
with grains and one from an unannealed sample 
with small grains.  The samples used in this study 
are the same ones used in reference 33, where 
we reported on the effect of annealing on ionic 
conductivity.  This enables a direct comparison 
between simulation and experiment.  While our 
conductivity measurements are made on 
samples that are 100 μm thick, the STEM 
experiments are restricted to length scales of 
about 1 μm.    The main question that we answer 
is the following: Can morphological 
characterization on the local scale (1 μm) can be 
used to predict ion transport in bulk? 

EXPERIMENTAL 

Materials 

An SEO polymer was synthesized using 
sequential anionic polymerization, as described 
previously.36,37  The number-average molecular 
weight, Mn, of the PS block is 4.9 kg mol-1 and 
that of the PEO block is 5.5 kg mol-1.  All steps of 
the electrolyte preparation were conducted in 
argon glovebox.33,38  Polymer was dried under 
vacuum at 90 oC for 24 h, and LiTFSI was dried 
under vacuum at 120 oC for 72 h, both in the 
antechamber of an argon glovebox.  The 
electrolyte was prepared by mixing a 10 mL 
solution of SEO in anhydrous benzene with a 200 
μL solution of LiTFSI salt in anhydrous 
tetrahydrofuran and freeze drying.  The sample 
was freeze dried without exposure to air using a 
homebuilt transfer apparatus and then dried 
under vacuum for 24 h in the antechamber of an 
argon glovebox.  The molar ratio of Li to ethylene 
oxide moieties, or r-value was 0.085.   

For both the annealed and unannealed samples, 
the freeze dried electrolyte was pressed into a 
150 μm thick fiberglass-reinforced epoxy spacer 
(Garolite G10) at room temperature and 
vacuum-sealed in an air-tight laminated 
aluminum pouch (Showa-Denko).  After sealing, 
the annealed sample was heated to 120 oC on a 
hotplate for 24 h, and the un-annealed sample 
was maintained at room temperature. The 
electrolyte used in this study is the same as the 
electrolyte used in reference 33.  Immediately 
prior to imaging by STEM, samples were 
removed from their pouch.  Sections of each 
sample, 100 nm thick, were prepared by cryo-
microtoming the bulk electrolyte at -120 oC using 
a Leica EM FC6 microtome.  The samples were 
placed on lacey carbon-coated copper grids and 
stained with RuO4 vapor for 10 min.  The 
electrolytes were imaged with a Tecnai F20 UT 
FEG instrument using a high angle annular dark 
field detector, with the PEO domains appearing 
bright.39  The acceleration voltage was 200 keV. 

Simulation Domain Preparation 

STEM images were converted to binary, black 
and white images for simulations.  Small 
variations in magnification of the 8-bit grayscale 
STEM images were eliminated by cropping the 
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images to a consistent physical size (0.985 x 
0.985 μm) and compressing them to a consistent 
resolution (1024 x 1024 pixels).  To eliminate 
noise and long-range intensity fluctuations due 
to variations in sample thickness, a bandpass 
filter was applied using the ImageJ software 
package.  The lower cutoff was set to 4 pixels and 
the upper cutoff set to 20 pixels.  The images 
were segmented to produce binary images.  The 
segmentation threshold was adjusted so that the 
area fraction of the conducting phase 
(represented as white), 𝜙, was as close as 
possible to the volume fraction of the conducting 
phase in the bulk electrolyte, 𝜙c, 0.58.  Circular 
regions were extracted from segmented 
microscopy image data using a custom ImageJ 
script, and a commercial software package 
(Avizo, FEI) was used to convert the circular 
regions into surface meshes.  

Modeling 

The surface meshes were imported into a 
commercial simulation package (STAR-CCM+, 
CD-adapco) and transformed into surface 
meshes in annular regions, with the inner and 
outer edges of these regions virtually embedded 
into circular electrodes of small but finite width.  
These regions were refined with a custom mesh 
repair algorithm, and transformed into 
simulation domains, on which the Laplace 
equation with potential boundary conditions 
was then solved.  Conductivity ratios were 
computed from the simulation results.  Different 
boundary conditions and image regions could be 
used for the simulations.  For example, a square 
image region could be used with potential 
boundary conditions on two parallel sides and 
insulating boundary conditions on the other two 
sides.  In this configuration, some paths through 
the electrolyte would terminate on the 
insulating boundaries, rendering them non-
conducting.  Annular image regions with circular 
electrodes were chosen for this study in order to 
maximize the number of conductive paths 
between electrodes and to avoid directional bias 
in the plane.  In Figure S1, electric potential 

distribution is shown for the image Annealed 2 in 
both annular and square geometry. 

The conductivity ratio is a characteristic of the 
material.  However, in order to obtain these 
values through simulation, selected spatial 
domains must be representative of the material.  
They must be sufficiently large to make the 
effect of local variation unimportant; in this 
work, the outer diameters of the annular regions 
were taken as the image widths.  Also, an inner 
electrode that is too small will be connected to 
rest of the spatial domain by only a small number 
of conductive paths, producing a spatial domain 
that is not representative of the segmented 
image data.  For each segmented image, a 
suitable inner electrode size was chosen by 
constructing several domains from the image, 
each using a different inner radius.  As discussed, 
the conductivity ratios tend to vary with inner 
electrode size when the inner electrodes are 
small, as well as when the inner electrodes are 
too large, making the area of the domain too 
small.  However, the conductivity ratios tend to 
reach a plateau at intermediate sizes of the inner 
electrode.  The values reported in this article are 
based on these intermediate sizes, for which 
variation of effective conductivity with electrode 
size is within approximately 5 %.  The effect of 
inner radius on effective conductivity is reported 
in Figure S2 in the supporting information. 

Direct numerical simulations were performed on 
planar spatial domains constructed from 
microscopy images.  In the annular region used, 
the inner and outer boundaries represent 
electrodes held at different potentials.  As a 
baseline, the potential of an annular region 
consisting entirely of conductive material is 
given by Laplace’s equation (equation 2). 

∇2𝑉 = 0    (2) 

The potential is held at 1 V at the inner boundary 
at radius 𝑅𝑖and at 0 V at the outer boundary at 
radius 𝑅𝑜.  The potential as a function of radial 
position r is then given by equation 3.  
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𝑉(𝑟) =
ln(𝑟/𝑅𝑜)

ln(𝑅𝑖/𝑅𝑜)
   (3) 

Though a dc potential is applied to the 
electrolyte, polarization effects are ignored.40  
This treatment is representative of conditions 
during a low-amplitude ac impedance 
experiment. 

The total current flowing between the two 
electrodes may be determined from the current 
density at some radial position and the 
circumference of the circle associated with that 
position, but is independent of radial position.  

The current density 𝒋 can be obtained from the 

potential as 𝒋 = 𝜎c𝑬, where 𝜎c is the bulk 

conductivity of the conductive material and 𝑬 =
∇𝑉 is the electric field.  The total current per unit 
depth (assuming no variation of the spatial 
domain out of the plane) is then given by 
equation 4. 

𝐼analytical = 2𝜋𝑟|𝒋(𝑟) ⋅ 𝒓̂| = 2𝜋𝑟𝜎c |
𝑑𝑉

𝑑𝑟
| 

=
2𝜋𝜎c

|ln(𝑅𝑖/𝑅𝑜)|
     (4) 

This analytical result may be compared against 
the current per unit depth computed in 
simulations involving similar spatial domains 
based on microscopy images.  Unlike in the 
baseline case, these spatial domains consist of 
complex arrangements of both conductive and 
insulating regions.  However, the total current 
passing between the electrodes can be 
computed through any surface represented by a 
closed, non-intersecting curve encircling the 
inner electrode in the simulation domain.  Based 
on the computed current, one can assign a 
conductivity, σ, to the simulation domain 
through the analytical relationship obtained 
earlier (equation 5).   

𝐼sim =
2𝜋𝜎

|ln(𝑅𝑖/𝑅𝑜)|
   (5) 

Rearranging this expression and reintroducing 
the bulk conductivity of the conductive material 
gives equation 6, which is a conductivity ratio 

that reflects only the arrangement of conductive 
and insulating regions in the image data.  

𝜎

𝜎c
=

𝐼sim

𝜎c

|ln(𝑅𝑖/𝑅𝑜)|

2𝜋
    (6) 

This conductivity ratio is related to f, where 𝜙 is 
the area fraction of the conductive phase in the 
image, or 𝜙c, the conductive phase volume 
fraction in a bulk sample (equation 7).  

𝑓 =  
𝜎

𝜎c𝜙
    (7) 

RESULTS 

In Table 1, the properties of the annealed and 
unannealed samples at the bulk and local scale 
are summarized.  The bulk properties, average 
grain size, LSAXS, and domain spacing, dSAXS, 
measured by small angle X-ray scattering (SAXS), 
are taken from reference 33.  The bulk volume 
fraction of the conductive PEO/LiTFSI domain, 
𝜙c, is estimated to be 0.58 based on a rule of 
mixtures (equation 8).   

𝜙c =  
𝑣EO+𝑟 𝑣LiTFSI

𝑣EO+𝑟 𝑣LiTFSI+
𝑛PS

𝑛PEO
 𝑣S

  (8) 

In equation 8, 𝑣EO is the molar volume of the 
ethylene oxide monomer, calculated from the 
molar mass of 44.05 g mol-1 and bulk PEO 

density, 1.12 g cm-3, 𝑣S is the molar volume of 
the styrene monomer, calculated from the molar 
mass of 104.15 g mol-1 and bulk PS density of 

1.07 g cm-3, 𝑣LiTFSI is the molar volume of the 
salt, calculated from the molar mass of 287.09 g 

mol-1 and bulk density of 2.02 g cm-3, 𝑛PEO is the 

number of monomers in the PEO block, and 𝑛PS 
is the number of monomers in the PS block.41 

Binarized STEM images were analyzed to obtain 
the local properties reported in Table 1: 
conductive phase areas fraction, 𝜙, local grain 
size, LTEM, local domain spacing, dTEM, anisotropy 
factor, a, electric potential standard deviation at 
a radius of 286 nm, SV(286), and morphology 
factor, f.  In Figure 1, a series of images 
illustrating the image processing steps are 
shown for an annealed sample (Figure 1a-c), and 
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TABLE 1 Bulk and local properties.  Bulk properties are taken from reference 33. The bulk properties 
conductive phase volume fraction, 𝜙c, grain size measured by SAXS, LSAXS, and domain spacing measured 
by SAXS, dSAXS, are reported along with the local properties, conductive phase area fraction, 𝜙, grain size 
measured by STEM, LTEM, domain spacing measured by STEM, dTEM, alignment parameter, a, electric 
potential standard deviation at mid-radius, SV(286), and morphology factor, f.   
 

 
Bulk Properties Local Properties 

 𝜙c 

 

LSAXS  

(nm) 

dSAXS 

(nm) 

𝜙 

 

LTEM 

(nm) 

dTEM  

(nm) 

a SV(286)  

(V) 

f 

 

Annealed 1    0.59 88 14.2 0.49 0.13 0.46 

Annealed 2    0.59 85 16.7 0.51 0.24 0.48 

Annealed 3    0.58 48 17.0 0.50 0.14 0.40 

Annealed 4    0.58 42 16.0 0.50 0.13 0.50 

Average 0.58 88 16.8  65 ± 22 16.0 ± 0.2  0.16 ± 0.05 0.45 ± 0.04 

          

Unannealed 1    0.58 10.9 16.3 0.50 0.08 0.39 

Unannealed 2    0.58 11.6 16.3 0.51 0.14 0.39 

Unannealed 3    0.59 11.9 16.2 0.50 0.12 0.36 

Unannealed 4    0.58 11.7 15.9 0.44 0.06 0.33 

Average 0.58 13 16.0  11.5 ± 0.4 16.2 ± 1.1  0.10  ± 0.03 0.37 ± 0.03 

 

 

FIGURE 1 Raw and processed images of an annealed sample, Annealed 2, (a)-(c), and an unannealed 
sample, Unannealed 1, (d)-(f).  The scale bar in (a) represents 100 nm and applies to all of the images.  
Images (a) and (d) show the raw, RuO4-stained STEM images, (b) and (e) show the images after applying 
a bandpass filter, and (c) and (f) show the images after binarization.  The light domains represent the 
conductive phase.
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an unannealed sample (Figure 1d-f).  The 
annealed images correspond to Annealed 2 in 
Table 1, and the unannealed images correspond 
to Unannealed 1.  Figures 1a and 1d show the 
raw stained STEM images, Figures 1b and 1e 
show the images after applying a bandpass filter, 
and Figures 1c and 1f show images after 
binarization.  Images such as Figures 1c and 1f 
were converted to circular surface meshes and 
used as inputs to the conductivity simulation.  
The light domains in the images represent the 
conductive phase.  The area fraction of the 
conducting phase in each image, 𝜙, is reported 
in Table 1.  The values for 𝜙 are very close to 
those of 𝜙c due to the approach used in the 
analysis (see Simulation Domain Preparation) 
but they are not identical. During the 
binarization of images, small variations occur in 
𝜙 due to the discrete nature of the raw 8-bit 
grayscale STEM images.   

Local grain size, LTEM, and domain spacing, dTEM 
were computed using an open-source macro for 
the ImageJ software program, ADAblock, written 
by Murphy et al.42  Figures 2a and 2b show false-
color orientation maps produced using the 
ADAblock program, with color representing the 
orientation of the lamellar domains.  In Figure 2, 
black regions represent conducting domains.  
The values for LTEM were determined for each 
image by using the orientation map to calculate 
the orientational correlation length at a subset 
of 4000 points in the image, and averaging.  The 
orientational correlation length is taken to be 
the grain size, LTEM.  Values for LTEM reported in 
Table 1 represent the average of results from 
three different sets of 4000 points, and the 
standard deviations between measurements 
were all within 7 %.  The values of LSAXS and LTEM 
are in reasonable agreement for both the 
annealed and unannealed samples: 65 ± 22 nm 
(TEM) and 88 nm (SAXS) for the annealed 
sample, and 11.5 ± 0.4 nm (TEM) and 13 nm 
(SAXS) for the unannealed sample.  The values of 
dSAXS and dTEM are also in good agreement for 
both the annealed and unannealed samples: 
16.0 ± 0.2 nm (TEM) and 16.8 nm (SAXS) for the 
annealed sample, and 16.2 ± 1.1 nm (TEM) and 

16.0 (SAXS) for the unannealed sample.  The 
values of grain size and domain spacing 
measured by TEM are close to the values 
measured by SAXS, indicating that the regions of 
electrolyte in the images are representative of 
the bulk electrolytes. 

 
 
FIGURE 2 Orientation maps based on STEM 
images of an annealed sample, Annealed 2, (a) 
and an unannealed sample, Unannealed 1, (b).  
The scale bar represents 100 nm.  Black regions 
are conducting domains.  The color scale 
indicates orientation angle.  Images and color 
scale were produced using the ADAblock 
program for ImageJ.42   

An assumption of effective medium theory is 
that grains are randomly oriented.  To check if 
grain orientation was random on the length scale 
of the images, an alignment parameter, a, was 
calculated for the images according to equation 
9.43   

𝑎 = 〈 cos2{ 𝜃Domain(𝑥, 𝑦) − 𝜃(𝑥, 𝑦) } 〉 (9) 
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In equation 9, 𝜃Domain is the orientation angle of 
the domain tangent, and 𝜃 is the azimuthal angle 
at a given point (𝑥, 𝑦) in the image.  The data for 
𝜃Domain(𝑥, 𝑦) is obtained from the color scale in 
domain orientation maps such as those in Figure 
2.  The alignment parameter is calculated by 
averaging the correlation between 𝜃Domain and 
𝜃 over all points in the conductive regions of the 
annular simulation domain.  Both angles are 
restricted to vary between 0 and 180o, and a 
varies between 0 and 1, where the value 0.5 
indicates random grain orientation and 1 
indicates grain alignment along the radial, 
conductive direction.  For all but one image, the 
values of a are very close to 0.5, indicating that 
the assumption that grains are randomly 
oriented is valid for the simulation domains.  For 
the image Unannealed 4, a is 0.44, below 0.5, 
indicating that the grains are preferentially 
aligned in the direction perpendicular to 
conduction. 

The local properties SV(286) and f were 
determined from the simulated electric 
potential.  In Figure 3, representative electric 
potential maps are shown for an annealed 
sample (Figure 3a) and an unannealed sample 
(Figure 3b).  The simulation results shown in 
Figure 3 are based on the images in Figure 1c and 
1f.  In Figure 3a, the change in potential with 
radius is anisotropic.  Regions where the 
lamellae are aligned in the radial direction 
appear to be different from regions where the 
lamellae are aligned in the azimuthal direction.  
Not all conductive paths between the inner and 
outer electrodes are equivalent.  In Figure 3b, 
the change in potential with radius appears to be 
more isotropic indicating that the conductive 
paths are networked and roughly equivalent 
through the image. 

The difference in potential distribution between 
annealed and unannealed samples is illustrated 
in Figure 4.  In Figure 4a, the azimuthally-
averaged potential, VAve(r), is averaged over the 
four images and plotted as a function of radius, 
r.  The error bars represent the standard 
deviation of the average over four images.  The 

analytic solution for the potential distribution in 
a homogenous conducting phase (equation 4) is 
included for comparison.  The potential 
distributions for both annealed and unannealed 
samples are similar to the analytic solution.  In 
Figure 4b, the standard deviation of the 
azimuthally-averaged potential, SV, (magnitude 
of error bars in Figure 4a) is plotted as a function 
of radius.  Each point shown in Figure 4b is 
averaged over four images.  Because the 
potential at the inner and outer radii, 𝑅𝑖 (121 
nm) and 𝑅𝑜 (493 nm), are fixed, the standard 
deviations at the boundaries are nearly zero for 
all samples; the standard deviations are not 
exactly zero due to numerical error in the image 
analysis.  The value of SV at radii between 𝑅𝑖 and 
𝑅𝑜 gives a measure of the anisotropy of the 
images, with higher SV indicating greater 
anisotropy.  In Table 1, values of SV at the mid-
radius of 286 nm, SV(286), are reported.  On 
average the images from the annealed sample 
have higher values of SV(286) than images from 
the unannealed sample (0.16 ± 0.05 V vs 0.10 ±  
 

 

FIGURE 3 Simulated electric potential maps for 
an annealed sample, Annealed 2, (a) and an 
unannealed sample, Unannealed 1, (b).  The 
color scale indicates the electric potential, V, and 
white regions are non-conducting.  The scale bar 
is indicated in the bottom right. 
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0.03 V).  However, given that the value of LTEM, is 
approximately four to eight times higher for the 
images from the annealed sample, the 
difference in SV(286) is small by comparison.  It is 
perhaps surprising that LTEM and SV(286) do not 
appear to be strongly linked.  One explanation 
could be that SV(286) is more sensitive to local 
grain size at a radius of 286 nm than the image-
average grain size, LTEM.  
 

 

 

FIGURE 4 Azimuthally-averaged electric 
potential, VAve(r) (a), and standard deviations of 
electric potential SV averaged among images 
from annealed and unannealed samples, (b).  In 
(a) the analytic solution for a homogenous 
conductor in an annular geometry, equation 4, is 
also plotted. 

Morphology factor, f, was calculated based on 
the simulated current, ISim, (equations 5-7).  The 
values of f for the annealed samples are between 

0.40 and 0.50 with an average of 0.46 ± 0.04, and 
the values of f for the unannealed samples are 
between 0.33 and 0.39 with an average of 
0.37 ± 0.03.  Though on average the annealed 
images have a higher value of f, according to 
Table 1, f is not strongly correlated with LTEM or 
SV(286) on the level of individual images.  For 
example, in the set of annealed images, the 
values of SV(286) and LTEM are similar for Annealed 
3 and Annealed 4, but Annealed 3 has the lowest 
value of f at 0.40 and Annealed 4 has the highest 
at 0.50.  The ideal value of f in two dimensions is 
0.5.  This prediction is remarkably consistent 
with the morphology factors calculated for the 
annealed samples but higher than the 
morphology factors calculated for the 
unannealed samples.  For the image Unannealed 
4, the low value of f corresponds to a low value 
of a, however, for the other images from the 
unannealed sample, the reason for the low value 
of f is not known.  Given the variation in f from 
sample to sample, the primary conclusions of the 
analysis of the STEM micrographs are that f is a 
weak function of grain size and that annealing 
results in a slight increase in f.  The ratio 
fUnannealed/fAnnealed obtained by using the average 
values of the two quantities is 0.82. 
 
The main objective of this study is to compare 
the local ion transport characteristics 
determined by simulation with macroscopic 
measurement of bulk conductivity.  There are 
two main differences between the two 
approaches: 
(1) The local transport characteristics were 
determined in 2D simulations while the bulk 
measurements were obtained in 3D samples. 
(2) The local characteristics were determined 
from analysis of a very small subset of the grains 
that were sampled in the bulk measurements.  
 
The ratio fUnannealed/fAnnealed does not depend on 
the dimension of the system.  We can thus use 
this ratio to account for difference (1) above.  
The simulated and experimental values of 
fUnannealed/fAnnealed are reported in Table 2.  It is 
clear that the local analysis provides no 
explanation for the observation that in bulk 
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measurements, fUnannealed/fAnnealed in this sample is 
6.2.  The discrepancy in Table 2 suggests that 
accurate determination of bulk transport 
requires determination of nanoscale 
morphology over a significantly larger region 
than that employed in the present study 
(approximately 1 μm).   

TABLE 2 Morphology factor ratio from simulation 
and experiment.  The experimental result is 
taken from reference 33. 
 
 fUnannealed/fAnnealed 

Simulation 0.82 

Experiment 6.2 

 

Finally, we note that in our simulation, the 
intrinsic conductivity of the PEO/LiTFSI phase is 
assumed to be constant.  If annealing induces 
any changes in intrinsic conductivity, such effects 
would not be captured by the simulation.  
Annealing could change the intrinsic 
conductivity of the PEO/LiTFSI phase in two 
ways: 
(1) The interfacial mixing between the non-
conducting and conducting phase could change 
with annealing. 
(2) The intrinsic conductivity at grain boundaries 
could be different from that in the interior of a 
lamellar grain. 
 
As the electrolyte is annealed from a less 
ordered, freeze-dried state to a more ordered 
state, we expect the intermixing to either 
decrease or stay constant.  This should result in 
an increase in conductivity upon annealing; 
however, the opposite is observed in 
experiment.  Hence, it is unlikely that the first 
factor can account for the discrepancy between 
simulation and experiment.  

It is possible that non-equilibrium structures 
such as grain boundaries have different intrinsic 
conductivities from the interior of a grain.  The 
experimental morphology factor ratio and 
discrepancy between simulation and experiment 
could be explained if conductivity is higher at 

grain boundaries than in the interior of a grain.  
To date, most characterization of SEO/LiTFSI 
electrolytes has been performed on annealed 
samples.38,44  Further experimental work is 
needed to determine if segmental dynamics and 
intrinsic conductivity differ in grain boundaries.     

CONCLUSIONS 

We have presented a method to relate local 
morphology to ionic conductivity in a block 
copolymer electrolyte based on simulating the 
electric potential distribution through 2D 
binarized STEM images of a sectioned bulk 
electrolyte.  Two samples were imaged, an 
annealed electrolyte with large grain size and an 
unannealed electrolyte with small grain size.  A 
morphology factor, f, was calculated based on 
the simulated electric potential distributions.  
The average value of f for images from annealed 
samples is 0.45 ± 0.04, and the average value of 
f for images from the unannealed samples is 0.37 
± 0.03.  The value of f for both sets of samples is 
surprisingly close to the ideal value predicted by 
effective medium theory, 0.5.  The fact that ion 
transport through grains in regions with length 
scales in the vicinity of 1 μm can be described by 
effective medium theory is an important 
conclusion of the present study.  

However, the main objective of this study was to 
provide insight into the experimentally observed 
effect of annealing block copolymer electrolytes 
on bulk conductivity.  The present simulations 
provide no basis for the experimental 
observations; in simulations, the ratio 
fUnannealed/fAnnealed is 0.82, and in experiments, it is 
6.2.   Further work is needed to understand the 
origin of this discrepancy.  One possibility is that 
local ion transport is fundamentally different in 
2D and 3D and thus one needs to image and 
simulate 3D morphologies.  While considerable 
work will be required to examine this possibility, 
it can readily be done as 3D morphology can be 
determined by electron tomography.45,46  
However, given the fact that our 2D results were 
in good agreement with effective medium 
theory, it is unlikely that the 3D results will differ 
significantly from that theory.  It is more likely 
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that annealing results in changes in the 
conducting pathways that are entirely not 
captured in the images that we have obtained 
thus far.  For example, it is important to note that 
a single T-junction defect oriented perpendicular 
to the direction of ion transport located at any 
point along the conduction pathway will block 
ion transport along that pathway.  It appears that 
understanding the relationship between local 
and bulk ion transport in randomly oriented 
block copolymer grains requires accurate 
determination of morphology over length scales 
much larger than 1 μm.  These experiments will 
be considerably more challenging using 
conventional, well-developed tools used for 
block copolymer morphology characterization 
such as TEM, STEM, and SAXS.  A third possible 
explanation for the discrepancy between theory 
and experiment is that the simulations do not 
capture changes in intrinsic conductivity that 
might occur with annealing.  Further 
experimental work is needed to characterize 
segmental dynamics at grain boundaries in block 
copolymer electrolytes.   
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