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When solving stochastic partial differential equations with random coefficients, the stochastic Galerkin method results in a large single system via a traditional finite element discretization in the spatial domain and generalized polynomial chaos in the stochastic space. The sparse pattern on the stochastic Galerkin matrix can be described by a simplex lattice structure. With the help of this simplex structure, it is shown that the spectrum of the mean-based preconditioning system is symmetric with respect to one and a tighter eigen-bound for the mean-based preconditioned system is developed. Furthermore, a new variance-involved block diagonal preconditioner and a new block triangular preconditioner based on the simplex lattice structure are proposed and their corresponding spectral analyses are studied. Numerical experiments show that the new preconditioners are more robust and efficient compared to the mean-based preconditioner, especially when the variance and the total polynomial degree in the complete stochastic space are large. The block triangular preconditioner is extended to a stochastic diffusion problem with mixed formulation together with a new mean-based block triangular preconditioner. Both preconditioners outperform the traditional mean-based diagonal preconditioner on a benchmark problem.
Chapter 1

Introduction

Nowadays engineering problems involving a large amount of uncertainties are drawing more and more attentions [2]. The uncertainties usually appear in the input data, including model coefficients, forcing terms, boundary conditions and geometry of the domains, and it is usually treated as random fields in the modeling [40, 2].

A traditional way to solve the uncertainty problem is by Monte Carlo Methods (MCM) [12, 3, 24]. Randomly sampling the uncertainty repeatedly results in a large amount of deterministic systems and each can be solved by existing numerical solvers. The statistical properties are then generated by the results of each deterministic system. However, large numbers of realizations have to be performed in order to ensure the proper sampling of the random fields as well as the convergence of MCM. Moreover, it is always worth optimizing the computational cost of the numerical solver for the individual deterministic system.

Alternatively, Spectral Stochastic Finite Element Method (SSFEM) [23] is another popular technique in dealing with stochastic PDEs by parametrizing the random fields by a Karhunen-Loève expansion [28] and discretizing the space with traditional finite element basis in the spatial domain and generalized polynomial chaos [45] in the stochastic domain. A single linear system is then to
be solved and the results are post-processed to generate the statistical properties of interest. Although much larger than the scales of each deterministic problem in MCM, the single linear system from SSFEM usually has nicer structures to employ fast solvers.

SSFEM can be divided into two categories according to the choice of stochastic basis functions, namely Stochastic Collocation (SC) methods and Stochastic Galerkin (SG) methods. Stochastic Collocation methods [2] apply doubly-orthogonal polynomials with maximal degree \( p \) in each individual direction while Stochastic Galerkin methods [23] employ orthogonal polynomials with maximal total degree \( p \). The dimension of the former space \((1 + p)^L\) grows exponentially with respect to the number of Karhunen-Loève expansion terms \( L \), while that of the latter space \( \binom{L+p}{p} \) only grows algebraically. However, the former case results in a decoupled system with the introduction of doubly orthogonal polynomials [2] while the latter one, together with orthogonal polynomials, leads to a fully coupled system that requires sophisticated algorithms to solve [33, 30, 19, 35, 39].

We shall focus on the Stochastic Galerkin methods in this thesis. Consider a steady-state diffusion problem with random diffusion coefficients. The resulting fully coupled linear system can be written as \( \mathcal{A}u = f \) after applying Stochastic Galerkin methods with Karhunen-Loève expansions for the random field. The matrix \( \mathcal{A} \) is the sum of tensor products of matrices

\[
\mathcal{A} = \sum_{s=0}^{L} G_s \otimes K_s,
\]

where \( K_s \) are the stiffness matrices in space using traditional finite element basis functions with truncated Karhunen-Loève expansion, and \( G_s \) are the stochastic matrices corresponding to generalized orthogonal polynomials. Pellissetti [30] and Ghanem [22] provided a natural mean-based preconditioner \( \mathcal{P}_0 = G_0 \otimes K_0 \) containing the mean of the random coefficient for the system discretized by SSFEM. Powell and Elman [33] then gave detailed spectral analysis on this mean-based preconditioner.

We shall explore more on the sparse pattern of the stochastic matrix \( \mathcal{A} \) by introducing a simplex
lattice structure. Based on that one can show the spectrum of $\mathcal{P}_0^{-1}A$ is symmetric with respect to 1 and a tighter bound for the preconditioned system is provided using the Gershgorin’s theorem for block matrices. More importantly, a new variance-involved preconditioner $\mathcal{P}_1 = G_0 \otimes K_0 + G_1 \otimes K_1$ is presented which contains the information on not only the mean but also part of the variance of the random coefficient and a corresponding spectral analysis is also given. A block triangular preconditioner $\mathcal{P}_T$ associated with the simplex structure and odd-even indices is then introduced together with its convergence analysis. In addition, a Kronecker product preconditioner $\mathcal{P}_K$ [42] is reviewed, which minimized the Frobenius norm of a single tensor product to the matrix $A$. The performances of all preconditioners are compared on several benchmark problems and the new preconditioners are more robust and efficient in terms of iteration steps as well as computational time. The block triangular preconditioner $\mathcal{P}_T$ outperforms the other three preconditioners in all problems, and it converges at least twice faster compared to the mean-based preconditioner $\mathcal{P}_0$, especially when the variance $\sigma$ and total degree $p$ are large. The variance-involved preconditioner $\mathcal{P}_1$ outperforms $\mathcal{P}_0$ when the total degree $p$ and the correlation length $c$ are large.

The stochastic Galerkin finite element method is then extended to the mixed formulation of stochastic diffusion problems [18, 16]. Other than the original mean-based diagonal preconditioner $\mathcal{P}_D$ introduced in [18, 16], two new preconditioners $\mathcal{P}_0$, a mean-based triangular preconditioner, and $\mathcal{P}_T$, a block triangular preconditioner, are introduced. Both $\mathcal{P}_0$ and $\mathcal{P}_T$ are direct extensions from the corresponding preconditioners in the primal formulation, and they are inspired by the block triangular preconditioner for the deterministic saddle-point system [8]. The performances of all three preconditioners are compared on a benchmark mixed formulation problem, and both $\mathcal{P}_0$ and $\mathcal{P}_T$ outperform $\mathcal{P}_D$ by twice faster, especially when the variance is large.

The outline of the thesis is as follows.

- In Chapter 2 we introduce the steady-state diffusion model problem (primal formulation). The Karhunen-Loève expansion, which can be seen as a finite approximation to the random
fields, is reviewed and several analytical and numerical examples are presented to compute the truncated Karhunen-Loève expansion.

• In Chapter 3 we discretize the system using SSFEM with generalized polynomial chaos in the random space and traditional linear finite element basis in the spatial space. The sparsity of stochastic matrices are then discussed. A simplex representation is presented with odd-even indices, which will be helpful in designing new preconditioners as well as in the corresponding spectral analysis.

• In Chapter 4 we first provide a tighter bound to the preconditioned system as well as a symmetric analysis for the eigenvalues of the mean-based preconditioner $P_0$. Then we present a new variance-involved block diagonal preconditioner $P_1$, a new block triangular preconditioner $P_T$, a Kronecker product preconditioner $P_K$ and their corresponding spectral analyses.

• In Chapter 5 we compare the performances of all four preconditioners on two benchmark problems with various parameters and polynomials.

• In Chapter 6 we extend the stochastic Galerkin finite element method to the mixed formulation, transfer all the preconditioners into the mixed system and test the performances on a benchmark problem with mixed formulation.

• We conclude this thesis with some remarks in Chapter 7.
Chapter 2

Model Problems

In this chapter we first present the steady-state diffusion problem with random coefficients and suitable boundary conditions. Then we derive a finite term approximation to the random field with given covariance function via Karhunen-Loève expansion and present several analytical and numerical examples on the kernel function. We end this chapter by a deterministic weak formulation with a truncated Karhunen-Loève expansion.

2.1 Problem Setting

Let $D \subset \mathbb{R}^2$ be a bounded domain. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space where $\Omega$ is the set of outcomes, $\mathcal{F}$ is the $\sigma$-algebra of the subsets of $\Omega$, and $P$ is a probability measure on $\mathcal{F}$. Consider the stochastic steady-state diffusion problem with homogeneous Dirichlet boundary conditions: find a random field $u(x, \omega) : D \times \Omega \to \mathbb{R}$ such that for $P$-almost surely, the following
equations hold:

\[
\begin{cases}
-\nabla \cdot (a(x, \omega) \nabla u(x, \omega)) = f(x), & \text{in } D \times \Omega, \\
u(x, \omega) = 0, & \text{on } \partial D \times \Omega.
\end{cases}
\] (2.1)

Here we assume the randomness comes from the diffusive coefficient \(a(x, \omega) : D \times \Omega \to \mathbb{R}\), while the source term \(f\) and boundary conditions are deterministic. It is not hard to generate the problems in which the source term \(f\) also contains randomness.

Let \(L^2(D) \otimes L^2(\Omega) = \{u(x, \omega) : D \times \Omega \to \mathbb{R} \mid \|u\| < \infty\}\) be the space consists of all random functions with finite second moments, where the norm is defined as

\[
\|u(x, \omega)\|^2 = \int_{\Omega} \int_D u^2(x, \omega) \, dx \, d\omega.
\]

Then define \(V = H^1_0(D) \otimes L^2(\Omega) = \{u(x, \omega) : D \times \Omega \to \mathbb{R} \mid \|u\|_V < \infty, \, u|_{\partial D \times \Omega} = 0\}\) with the corresponding \(V\)-norm defined as

\[
\|u(x, \omega)\|^2_\mathbb{V} = \int_{\Omega} \int_D a(x, \omega)|\nabla u(x, \omega)|^2 \, dx \, d\omega.
\]

The weak formulation to (2.1) is to find \(u(x, \omega) \in H^1_0(D) \otimes L^2(\Omega)\) such that

\[
\int_{\Omega} \int_D a(x, \omega) \nabla u(x, \omega) \cdot \nabla v(x, \omega) \, dx \, d\omega = \int_{\Omega} \int_D f(x)v(x, \omega) \, dx \, d\omega, \quad \forall v \in V. \quad (2.2)
\]

To be well posed, we assume

\[
0 < c_{\text{min}} \leq a(x, \omega) \leq c_{\text{max}} < +\infty, \quad \text{a.e. in } D \times \Omega.
\] (2.3)

Then the \(V\)-norm is well-defined. The weak solution in \(V = H^1_0(D) \otimes L^2(\Omega)\) exists and is unique for (2.2) by the Lax-Milgram Lemma.
2.2 Karhunen-Loève Expansion

We consider the colored noise scenario here [2], where the input data vary randomly between any two points in the physical domain. The uncertainty is described as a random field with given covariance structure. To convert the stochastic equation (2.2) to a deterministic one, one has to parametrize the input random fields by a finite number random variables with a given accuracy. A popular choice is to represent $a(x, \omega)$ by Karhunen-Loève expansion [28].

2.2.1 Derivation

Let $\mu(x) = \mathbb{E}[a(x, \cdot)]$ be the expected value of random field $a(x, \omega)$ and $K(x, y)$ be the continuous covariance function of the random field $a(x, \omega)$, i.e.

$$K(x, y) = \mathbb{E}[(a(x, \omega) - \mathbb{E}[a(x, \omega)])(a(y, \omega) - \mathbb{E}[a(y, \omega)])].$$

Due to its boundedness, symmetry and positive definiteness, the covariance function admits a spectral decomposition [13]

$$K(x, y) = \sum_{s=0}^{\infty} \lambda_s \alpha_s(x) \alpha_s(y)$$

where the pairs $\{\lambda_s, \alpha_s(x)\}_{s=0}^{\infty}$ are the $s$-th eigenvalue and eigenvector of the covariance kernel, i.e. they are the solutions to the Fredholm integral equation [13]

$$\int_{D} K(x, y) \alpha_s(y) \, dy = \lambda_s \alpha_s(x).$$ (2.4)

Therefore, we have the following Karhunen-Loève expansion theorem [28]

**Theorem 2.2.1** (Karhunen-Loève). Let $a : D \times \Omega \rightarrow \mathbb{R}$ be a mean-square continuous stochastic
process with \( a \in L^2(\Omega \times D) \). There exists an eigen-pair basis \( \{ \lambda_s, \alpha_s(x) \} \) \( s=0 \) from (2.4) such that

\[
a(x, \omega) = \mu(x) + \sum_{s=1}^{\infty} \sqrt{\lambda_s} \alpha_s(x) \xi_s(\omega) = \sum_{s=0}^{\infty} \sqrt{\lambda_s} \alpha_s(x) \xi_s(\omega),
\]

(2.5)

where \( \mu(x) = \mathbb{E}[a(x, \omega)] \) is the mean of random field and random variables \( \xi_s \) given by

\[
\xi_s(\omega) = \frac{1}{\sqrt{\lambda_s}} \int_D a(x, \omega) \alpha_s(x) \, dx,
\]

have zero mean \( \mathbb{E}[\xi_s] = 0 \) and unit variance \( \text{Var}(\xi_s) = 1 \). Furthermore they are mutually uncorrelated and thus the variance of \( a(\cdot, \omega) \) is just the sum of the eigenvalues \( \text{Var}(a) = \sum_{s=1}^{\infty} \lambda_s \). Note that in the second summation of (2.5), to keep the notation simple, we denote \( \sqrt{\lambda_0} \alpha_0(x) = \mu(x) \) and \( \xi_0(\omega) = 1 \).

**Remark 2.2.2 (Convergence).** For continuous covariance functions \( K(x, y) \), the above convergence is uniform on \( D \) in the mean squared error sense, i.e.

\[
\mathbb{E}[(a(x, \omega) - \sum_{s=0}^{\infty} \sqrt{\lambda_s} \alpha_s(x) \xi_s(\omega))^2] \rightarrow 0.
\]

### 2.2.2 Analytical Examples of Covariance Functions

A list of popular kernels with analytical expressions of eigen-pairs are presented below in 1-D case (see Chapter 1.2 in [44] for more details):

- **Brownian kernel:** The covariance function \( K(x, y) \) for the Brownian motion is \( \min(x, y) \).

  The corresponding Fredholm integral equation can be written as

  \[
  \int_D \min(x, y) \alpha(y) \, dy = \lambda \alpha(x),
  \]
and the resulting eigen-pairs can be formulated as

$$\lambda_i = \frac{1}{(i + 1/2)^2 \pi^2}, \quad \alpha_i(x) = \sqrt{2} \sin\left((i + \frac{1}{2})\pi x\right), \quad i = 0, 1, \cdots.$$ 

- Brownian bridge: The Brownian bridge is a standardized Brownian motion with the endpoint equals to 0. The covariance function $K(x, y)$ is therefore $\min(x, y) - xy$. The corresponding Fredholm integral equation can be written as

$$\int_D (\min(x, y) - xy) \alpha(y) \, dy = \lambda \alpha(x),$$

and the resulting eigen-pairs can be formulated as

$$\lambda_i = \frac{1}{i^2 \pi^2}, \quad \alpha_i(x) = \sqrt{2} \sin(i\pi x), \quad i = 1, 2, \cdots.$$ 

Another example of a kernel function with analytical eigen-pair solutions to the Fredholm integral equation (2.4) is discussed in details below, and we will use this exponential kernel example in the numerical experiments. Consider the following exponential kernel as a continuous symmetric kernel example

$$K(x, y) = \sigma^2 \exp\left(-\frac{\|x - y\|}{L_c}\right), \quad (2.6)$$

where $D = [-a, a] \times [-a, a]$ and $L_c$ is the correlation length. The eigen-pair solution corresponding to (2.6) exists since the 2-D kernel can be separated into two 1-D exponential kernels and the 2-D eigen-pair solution is simply the multiplication of the two 1-D eigen-pair solutions. The corresponding 1-D Fredholm integral equation is

$$\int_{-a}^{a} \sigma^2 \exp\left(-\frac{|x - y|}{L_c}\right) \alpha_s(y) \, dy = \lambda_s \alpha_s(x) \quad (2.7)$$
and the eigen-pair solution \( \{ \lambda_s, \alpha_s(x) \}_{s=0}^{\infty} \) is given in [23]

\[
\lambda_s = \begin{cases} 
\frac{2\sigma^2 c}{w_s^2 + c^2}, & s = 1, 3, 5, \ldots \\
\frac{2\sigma^2 c}{(w_s^*)^2 + c^2}, & s = 2, 4, 6, \ldots
\end{cases} \\
\alpha_s(x) = \begin{cases} 
\frac{\cos (w_s x)}{\sqrt{a + \frac{\sin(2w_s a)}{2w_s}}}, & s = 1, 3, 5, \ldots \\
\frac{\sin (w_s^* x)}{\sqrt{a - \frac{\sin(2w_s^* a)}{2w_s^*}}}, & s = 2, 4, 6, \ldots
\end{cases}
\]  

(2.8)

where \( c = 1/L_c \), and \( w \) and \( w^* \) are the solutions of

\[
c - w \tan (wa) = 0, \quad w^* + c \tan (w^* a) = 0.
\]

Let \( D = [-0.5, -0.5] \times [-0.5, 0.5] \) and \( \mu = 1 \). Figure 2.1 shows the first 20 eigenvalues of the 1-D exponential covariance function with various correlation lengths \( L_c \). The eigenvalues decay, and the larger the correlation length is, the faster the eigenvalues decay. Figure 2.2 shows the 4th, 16th and 64th eigenvectors of the 2-D exponential covariance function with \( L_c = (1, 1) \) on \( D \). The eigenvectors tend to be more oscillatory as \( s \) increases. Figure 2.3 gives three realizations of the truncated random field \( a_L(x, \xi) \) on \( D \) with \( L = 4, 16, 64 \), \( \sigma = 0.6 \) and \( L_c = (1, 1) \). In the last case \( (L = 64) \) the approximated random field is not even strictly positive a.e. on \( D \times \Omega \). If the variance \( \sigma \) is not that large, however, the resulting deterministic SSFEM system could still be positive definite with proper choice of \( L \) and \( p \).

### 2.2.3 Numerical Methods to Compute the Covariance Function

The existence of such eigen-pair solutions for Fredholm integral equation (2.4) is guaranteed for continuous symmetric kernels [13], however, the computation of such eigen-pair solutions is not that straightforward. Only few kernels have analytic solutions [23, 44] while most of the kernels do not. A few numerical methods have been proposed to solve the Fredholm integral equation (2.4)
including a mixed wavelet-Galerkin method [31] and a fast multiple method [21]. In this subsection we discuss two general numerical approaches to compute the Fredholm integral equation in (2.4) including integral method and expansion method [44]. And we conclude this subsection with an efficient randomized SVD decomposition [26] for solving the resulting linear system of eigenvalue problem.

**Integral Method**

Integral method applies numerical integration to approximate the left-hand side integral with a weighted finite sum. Given a set of points \( \{ y_1, y_2, \ldots, y_N \} \subset D \) and their corresponding weights \( \{ w_j \}_{j=1}^N \) associated to the numerical integration scheme, we can rewrite the Fredholm integral equation as

\[
\int_D K(x, y) \alpha(y) \, dy = \sum_{j=1}^N K(x, y_j) \alpha(y_j) w_j = \lambda \alpha(x).
\]
Plug in $x = y_i$, $i = 1, 2, \cdots, N$, we have a matrix form

$$\tilde{K} W \alpha = \lambda \alpha,$$  \hspace{1cm} (2.9)

where $\tilde{K} = (K(y_i, y_j))_{N \times N}$, $W = \text{diag}(w_1, w_2, \cdots, w_N)$, $\alpha = (\alpha(y_1), \alpha(y_2), \cdots, \alpha(y_N))^T$. Since $W$ is a diagonal matrix with positive diagonal elements, let $\beta = W^{1/2} \alpha$ and we can get

$$(W^{1/2} \tilde{K} W^{1/2}) \beta = \lambda \beta.$$  \hspace{1cm} (2.10)

The eigen-pairs $(\lambda, \alpha)$ can be solved on the grid points $(y_1, y_2, \cdots, y_N)$ by simply doing SVD-decomposition to equation (2.10) and compute $\alpha = W^{-1/2} \beta$. 

---

Figure 2.2: The 4th, 16th and 64th eigenvectors of the 2-D exponential covariance function.

Figure 2.3: Realization of the truncated random field $a_L(x, \xi)$ with $L = 4, 16, 64$. 
Midpoint rule and trapezoidal rule are among most popular numerical integration schemes. Take an 1-D integral as an example. Let \( a = x_0 < x_1 < \cdots < x_{N-1} < x_N = b \) be a uniform discretization in \([a, b]\) with \( h = (b - a)/N \) and each \( x_i = a + ih \). For midpoint rule, \( y_i = (x_{i-1} + x_i)/2 \) with \( w_i = h \) for \( i = 1, 2, \cdots, N \). For trapezoidal rule, \( y_i = x_i \) for \( i = 1, 2, \cdots, N \), and \( W = \text{diag}(h/2, h, h, \cdots, h, h/2) \). Both midpoint rule and trapezoidal rule can be easily extended to higher dimensions.

**Expansion Method**

The integral method results in only the nodal values of the eigenfunction \( \alpha(x) \) based on the discretization, while the expansion method treats the eigenfunction as a function of \( x \) with certain basis functions. Assume we have a set of basis functions \( \{\beta_i(x)\}_{i=1}^N \) and the eigenfunction \( \alpha(x) \) can be expanded as

\[
\alpha(x) = \sum_{i=1}^{N} \alpha_i \beta_i(x).
\]

Insert into the Fredholm integral equation (2.4) and get

\[
\sum_{i=1}^{N} \alpha_i \int_D K(x, y) \beta_i(y) \, dy = \lambda \sum_{i=1}^{N} \alpha_i \beta_i(x).
\]

Multiply \( \beta_j(x) \) on both sides and integrate over \( D \) we have

\[
\sum_{i=1}^{N} \alpha_i \int_{D \times D} K(x, y) \beta_i(y) \beta_j(x) \, dy \, dx = \lambda \sum_{i=1}^{N} \alpha_i \int_D \beta_i(x) \beta_j(x) \, dx.
\]  
(2.11)
Let
\[
\tilde{K} = \int_{D \times D} K(x, y) \beta_i(y) \beta_j(x) \, dy \, dx,
\]
\[
\tilde{B} = \int_D \beta_i(x) \beta_j(x) \, dx,
\]
\[
\alpha = (\alpha_1, \alpha_2, \cdots, \alpha_N)^T.
\]

Then we get a generalized eigen-value problem
\[
\tilde{K} \alpha = \lambda \tilde{B} \alpha. \tag{2.12}
\]

Since \( \tilde{B} \) is a diagonal matrix (the basis are orthogonal) with positive diagonal elements, let \( \gamma = \tilde{B}^{1/2} \alpha \) we have
\[
(\tilde{B}^{-1/2} \tilde{K} \tilde{B}^{-1/2}) \gamma = \lambda \gamma. \tag{2.13}
\]

The eigen-pairs \((\lambda, \alpha)\) can be solved by doing SVD-decomposition to equation (2.13) and compute \( \alpha = \tilde{B}^{-1/2} \gamma \). Trigonometrical functions \([23]\) and wavelet functions \([31]\) are among the most popular choices for the basis functions.

Expansion method with wavelet basis functions performs best in numerical experiments \([44]\), however it is not trivial to generate the wavelet basis from 1-D to 2-D or even higher dimensions. Thus we shall use integral method with midpoint rule to compute 2-D Fredholm integral equation (2.4) here. Let \( T_h = \bigcup_{i=1}^{N_T} K_i \) be a triangular discretization of \( D \) with uniform refinement and each \( K_i \) is an element (triangle in 2D) in \( T_h \) and denote \( x_i^c \) as the center of element \( K_i \). By simple calculation, in (2.10) \( N = N_T \), \( \tilde{K} = (K(x_i^c, x_j^c))_{N \times N}, \ W = \text{diag}(|K_1|, |K_2|, \cdots, |K_N|), \ \alpha = (\alpha(x_1^c), \alpha(x_2^c), \cdots, \alpha(x_N^c))^T. \) The advantage of integral method discussed here is that the discretization \( T_h \) coincides with the mesh used later on in the discretization of spatial domain. The nodal values \( \alpha \) on the mesh can be used directly in assembling the stiffness matrices.
Randomized SVD Decomposition

Only the first few eigenvalues with largest magnitudes and their corresponding eigenvectors need to be solved through (2.10) or (2.13), which requires a partial SVD decomposition. Here we use an efficient randomized SVD decomposition to compute the first $k$ eigen-pairs of the problem $A\alpha = \lambda \alpha$ with $A \in \mathbb{R}^{n \times n}$. The general procedure is given below (cf. Algorithm 4.1 and 4.5 in [26])

- Computes an $n \times l$ orthonormal matrix $Q$ whose range approximates the range of $A$.
  - Generate an $n \times l$ Gaussian random matrix $\Omega$.
  - Form the $n \times l$ matrix $Y = A\Omega$.
  - Compute QR factorization $Y = QR$ to get an $n \times l$ matrix $Q$ whose columns form an orthonormal basis for $\text{range}(Y)$.

- Compute an approximate SVD factorization $A \approx U\Sigma V^*$, where $U$ and $V$ are orthonormal and $\Sigma$ is a nonnegative diagonal matrix.
  - Form the $l \times n$ matrix $B = Q^*A$.
  - Compute SVD decomposition for the small matrix $B = \tilde{U}\Sigma V^*$.
  - Form the orthonormal matrix $U = Q\tilde{U}$.

Here $l = k + p$ for some oversampling parameter $p$ and in practice $p = 5$ or $p = 10$ usually results in good performance. The randomized SVD decomposition has the advantage that it only need to solve a SVD problem with a much smaller scale $(l + p) \times (l + p)$ compared to $n \times n$ originally. We refer to [26] for more details on randomized SVD decomposition.
2.2.4 Truncated Karhunen-Loève Expansion

The random field \( a(x, \omega) \) is well approximated by the truncated Karhunen-Loève expansion

\[
a_L(x, \omega) = \mu(x) + \sum_{s=1}^{L} \sqrt{\lambda_s} \alpha_s(x) \xi_s(\omega) = \sum_{s=0}^{L} \sqrt{\lambda_s} \alpha_s(x) \xi_s(\omega)
\]

in order to convert the stochastic weak formulation (2.2) into a deterministic system.

The random variable \( \xi_s(\omega) : \Omega \rightarrow \Gamma_s \subset \mathbb{R} \) is a real valued function defined on the sample space \( \Omega \). We will use it as a variable \( \xi_s \) and thus ignore the notation \( \omega \). Let \( \xi = (\xi_1, \xi_2, \cdots, \xi_L) \in \mathbb{R}^L \). Then the coefficients can be written as \( \tilde{a}_L(x, \xi) \) where \( (x, \xi) \in D \times \mathbb{R}^L \).

The modified weak formulation with truncated Karhunen-Loève expansion is given as

\[
\int_{\Gamma} \int_{D} \tilde{a}_L(x, \xi) \nabla u(x, \xi) \cdot \nabla v(x, \xi) \, dx \, p(\xi) \, d\xi = \int_{\Gamma} \int_{D} f(x) v(x, \xi) \, dx \, p(\xi) \, d\xi ,
\]

(2.14)

where \( p(\xi) \) is the joint probability density function, and \( \Gamma = \Gamma_1 \times \Gamma_2 \times \cdots \times \Gamma_L \) is the range of \( \xi(\omega) \) in \( \mathbb{R}^L \).

**Remark 2.2.3** (Independence). If random variables are jointly independent, then the joint density function is separable

\[
p(\xi) = p(\xi_1)p(\xi_2)\cdots p(\xi_L)
\]

and the computation can be simplified significantly. In Karhunen-Loève expansion, however, the random variables \( \xi_i \) are only mutually uncorrelated. Gaussian random variables are often used in practice because uncorrelated Gaussian random variables imply independence. However, the uniform ellipticity (2.3) is not automatically satisfied and the weak formulation (2.14) may not be well posed. An alternative approach, which we shall follow, is to use random variables satisfying (2.14) and make an additional assumption on independence. To relax the independence assumption, we refer to [2].
Remark 2.2.4 (Ellipticity). The elliptical assumption of the truncated Karhunen-Loève expansion

\[ 0 < \hat{c}_{\text{min}} \leq \hat{a}_L(x, \xi) \leq \hat{c}_{\text{max}} < +\infty, \quad \text{a.e. in } D \times \Gamma. \]  \hspace{1cm} (2.15)

is not automatically inherited from (2.3) as the eigenfunctions \( \alpha_s \) may not be pointwise positive. To derive (2.15) from (2.3), we require \( \xi \) have uniformly bounded images, which rules out the most popular Gaussian random variables, and the eigenvalues of the covariance function decay sufficiently fast [21]. An example of the violation of (2.15) is given in [33].
Chapter 3

Matrix Form of Stochastic Galerkin Methods

In this chapter we first employ the matrix representation of the weak formulation (2.14). Then we introduce the generalize polynomial chaos (gPC) basis in the complete polynomial space and explore the block structure of the resulting stochastic matrices. In the end, we provide a simplex lattice representation of the stochastic matrices which will be helpful to both the theoretical analysis and the numerical computations.

3.1 Spectral Stochastic Finite Element Methods

Ghanem and Spanos [22] introduced spectral stochastic finite element method (SSFEM) as an extension of the traditional finite element method for partial differential equations with random coefficients. SSFEM discretizes the solution space $W$ onto the deterministic space $H_0^1(D)$ and the
stochastic space $L^2(\Gamma)$ separately, i.e. looking for a solution $u(\vec{x}, \xi) \in W^h = X_h \otimes S_{p,L}$, where

$$X_h = \text{span}\{\phi_i(x)\}_{i=1}^{N_x} \subset H^1_0(D), \quad S_{p,L} = \text{span}\{\Psi_k(\xi)\}_{k=1}^{N_\xi} \subset L^2(\Gamma).$$

The spatial space $X_h$ is the standard finite element space, for example, $P_1$-basis functions with a triangular mesh in the domain $D$. The stochastic space $S_{p,L}$ can be either tensor product polynomial space

$$\mathcal{X}_{p,L} \overset{\text{def}}{=} \left\{ \prod_{s=1}^{L} \psi_s(\xi_s) \mid \max_{1 \leq s \leq L} \deg(\psi_s) \leq p \right\}$$

(3.1)

with univariate polynomials of maximal individual degree $p$ in each direction, or complete polynomial space

$$\mathcal{C}_{p,L} \overset{\text{def}}{=} \left\{ \prod_{s=1}^{L} \psi_s(\xi_s) \mid \sum_{s=1}^{L} \deg(\psi_s) \leq p \right\}$$

(3.2)

with univariate polynomials of maximal total degree $p$. The dimension of the former space $(1+p)^L$ grows exponentially with respect to the number of expansions $L$, while that of the latter space $\left(\begin{array}{c} L+p \\ p \end{array}\right)$ only grows algebraically. However, the former case results in a decoupled system with the introduction of doubly orthogonal polynomials [2] while the latter one, together with orthogonal polynomials, only leads to a fully coupled system that requires sophisticated algorithms to solve [33, 30, 19, 35, 39].

We shall apply the complete polynomial space (3.2) with orthonormal basis due to its lower dimensionality, and we shall develop delicate algorithms to solve the coupled system efficiently.
3.2 Matrix Representation

We expand the solution into basis

$$u(x, \xi) = \sum_{i=1}^{N_x} \sum_{k=1}^{N_\xi} u_{ik}(x) \Phi_i(x) \Psi_k(\xi).$$

and apply the test function in the form of \( \phi_j(x) \Psi_l(\xi) \) on (2.14) to get

$$\sum_{i=1}^{N_x} \sum_{k=1}^{N_\xi} u_{ik} \int_D \sqrt{\lambda_s} \alpha_s \nabla \phi_i(x) \cdot \nabla \phi_j(x) \, dx \int_\Gamma \xi_s \psi_k(\xi) \psi_l(\xi) p(\xi) \, d\xi = \int_D f(x) \phi_j(x) \, dx \int_\Gamma \psi_l(\xi) p(\xi) \, d\xi.$$

In the corresponding matrix-vector equation

$$A u = f,$$  \hspace{1cm} (3.3)

the vector \( u, f \in \mathbb{R}^{N_x N_\xi} \) and the matrix \( A \in \mathbb{R}^{N_x N_\xi \times N_x N_\xi} \). This is really a huge system as \( N_x N_\xi \) is very large for a typical choice of \( N_\xi \).

Matrix \( A \) can be written in the tensor product form

$$A = \sum_{s=0}^{L} G_s \otimes K_s = G_0 \otimes K_0 + \sum_{s=1}^{L} G_s \otimes K_s,$$

where \( K_s \in \mathbb{R}^{N_x \times N_x} \) are the stiffness matrices using coefficients \( \sqrt{\lambda_s} \alpha_s(x) \) and \( G_s \in \mathbb{R}^{N_\xi \times N_\xi} \) are
the stochastic matrices. More precisely,

\[
K_0(i, j) = \int_D \mu \nabla \phi_i(x) \cdot \nabla \phi_j(x) \, dx, \\
G_0(k, l) = \int_{\Gamma} \psi_k(\xi) \psi_l(\xi) p(\xi) \, d\xi, \\
K_s(i, j) = \int_D \sqrt{\lambda_s \alpha_s(x)} \nabla \phi_i(x) \cdot \nabla \phi_j(x) \, dx, \\
G_s(k, l) = \int_{\Gamma} \xi_s \psi_k(\xi) \psi_l(\xi) p(\xi) \, d\xi;
\]

for \(i, j \in \{1, 2, \cdots, N_x\}\) and \(k, l \in \{1, 2, \cdots, N_\xi\}\).

The right hand side \(f = g_0 \otimes f_0\) where

\[
f_0(j) = \int_D f(x) \phi_j(x) \, dx, \quad g_0(l) = \int_{\Gamma} \psi_l(\xi) p(\xi) \, d\xi,
\]

for \(j \in \{1, 2, \cdots, N_x\}\) and \(l \in \{1, 2, \cdots, N_\xi\}\).

We single out the first term \(G_0 \otimes K_0\) since it has simple and nice structure. With assumption (2.3), the mean \(\mu(x)\) is positive and uniformly bounded below and above, and therefore \(K_0\) is elliptic.

We can chose \(L^2\)-orthonormal basis for polynomials in \(\xi\) so that \(G_0\) is the identity matrix.

We now explore the tensor product form by reshaping the solution vector \(u \in \mathbb{R}^{N_x N_\xi}\) in (3.3) into a \(N_x \times N_\xi\) matrix [17]

\[
U = \begin{pmatrix}
u_{11} & u_{12} & \cdots & u_{1N_\xi} \\
u_{21} & u_{22} & \cdots & u_{2N_\xi} \\
\vdots & \vdots & \ddots & \vdots \\
u_{N_x1} & u_{N_x2} & \cdots & u_{N_x N_\xi}
\end{pmatrix}_{N_x \times N_\xi},
\]

(3.4)
then the matrix-vector equation (3.3) is equivalent to a matrix-matrix equation:

$$A(U) = F,$$  \hspace{1cm} (3.5)

where

$$A(U) = \sum_{s=0}^{L} K_s U G_s^T = K_0 U G_0^T + \sum_{s=1}^{L} K_s U G_s^T, \quad F = f_0 \cdot g_0^T.$$  

In the tensor product form, only $K_s$ and $G_s$ are stored and thus save the storage for the whole matrix $A$. In the following section, we shall explore more on the structure of $G_s$ and show that even $G_s$ does not need to be stored explicitly.

### 3.3 Sparsity in Stochastic Matrices

#### 3.3.1 Stochastic matrices

Recall that the stochastic matrices are

$$G_s(k,l) = \left( \int_{\Gamma} \xi_s \psi_k(\xi) \psi_l(\xi) p(\xi) \, d\xi \right)_{k,l=1,\ldots,N_{\xi}}, \quad s = 1, 2, \ldots, L.$$

Note that from Karhunen-Loève expansion, $\xi_1, \ldots, \xi_L$ are only mutually uncorrelated. Only if $\xi_i$ are Gaussian, uncorrelation implies the independence. Otherwise, we will introduce an additional assumption that $\xi_1, \cdots, \xi_L$ are independent.

With this assumption, the joint density function is in the product type

$$p(\xi) = p_1(\xi_1)p_2(\xi_2) \cdots p_L(\xi_L).$$

By defining a map between global index $\hat{k}$ and multi-index $k = (k_1, k_2, \cdots, k_L)$ based on the
degree of orthogonal polynomials in each \( \xi_i \) direction, we can write

\[
\psi_k(\xi) = \psi_k(\xi) = \prod_{s=1}^{L} \psi_{ks}(\xi_s).
\]

Therefore \( G_s \) can be simplified as

\[
G_s(\hat{k}, \hat{l}) = \int_{\Gamma} \xi_s \psi_k(\xi) \psi_l(\xi) p(\xi) \, d\xi \\
= \int_{\Gamma} \xi_s \left( \prod_{i=1}^{L} \psi_{ki}(\xi_i) \psi_{li}(\xi_i) p(\xi_i) \right) \, d\xi_1 \, d\xi_2 \cdots \, d\xi_L \\
= \left( \prod_{i=1, i \neq s}^{L} \int_{\Gamma_i} \psi_{ki}(\xi_i) \psi_{li}(\xi_i) p(\xi_i) \, d\xi_i \right) \int_{\Gamma_s} \xi_s \psi_{ks}(\xi_s) \psi_{ls}(\xi_s) p(\xi_s) \, d\xi_s.
\]

\[\text{(3.6)}\]

### 3.3.2 Generalized Polynomials Chaos

The generalized polynomial chaos (gPC) basis \[\{\psi_n(\xi)\}_{n=0}^{\infty}\] is an orthogonal system \[\{32, 25\}\] with respect to certain real positive measure \( p \) if the following inner product property holds:

\[
\langle \psi_n, \psi_m \rangle_p \overset{\text{def}}{=} \int_{\mathbb{R}} \psi_n(\xi) \psi_m(\xi) p(\xi) \, d\xi = \gamma_n \delta_{nm}, \quad n, m = 1, 2, \cdots
\]

where \( \gamma_n = \int_{\mathbb{R}} \psi_n(\xi)^2 p(\xi) \, d\xi > 0 \) is the normalization constant and \( \delta_{nm} = 0 \) if \( m \neq n \) and \( \delta_{nm} = 1 \) if \( m = n \) is the Kronecker delta function. If \( \gamma_n = 1 \) then \( \{\psi_n(\xi)\}_{n=0}^{\infty} \) is called an orthonormal system.

For univariate orthogonal polynomials, the most important property is the three-term recurrence formula \[\{32, 25\}\] with the initial terms \( \psi_{-1}(\xi) = 0 \) and \( \psi_0(\xi) = 1 \):

\[
\psi_{k+1}(\xi) = (a_k \xi + b_k) \psi_k(\xi) - c_k \psi_{k-1}(\xi), \quad \forall k \geq 1,
\]

\[\text{(3.7)}\]
where $a_k$, $c_k$ are non-zero and $c_k a_k a_{k-1} > 0$ for all $k \geq 1$. This leads to

$$
\xi \psi_k(\xi) = \frac{1}{a_k} (\psi_{k+1}(\xi) + c_k \psi_{k-1}(\xi)) - \frac{b_k}{a_k} \psi_k(\xi), \quad \forall k \geq 1.
$$

(3.8)

We shall use orthonormal system in each direction $s$ when computing the stochastic matrix $G_s$, for $s = 1, 2, \ldots, L$.

### 3.3.3 Tri-diagonal Blocks in Stochastic Matrices

If orthonormal polynomials are chosen, $G_0$ is simply identity. To study $G_s$ for $s \geq 1$, consider the $(r + 1) \times (r + 1)$ matrix $T_{r+1}$ with $(k, l)$ entry $(1 \leq k, l \leq r)$ using (3.8)

$$
T_{r+1}(k, l) = \int_{\mathbb{R}} \xi \psi_k(\xi) \psi_l(\xi) p(\xi) \, d\xi
= \int_{\mathbb{R}} \left[ \frac{1}{a_k}(\psi_{k+1}(\xi) + c_k \psi_{k-1}(\xi)) - \frac{b_k}{a_k} \psi_k(\xi) \right] \psi_l(\xi) p(\xi) \, d\xi.
$$

(3.9)

By orthogonality, $T_{r+1}$ is a tri-diagonal matrix with

$$
T_{r+1} = \begin{pmatrix}
-\frac{b_0}{a_0} & \frac{1}{a_0} \\
\frac{c_1}{a_1} & -\frac{b_1}{a_1} & \frac{1}{a_1} \\
& \ddots & \ddots & \ddots \\
& & \frac{c_{r-1}}{a_{r-1}} & -\frac{b_{r-1}}{a_{r-1}} & \frac{1}{a_{r-1}} \\
& & & \frac{c_r}{a_r} & -\frac{b_r}{a_r} \\
\end{pmatrix}_{(r+1) \times (r+1)}.
$$

(3.10)

It is easy to check that $T_{r+1}$ is symmetric which leads to $1/a_k = c_{k+1}/a_{k+1}$ for all $k \geq 0$. Moreover, the eigenvalues of $T_{r+1}$ are the distinct roots of the orthonormal polynomials of degree $r + 1$ with respect to the density function $p(\xi)$.

**Example 3.3.1.** For normalized Legendre polynomials, $p(\xi) = 1/2$ with support $[-1, 1]$, and the
The recurrence formula is given by

\[
\frac{k + 1}{\sqrt{2k + 3}} \psi_{k+1}(\xi) = \sqrt{2k + 1} \psi_k(\xi) - \frac{k}{\sqrt{2k - 1}} \psi_{k-1}(\xi), \quad k = 1, 2, \ldots, \tag{3.11}
\]

with \( \psi_0(\xi) = 1, \psi_1(\xi) = \sqrt{3} \xi \). So the corresponding matrix \( T_r \) is: for \( r = 1, 2, \ldots, p \)

\[
T_{r+1} = \text{diag} \left( \frac{k}{\sqrt{(2k - 1)(2k + 1)}}, 0, \frac{k + 1}{\sqrt{(2k + 1)(2k + 3)}} \right) \tag{3.12}
\]

The eigenvalues of \( T_{r+1} \) lie in the interval \([-L_{r+1}^{\max}, L_{r+1}^{\max}]\) with \( L_{r+1}^{\max} \leq 1 \). The eigenvalues of \( T \) for different \( p \) are shown in Figure 3.1.

![Figure 3.1: Eigenvalues of T (Legendre)](image)

**Example 3.3.2.** For normalized Hermite polynomials, \( p(\xi) = \frac{1}{\sqrt{2\pi}} e^{-\xi^2/2} \), and the recurrence formula is given by

\[
\sqrt{k + 1} \psi_{k+1}(\xi) = \xi \psi_k(\xi) - \sqrt{k} \psi_{k-1}(\xi), \tag{3.13}
\]

with \( \psi_0(\xi) = 1, \psi_1(\xi) = \xi \). So the corresponding matrix \( T_{r+1} \) is:

\[
T_{r+1} = \text{diag}(\sqrt{k}, 0, \sqrt{k + 1}) \tag{3.14}
\]

The eigenvalues of \( T_{r+1} \) lie in the interval \([-H_{r+1}^{\max}, H_{r+1}^{\max}]\) with \( H_{r+1}^{\max} \leq \sqrt{r} + \sqrt{r-1} \). The
eigenvalues of $T$ for different $p$ are shown in Figure 3.2.

![Figure 3.2: Eigenvalues of T (Hermite)](image)

### 3.3.4 Simplex Lattice Representation

We explore the sparse pattern of the stochastic matrices $G_s$. Consider a lattice with vertices defined as

$$\mathcal{V}_{p,L}^\Sigma = \left\{ \mathbf{k} = (k_1, k_2, \ldots, k_L) \in \mathbb{Z}^L \mid 0 \leq k_s \leq p, \ s = 1, 2, \ldots, L \right\},$$

where $L$ is the number of truncated terms in the Karhunen-Loève expansion and $p$ is the maximum degree for each univariate orthonormal polynomials. There exists a bijection between the lattice vertices $\mathcal{V}_{p,L}^\Sigma$ and the tensor product polynomial space $\Sigma_{p,L}$ in (3.1) if consider each $k_s$ in the multi-index $\mathbf{k}$ as the degree of univariate polynomial of $\psi_{k_s}(\xi_s)$. Alternatively, define a simplex with vertices $\mathcal{V}_{p,L}^\Theta$ as a subset of $\mathcal{V}_{p,L}^\Sigma$:

$$\mathcal{V}_{p,L}^\Theta = \left\{ \mathbf{k} = (k_1, k_2, \ldots, k_L) \in \mathbb{Z}^L \mid \sum_{s=1}^{L} k_s \leq p, \ k_s \geq 0, \ s = 1, 2, \ldots, L \right\}.$$

There also exists a bijection between the simplex vertices $\mathcal{V}_{p,L}^\Theta$ and the complete polynomial space $\mathcal{C}_{p,L}$ in (3.2). In view of lattice, stochastic collocation method is corresponding to the lattice vertices $\mathcal{V}_{p,L}^\Sigma$ with tensor product polynomial space $\Sigma_{p,L}$, while stochastic Galerkin method is corre-
sponding to the simplex vertices $\mathcal{V}_p^S$ with complete polynomial space $\mathcal{C}_{p,L}$.

For any symmetric $N_\xi \times N_\xi$ matrix $G$, we can define a bijection between $G$ and an undirected graph $\mathfrak{G}_{p,L} = (\mathcal{V}_{p,L}, \mathcal{E}_{p,L})$ on the lattice/simplex vertices $\mathcal{V}_{p,L}$ and their edges $\mathcal{E}_{p,L} = \{(k,l) : k, l \in \mathcal{V}_{p,L}\}$ by setting the weight in the graph $w_{k,l} = G(\hat{k}, \hat{l})$, where $\hat{k}, \hat{l}$ are the global index corresponding to the two multi-indices $k, l$.

Recall the three-term recurrence formula for orthonormal polynomials (3.9) we have

\[
G_s(\hat{k}, \hat{l}) = \begin{cases} 
\frac{c_{k_s+1}}{a_{k_s+1}}, & \text{if } k_s = l_s - 1 \text{ and } k_i = l_i, \ i \in \{1, 2, \cdots, L\} \setminus \{s\}, \\
\frac{c_{k_s}}{a_{k_s}}, & \text{if } k_s = l_s + 1 \text{ and } k_i = l_i, \ i \in \{1, 2, \cdots, L\} \setminus \{s\}, \\
0, & \text{otherwise.}
\end{cases}
\]

The result above indicates that the stochastic matrices $G_s$ are sparse. The $(\hat{k}, \hat{l})$-th entry of $G_s$ is not zero only when their corresponding multi-index points on $\mathcal{V}_{p,L}^S$ are adjacent in the $s$-th coordinate, i.e. $|k_s - l_s| = 1$ and $k_i = l_i, \ i \in \{1, 2, \cdots, L\} \setminus \{s\}$.

In the sum $G = \sum_{s=1}^L G_s$, $G(\hat{k}, \hat{l})$ is non-zero only when $\|k - l\|_1 = 1$, where $\| \cdot \|_1$ is the $l_1$-norm of vectors. Therefore, we can define a simplex graph $\mathfrak{G}_{p,L} = (\mathcal{V}_{p,L}^S, \mathcal{E}_{p,L}^S)$ on the simplex vertices $\mathcal{V}_{p,L}^S$ and the edges

\[
\mathcal{E}_{p,L}^S = \{ (k,l) \mid k, l \in \mathcal{V}_{p,L}^S, \|k - l\|_1 = 1 \}.
\]

Figure 3.3 is an example for the simplex graph $\mathfrak{G}_{p,L}$ with normalized Hermite polynomials when $p=5$ and $L=2$. The black points are those with even total degrees while the white points are those with odd total degrees. The black points are only adjacent (connected) to white points and vice versa. For example, point #13 (corresponding to $\psi_2(\xi_1)\psi_1(\xi_2)$ with total degree three) is connected to point #2, #3, #6, #7, all with even total degree. Moreover, the entries of $G(13, \cdot)$ are zero except $G(13, 7) = G_1(13, 7) = \sqrt{2}, G(13, 6) = G_1(13, 6) = \sqrt{3}, G(13, 2) = G_2(13, 2) = 1$.
Due to the lattice structure, the vertices of the simplex graph $\mathcal{G}_{p,L}$ are well-separated into two groups: odd total degree and even total degree. Inside each group, the vertices are disjointed. More precisely, define

$$I_{\text{odd}} = \left\{ k \in \mathcal{V}_{p,L}^S \mid \sum_{s=1}^{L} k_s \text{ is odd} \right\}, \quad I_{\text{even}} = \left\{ k \in \mathcal{V}_{p,L}^S \mid \sum_{s=1}^{L} k_s \text{ is even} \right\}.$$

Then $G = \sum_{s=1}^{L} G_s$ admits a block matrix structure (after suitable reordering)

$$G = \begin{pmatrix} O & B^\top \\ B & O \end{pmatrix}, \quad \text{with} \quad B = G(I_{\text{odd}}, I_{\text{even}}).$$

We will use this property to explore more on the spectrum of the preconditioned system in the next chapter.

Figure 3.4 is an example for the sparsity of matrix $A$ on the simplex graph $\mathcal{G}_{p,L}$ with normalized Hermite polynomials when $p = 4$ and $L = 4$. We will use this property to design a block triangular preconditioner in Section 4.3.
Figure 3.4: Block sparsity structure of the Galerkin matrix $\mathcal{A}$ under the odd-even ordering of their total degree ($L = 4$, $p = 4$).

Given $k_i$, $i \in \{1, 2, \cdots, L\} \setminus \{s\}$ such that $(\sum_{i \neq s} k_i) + r = p$ for some $r \geq 0$, we can define a “line” parallel to the $s$-th coordinate whose multi-indices are

$$(k_1, \cdots, k_{s-1}, 0, k_{s+1}, \cdots, k_L),$$

$$(k_1, \cdots, k_{s-1}, 1, k_{s+1}, \cdots, k_L),$$

$$\vdots$$

$$(k_1, \cdots, k_{s-1}, r, k_{s+1}, \cdots, k_L).$$

Along this line, the corresponding submatrix in $G_s$ is simply the tri-diagonal matrix $T_r$ defined in (3.14). It implies that a block diagonal matrix can be obtained by reordering $G_s$ according to the lines parallel to the $s$-th coordinate, i.e. for given $s \in \{1, 2, \cdots, L\}$, there exists a permutation vector $J_s$ (reordering of $\{1, 2, \cdots, N_\xi\}$) such that $G_s(J_s)$ is a block-diagonal matrix where each block is a tri-diagonal matrix $T_r$, $r \in \{0, 1, \cdots, p\}$ in (3.14). Moreover, one can even properly choose the permutation (reordering) vector $J_s$ such that the resulting block-diagonal matrix $G_s(J_s, J_s)$ is the same along different directions, provided the joint density function is isotropic, i.e. $p_1(\xi_1) = p_2(\xi_2) = \cdots = p_L(\xi_L)$. A simple example for $L = 3$ and $p = 3$ is given below in Figure 3.5. Here $N_\xi = \binom{3+3}{3} = 20$. Without loss of generality, we take $s = 1$. The multi-index $k$ and $l$ should be matched in all directions except $\xi_1$ direction. And the corresponding stochastic
matrix $G_1$ is

$$G_1 = \text{diag}(T_4, T_3, T_2, 0, T_3, T_2, 0, T_2, 0, 0) \in \mathbb{R}^{20 \times 20}.$$  

Moreover, if we choose

$$J_2 = (1, 5, 8, 10, 11, 14, 16, 17, 19, 20, 2, 6, 9, 12, 15, 18, 3, 7, 13, 4)^T$$

$$J_3 = (1, 11, 17, 20, 2, 12, 18, 3, 13, 4, 5, 14, 19, 6, 15, 7, 8, 16, 9, 10)^T$$

Then $G_2(J_2, J_2) = G_3(J_3, J_3) = G_1$.

Figure 3.5: A simplex representation with $L = 3$ and $p = 3$ (left) and the corresponding $G_1$ matrix (right)

Therefore, the sparse matrices $G_s$ need not be formed explicitly. Instead, only the block tridiagonal matrices $T_{r+1}$ for $r \in \{1, 2, \cdots, p + 1\}$ and the reordering indices $J_s \in \mathcal{R}^{N\xi}$, $s \in \{1, 2, \cdots, L\}$ are stored in order to save the storage. In the matrix multiplication $UG_s^T$ in (3.5), one only need to compute the matrix multiplication of $T_r$ and the corresponding lines in $U$ with respect to the reordering indices $J_s$. 
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Chapter 4

Preconditioning

The stochastic system (3.3) is large and ill-conditioned and hence a preconditioner is required. Pellissetti [30] and Ghanem [22] proposed a mean-based preconditioner $\mathcal{P}_0 = G_0 \otimes K_0$. Powell and Elman [33] then provided detailed spectral analysis on the preconditioned system $\mathcal{P}_0^{-1} \mathcal{A}$. In this chapter we first provide a tighter bound for $\mathcal{P}_0^{-1} \mathcal{A}$ and a symmetric analysis on the eigenvalues that the maximum and minimum eigenvalues of $\mathcal{P}_0^{-1} \mathcal{A}$ add up to 2 [10]. Then we present a new variance-involved block diagonal preconditioner $\mathcal{P}_1 = G_0 \otimes K_0 + G_1 \otimes K_1$ and give corresponding spectral analysis. A block triangular preconditioner $\mathcal{P}_T$ associated with the odd-even indices in Section 3.3.4 is then introduced together with its convergence analysis [9]. At the end of this chapter, a Kronecker product preconditioner $\mathcal{P}_K$ introduced by Ullmann [42] is reviewed, which is a single tensor product minimizer of $\mathcal{A}$ with the Frobenius norm.

4.1 A Block Diagonal Preconditioner using Mean Field

Pellissetti [30] and Ghanem [22] proposed a natural mean-based preconditioner $\mathcal{P}_0 = G_0 \otimes K_0$, which is the diagonal block of the system matrix $\mathcal{A}$. Powell and Elman [33] then provided a
detailed spectral analysis on the preconditioned system $\mathcal{P}_0^{-1}A$.

We shall first recall results in [33]. We begin with the estimate on the generalized eigenvalues of $K_s$ relative to $K_0$. Recall that the kernel could be normalized such that the variance $\sigma^2$ is separated out with property $\sum_{s=1}^{\infty} \lambda_s = 1$. The eigen-functions $\alpha_s(x)$ may not be positive. Its $L^2(D)$ norm is unit but the $L^\infty$-norm, $\|\alpha_s\|_\infty$ may not be uniformly bounded.

**Lemma 4.1.1 (Lemma 3.4 in [33]).** Let $\beta_s = \sqrt{\lambda_s} \|\alpha_s\|_\infty$ for $s = 1, 2, \cdots, L$, then

$$ \rho(K_0^{-1}K_s) \leq \frac{\sigma}{\mu} \beta_s. $$

We then recall the spectral bound obtained for the block-diagonal preconditioner $\mathcal{P}_0 = G_0 \otimes K_0$.

**Theorem 4.1.2 (Theorem 3.8 in [33]).**

$$ 1 - \tau \leq \lambda_{\min}(\mathcal{P}_0^{-1}A) \leq \lambda_{\max}(\mathcal{P}_0^{-1}A) \leq 1 + \tau, $$

where

$$ \tau = \frac{\sigma}{\mu} C^\max_{p+1} \sum_{s=1}^{L} \beta_s, $$

$$ C^\max_{p+1} = \begin{cases} H^\max_{p+1} = \sqrt{p} - 1 + \sqrt{p}, & \text{for Hermite polynomials}, \\ L^\max_{p+1} = 1, & \text{for Legendre polynomials}. \end{cases} $$

### 4.1.1 A tighter bound for the preconditioned system

Define $\mathcal{N}(k) = \{l \in \mathcal{V}_{p,L}^S | \|k - l\|_1 = 1\}$ as the neighbors of vertex $k$, and $\mathcal{N}(k,s) = \{l \in \mathcal{N}(k) | |k_s - l_s| = 1\}$ as the neighbors of vertex $k$ in $s$-direction. Further define $s(k,l) = \{s \in \{1, 2, \cdots, L\} | (k,l) \in \mathcal{E}_{p,L}^S \text{ and } |k_s - l_s| = 1\}$ as the difference direction between indices $k$ and $l$. Based on the simplex structure of the stochastic matrix, the above result can be improved to the following theorem.
Theorem 4.1.3 (New Spectral Bound for \( P_0 \)).

\[
1 - \hat{\tau} \leq \lambda_{\text{min}}(P_0^{-1}A) \leq \lambda_{\text{max}}(P_0^{-1}A) \leq 1 + \hat{\tau},
\]

(4.1)

where

\[
\hat{\tau} = \frac{\sigma}{\mu} \max_{k, |k| \leq p} \sum_{s=1}^{L} \sum_{l \in N(k,s)} G(k, l) \beta_s, \quad G = \sum_{s=1}^{L} G_s.
\]

In order to prove (4.1), we introduce the Gershgorin’s Theorem for block matrices [20, 37, 41]. For completeness, a proof is included here.

Theorem 4.1.4 (Gershgorin’s Theorem for block matrices [20, 37, 41]). Consider \( \bar{A} = (\bar{A}_{ij}) \in \mathbb{R}^{dn \times dn} \) where \( \bar{A}_{ij} \in \mathbb{R}^{d \times d} \). Denote by \( \sigma(\cdot) \) the spectrum of a matrix. Define

\[
G_i = \sigma(\bar{A}_{ii}) \bigcup \left\{ \lambda \notin \sigma(\bar{A}_{ii}) : \| (\bar{A}_{ii} - \lambda I)^{-1} \|^{-1} \leq \sum_{j \neq i} \| \bar{A}_{ij} \| \right\},
\]

(4.2)

for \( i = 1, 2, \ldots, n \). Then

\[
\sigma(\bar{A}) \subseteq \bigcup_{i=1}^{n} G_i.
\]

Proof. Suppose that \( \lambda \notin \bigcup_{i=1}^{n} \sigma(\bar{A}_{ii}) \) then we have

\[
\bar{A} - \lambda I = \begin{pmatrix}
\bar{A}_{11} - \lambda I & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \bar{A}_{nn} - \lambda I
\end{pmatrix} (I + M(\lambda)),
\]

(4.3)

where

\[
M(\lambda) = \begin{pmatrix}
0 & (\bar{A}_{11} - \lambda I)^{-1}\bar{A}_{12} & \cdots & (\bar{A}_{11} - \lambda I)^{-1}\bar{A}_{1n} \\
(\bar{A}_{22} - \lambda I)^{-1}\bar{A}_{21} & 0 & \cdots & (\bar{A}_{22} - \lambda I)^{-1}\bar{A}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
(\bar{A}_{nn} - \lambda I)^{-1}\bar{A}_{n1} & \cdots & \cdots & 0
\end{pmatrix}.
\]
Assume \( \| (\bar{A}_{ii} - \lambda I)^{-1} \|^{-1} > \sum_{j \neq i} \| \bar{A}_{ij} \| \) for \( i = 1, 2, \ldots, n \). Then \( \| M(\lambda) \| < 1 \) and hence \( I + M(\lambda) \) is not singular. It implies that \( \bar{A} - \lambda I \) is not singular which leads to a contradiction. Therefore \( \lambda \) must be in the given region. \( \Box \)

Now we give a proof of Theorem 4.1.3.

**Proof.** Since \( G_0 = I \) and \( K_0 \) is positive definite, we can define \( P_0 = I \otimes K_0^{1/2} \) and then

\[
\sigma(P_0^{-1}A) = \sigma(P_0^{-1/2}AP_0^{-1/2}).
\]

It suffices to show the following bound for the symmetric matrix \( P_0^{-1/2}AP_0^{-1/2} \)

\[
1 - \hat{\tau} \leq \lambda_{\min}(P_0^{-1/2}AP_0^{-1/2}) \leq \lambda_{\max}(P_0^{-1/2}AP_0^{-1/2}) \leq 1 + \hat{\tau}.
\]

Let

\[
\bar{A} = P_0^{-1/2}AP_0^{-1/2} = (I \otimes K_0^{-1/2}) \left( \sum_{s=0}^{L} G_s \otimes K_s \right) (I \otimes K_0^{-1/2}) = I + \sum_{s=1}^{L} G_s \otimes \left( K_0^{-1/2}K_sK_0^{-1/2} \right).
\]

The diagonal blocks \( \bar{A}_{ii} = I \). For a scalar index, we shall use the boldface letter to denote its corresponding multi-index, and the structure is easier to explore in the multi-index system, cf. Fig. 3.3. Using these notation, together with \( G = \sum_{s=1}^{L} G_s \), we have for \( i \neq j \),

\[
\bar{A}_{ij} = \sum_{s=1}^{L} (G_s)_{ij} \left( K_0^{-1/2}K_sK_0^{-1/2} \right) = G(i, j) \left( K_0^{-1/2}K_{s(i, j)}K_0^{-1/2} \right).
\]
Therefore, (4.2) can be written as

\[ G_i = \{1\} \cup \left\{ \lambda \neq 1 : |1 - \lambda| \leq \sum_{j \neq i} \left\| G(i, j) \left( K_0^{-\frac{1}{2}} K_s(i, j) K_0^{-\frac{1}{2}} \right) \right\| \right\} \]

\[ = \left\{ \lambda : |1 - \lambda| \leq \sum_{j \in N(i)} G(i, j) \left\| K_0^{-\frac{1}{2}} K_s(i, j) K_0^{-\frac{1}{2}} \right\| \right\} \]

\[ = \left\{ \lambda : |1 - \lambda| \leq \sum_{s=1}^{L} \sum_{j \in N(i,s)} G(i, j) \left\| K_0^{-\frac{1}{2}} K_s K_0^{-\frac{1}{2}} \right\| \right\} \]

\[ \subseteq \left\{ \lambda : |1 - \lambda| \leq \frac{\sigma}{\mu} \sum_{s=1}^{L} \sum_{j \in N(i,s)} G(i, j) \beta_s \right\} \]

Since all \( G_i \) are concentric at 1, we can conclude that

\[ \sigma(\mathcal{P}_0^{-\frac{1}{2}} A \mathcal{P}_0^{-\frac{1}{2}}) \subseteq \bigcup_{i=1}^{n} G_i \subseteq D(1, \hat{\tau}) , \]

where \( D(1, \hat{\tau}) \) is the disk centered at 1 with radius \( \hat{\tau} \). And so is \( \sigma(\mathcal{P}_0^{-1} A) \).

We claim that \( \hat{\tau} \) in Theorem 4.1.3 is indeed an improvement of \( \tau \) in Theorem 4.1.2, i.e. \( \hat{\tau} \leq \tau \). In each direction \( s \in \{1, 2, \cdots, L\} \), for any \( k \) given, there are at most two vertices \( i, j \) in \( N(k, s) \), cf. Fig. 3.3. Therefore

\[ \sum_{l \in N(k,s)} G(k, l) \beta_s \leq C_{p+1} \beta_s , \]

and the claim holds by simply summing up all the directions. The above equality holds only when \( k_s = p - 1 \) and all other \( k_i = 0, \ i \neq s \). This implies that \( \hat{\tau} \) in Theorem 4.1.3 is a much tighter bound compared to \( \tau \) in Theorem 4.1.2, and \( \tau = \hat{\tau} \) only when \( L = 1 \).

Since \( \mathcal{P}_0 \) is symmetric positive definite, we can write a symmetric version of the preconditioned
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system as

\[ P_0^{-\frac{1}{2}} A P_0^{-\frac{1}{2}} = \sum_{s=0}^{L} G_s \otimes (K_0^{-\frac{1}{2}} K_s K_0^{-\frac{1}{2}}) = I + \sum_{s=1}^{L} G_s \otimes (K_0^{-\frac{1}{2}} K_s K_0^{-\frac{1}{2}}) = \begin{bmatrix} I & B^\top \\ B & I \end{bmatrix} \]

where \( B = \sum_{s=1}^{L} G_s (\mathcal{I}_2, \mathcal{I}_1) \otimes (K_0^{-\frac{1}{2}} K_s K_0^{-\frac{1}{2}}) \) is the off-diagonal of the preconditioned system \( P_0^{-\frac{1}{2}} A P_0^{-\frac{1}{2}} \) corresponding to the odd-even ordering described before based on the total degrees in the stochastic space. In the proof of Theorem 4.1.3, with the help of Gershgorin’s Theorem for block matrices [20, 37], we can get that the off-diagonal blocks of the preconditioned system satisfies

\[ \left\| \begin{bmatrix} 0 & B^\top \\ B & 0 \end{bmatrix} \right\| = \tau. \quad (4.5) \]

We will use this fact in the convergence analysis of the block-triangular preconditioner in Section 4.3.

### 4.1.2 Symmetry for the Spectrum of the Preconditioned System

We first show the eigenvalues of \( G \) is symmetric with respect to 0.

**Lemma 4.1.5.** For matrix \( G = \sum_{s=1}^{L} G_s \), if \( \lambda \in \sigma(G) \), then \( -\lambda \in \sigma(G) \). Consequently \( 0 \in \sigma(G) \) with multiplicity \( \text{abs}(|\mathcal{I}_{\text{odd}}| - |\mathcal{I}_{\text{even}}|). \)

**Proof.** Since each \( G_s \) is symmetric, so is \( G \). Consequently all eigenvalues of \( G \) are real. Recall that the block matrix structure

\[ G = \begin{pmatrix} O & B^\top \\ B & O \end{pmatrix}, \text{ with } B = G(\mathcal{I}_{\text{odd}}, \mathcal{I}_{\text{even}}). \]
Suppose \( \langle \lambda, (x_{\text{odd}}, x_{\text{even}}^T) \rangle \) is an eigen-pair of matrix \( G \), i.e.

\[
B^T x_{\text{even}} = \lambda x_{\text{odd}}, \quad B x_{\text{odd}} = \lambda x_{\text{even}},
\]

which is equivalent to

\[
B^T (-x_{\text{even}}) = (-\lambda) x_{\text{odd}}, \quad B x_{\text{odd}} = (-\lambda)(-x_{\text{even}}),
\]

namely \( \langle -\lambda, (x_{\text{odd}}, -x_{\text{even}}^T) \rangle \) is also an eigen-pair of \( G \).

As \( B \) has at most \( \min\{|I_{\text{odd}}|, |I_{\text{even}}|\} \) number of non-zero singular values, we conclude \( 0 \in \sigma(G) \) with multiplicity \( \text{abs}(|I_{\text{odd}}| - |I_{\text{even}}|) \).

Next we give the symmetric result for the preconditioned system \( P_0^{-1}A \).

**Theorem 4.1.6.** The spectrum of \( P_0^{-1}A \) is symmetric with respect to 1. Consequently the maximum and minimum eigenvalues for matrix \( P_0^{-1}A \) add up to 2 and the eigenvalue 1 has multiplicity \( N_x \cdot \text{abs}(|I_{\text{odd}}| - |I_{\text{even}}|) \).

**Proof.** Again we consider the symmetric matrix \( \bar{A} = P_0^{-\frac{1}{2}}AP_0^{-\frac{1}{2}} \) and show its eigenvalues are symmetric with respect to 1. Since

\[
P_0^{-\frac{1}{2}}AP_0^{-\frac{1}{2}} = I + \sum_{s=1}^{L} G_s \otimes \left( K_0^{-\frac{1}{2}}K_sK_0^{-\frac{1}{2}} \right),
\]

by a similar proof in Theorem 4.1.3, we get for \( j \neq i \) the block

\[
\bar{A}_{ij} = \sum_{s=1}^{L} (G_s)_{ij} \left( K_0^{-\frac{1}{2}}K_sK_0^{-\frac{1}{2}} \right) = G(i,j) \left( K_0^{-\frac{1}{2}}K_{s(i,j)}K_0^{-\frac{1}{2}} \right). \tag{4.6}
\]

Therefore, \( \bar{A} - I \) is a block version of the matrix \( G \) in Lemma 4.1.5 with each block is of size \( N_x \times N_x \) and defined in (4.6). By Lemma 4.1.5, we conclude that the spectrum of \( \bar{A} - I \) is
symmetric with respect to 0, and the eigenvalue 0 has multiplicity \( N \cdot \text{abs}(|I_{\text{odd}}| - |I_{\text{even}}|) \). Thus the spectrum of \( P_0^{-1}A \), which is the same as the spectrum of \( \bar{A} = P_0^{-\frac{1}{2}}AP_0^{-\frac{1}{2}} \), is symmetric with respect to 1, and the eigenvalue 1 has multiplicity \( N \cdot \text{abs}(|I_{\text{odd}}| - |I_{\text{even}}|) \).

**Remark 4.1.7.** Having eigenvalue 1 with multiplicity \( N \cdot \text{abs}(|I_{\text{odd}}| - |I_{\text{even}}|) \) is advantageous when applying the Krylov subspace iterative methods as one iteration is enough to take care of these well centered eigenvalues.

### 4.2 A New Block Diagonal Preconditioner

The limitation of \( P_0 = G_0 \otimes K_0 \) is that it only contains the mean of the stochastic fields while the variance is not involved. Here we provide a new preconditioner that contains the information on both the mean and part of the variance of the random fields, i.e.

\[
P_1 = G_0 \otimes K_0 + G_1 \otimes K_1.
\]

Due to the exponential decay on the eigenvalues of KL-expansion, \( G_1 \otimes K_1 \) is able to capture some of the information in the variance.

In order to compute \( P_1^{-1} \), we have to diagonalize \( G_0 \) and \( G_1 \) at the same time. Consider the eigen-decomposition of the generalized eigenvalue problem

\[
G_1 y = \tilde{\lambda} G_0 y.
\]

Note that the eigenvalue \( \tilde{\lambda} \) has nothing to do with the eigenvalues \( \lambda_s, \ s = 1, 2, \cdots, L \) mentioned in K-L expansion. The eigen-function can simultaneously diagonalize \( G_0 \) and \( G_1 \). We introduce a
double orthogonal basis \([19, 2] \{\tilde{\psi}_k\}_{k=0}^p\) in the \(\xi_1\) direction, i.e.

\[
\int_{\Gamma_1} \tilde{\psi}_{k_1}(\xi_1) \tilde{\psi}_{l_1}(\xi_1) p(\xi_1) d\xi_1 = \delta_{k_l}, \quad \int_{\Gamma_1} \xi_1 \tilde{\psi}_{k_1}(\xi_1) \tilde{\psi}_{l_1}(\xi_1) p(\xi_1) d\xi_1 = \tilde{\lambda}_k \delta_{k_l},
\]

where \(G_1 = Q^T \tilde{\Lambda} Q, \tilde{\Lambda} = \text{diag}(\tilde{\lambda}_1, \tilde{\lambda}_2, \cdots, \tilde{\lambda}_N)\) are the eigenvalues of \(G_1\) and \(Q\) is the orthonormal matrix consists of the eigenvectors of \(G_1\). We have

\[
\mathcal{P}_1 = I \otimes K_0 + G_1 \otimes K_1 = (Q^T Q) \otimes K_0 + (Q^T \tilde{\Lambda} Q) \otimes K_1
\]

\[
= (Q^T \otimes I)(I \otimes K_0)(Q \otimes I) + (Q^T \otimes I)(\tilde{\Lambda} \otimes K_1)(Q \otimes I)
\]

\[
= (Q^T \otimes I)(\text{diag}(K_0 + \tilde{\lambda}_k K_1))(Q \otimes I)
\]

\[
def = (Q^T \otimes I)\tilde{\mathcal{P}}_1(Q \otimes I)
\]

Then \(\mathcal{P}_1\) can be inverted by

\[
\mathcal{P}_1^{-1} = (Q \otimes I)\tilde{\mathcal{P}}_1^{-1}(Q^T \otimes I).
\]

Similar to the diagonal precondtioner \(\mathcal{P}_0\), we give a bound for the eigenvalues of \(\mathcal{P}_1^{-1} \tilde{A}\). It suffices to prove the bound for the eigenvalues of \(\tilde{\mathcal{P}}_1^{-1} \tilde{A}\) where \(\tilde{\mathcal{P}}_1 = G_0 \otimes K_0 + \tilde{\Lambda} \otimes K_1\) and \(\tilde{A} = G_0 \otimes K_0 + \tilde{\Lambda} \otimes K_1 + \sum_{s=2}^L G_s \otimes K_s\).

**Theorem 4.2.1.** Assume \(K_0 + \tilde{\lambda}_i K_1\) are non-singular for all \(\tilde{\lambda}_i \in \tilde{\Lambda}\). Then

\[
1 - \tilde{\tau} \leq \lambda_{\min}(\tilde{\mathcal{P}}_1^{-1} \tilde{A}) \leq \lambda_{\max}(\tilde{\mathcal{P}}_1^{-1} \tilde{A}) \leq 1 + \tilde{\tau},
\]

where

\[
\tilde{\tau} = \max_{k, |k| \leq p} \sum_{s=2}^L \sum_{l \in N(k,s)} G(k, l) \tilde{\beta}_s, \quad \tilde{\beta}_s = \max_{\tilde{\lambda}_i \in \tilde{\Lambda}} \| (K_0 + \tilde{\lambda}_i K_1)^{-1} K_s \|.
\]

**Proof.** Let

\[
\tilde{A} = \tilde{\mathcal{P}}_1^{-1} \tilde{A} = I + \sum_{s=2}^L (G_0 \otimes K_0 + \tilde{\Lambda} \otimes K_1)^{-1}(G_s \otimes K_s).
\]
Since $G_0 \otimes K_0 + \tilde{\lambda} \otimes K_1$ is block diagonal, the diagonal blocks $\bar{A}_{ii} = I$ and for $i \neq j$

$$\bar{A}_{ij} = \sum_{s=2}^{L} (G_s)_{ij} \left( (K_0 + \tilde{\lambda}_i K_1)^{-1} K_s \right) = \tilde{G}(i, j) \left( (K_0 + \tilde{\lambda}_i K_1)^{-1} K_{s(i, j)} \right),$$

here $\tilde{G} = \sum_{s=2}^{L} G_s$. Then

$$\mathcal{G}_i = \{1\} \cup \left\{ \lambda \neq 1 : |1 - \lambda| \leq \sum_{j \neq i} \tilde{G}(i, j) \left\| (K_0 + \tilde{\lambda}_i K_1)^{-1} K_{s(i, j)} \right\| \right\} = \left\{ \lambda : |1 - \lambda| \leq \sum_{j \in \mathcal{N}(i)} \tilde{G}(i, j) \left\| (K_0 + \tilde{\lambda}_i K_1)^{-1} K_{s(i, j)} \right\| \right\}$$

(4.7)

$$= \left\{ \lambda : |1 - \lambda| \leq \sum_{s=2}^{L} \sum_{j \in \mathcal{N}(i, s)} G(i, j) \left\| (K_0 + \tilde{\lambda}_i K_1)^{-1} K_s \right\| \right\} \subseteq \left\{ \lambda : |1 - \lambda| \leq \sum_{s=2}^{L} \sum_{j \in \mathcal{N}(i, s)} G(i, j) \tilde{\beta}_s \right\}$$

Since all $\mathcal{G}_i$ are concentric at 1, we can conclude that

$$\sigma(P_1^{-1} \bar{A}) \subseteq \bigcup_{i=1}^{n} \mathcal{G}_i \subseteq D \left( 1, \max_{k, |k| \leq p} \sum_{s=2}^{L} \sum_{l \in \mathcal{N}(k, s)} G(k, l) \tilde{\beta}_s \right).$$

\[\square\]

**Theorem 4.2.2.** Assume $K_0 + \tilde{\lambda}_i K_1$ are positive definite for all $\tilde{\lambda}_i \in \tilde{\Lambda}$. Then the spectrum of $P_1^{-1} \bar{A}$ is symmetric with respect to 1. Consequently the maximum and minimum eigenvalues for matrix $P_1^{-1} \bar{A}$ add up to 2 and the eigenvalue 1 has multiplicity $N_x \cdot \text{abs}(|I_{\text{odd}}| - |I_{\text{even}}|)$.

**Proof.** The proof is exactly the same as Theorem 4.1.6 via substituting $P_0$ by $\tilde{P}_1$ and rewriting $\bar{A}$ as $\bar{P}_1^{-\frac{1}{2}} A \bar{P}_1^{-\frac{1}{2}}$. \[\square\]
4.3 A Block Triangular Preconditioner

4.3.1 Block-triangular preconditioner

Due to the block structure discussed in 3.3.4, the matrix $A$ can be written as the following block structures:

\[ A = \begin{bmatrix} D_1 & W^T \\ W & D_2 \end{bmatrix}, \quad (4.8) \]

where

\[ D_1 = I_1 \otimes K_0, \quad D_2 = I_2 \otimes K_0, \quad W = \left( \sum_{s=1}^{L} G_s \otimes K_s \right) (I_2, I_1) = \sum_{s=1}^{L} G_s(I_2, I_1) \otimes K_s, \]

and $I_1$ is the one in $\{I_{\text{odd}}, I_{\text{even}}\}$ with larger cardinality, $I_2$ is the one with smaller cardinality.

We define the block triangular preconditioner [9]

\[ P_T := \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix}. \quad (4.9) \]

The corresponding preconditioner system

\[ \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix} \begin{bmatrix} \bar{U}_1 \\ \bar{U}_2 \end{bmatrix} = \begin{bmatrix} \bar{F}_1 \\ \bar{F}_2 \end{bmatrix} \]

may be solved inexactly by the standard multigrid V-cycle.

**Remark 4.3.1.** The block triangular preconditioner $P_T$ may also be motivated by considering the
block LU factorization

\[ A = \begin{bmatrix} D_1 & 0 \\ W & S \end{bmatrix} \begin{bmatrix} I & D_1^{-1}W^\top \\ 0 & I \end{bmatrix}, \quad S = D_2 - WD_1^{-1}W^\top. \] (4.10)

It is known that with the “ideal” block triangular preconditioner

\[ \tilde{P}_T = \begin{bmatrix} D_1 & 0 \\ W & S \end{bmatrix} \]

the GMRes method converges in at most two iterations. However \( \tilde{P}_T \) is impractical because the Schur complement \( S \) is computationally expensive to invert. Replacing \( S \) by \( D_2 \) in \( \tilde{P}_T \) results in the block triangular preconditioner \( P_T \).

Since \( P_T \) is nonsymmetric, we can use it with the GMRes method [36] or GPCG method [4]. To apply the standard PCG method, we may consider the block symmetric Gauss-Seidel method as the preconditioner, i.e.

\[ P_S := \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix} \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix}^{-1} \begin{bmatrix} D_1 & W^\top \\ 0 & D_2 \end{bmatrix}. \]

It is clear that \( P_S \) is SPD and the standard PCG method is guaranteed to converge. However it might not be efficient as one more matrix-vector multiplication is computed compared with the block-triangular preconditioner while the iteration steps do not decrease much.

### 4.3.2 Convergence Analysis

In this subsection, we give eigenvalue bounds for the matrix preconditioned by the block triangular preconditioner \( P_T \). We note that the spectral properties of block triangular preconditioner for
saddle point problems have been studied in [27, 38, 1].

Recall that in (4.8) and (4.9), according to whether the total degree on the simplex points are odd or even, the matrix $A$ and $P_T$ can be reordered as the following:

$$A = \begin{bmatrix} D_1 & W^\top \\ W & D_2 \end{bmatrix}, \quad P_T = \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix}. $$

By direct computation,

$$P_T^{-1} = \begin{bmatrix} D_1^{-1} & 0 \\ -D_1^{-1}W D_2^{-1} & D_2^{-1} \end{bmatrix}. $$

The following lemmas are useful. Here $\sigma(A) = \{ \lambda \mid |A - \lambda I| = 0 \}$ and $\rho(A) = \max_{\lambda \in \sigma(A)} |\lambda|.

**Lemma 4.3.2.** [38] The eigenvalues of $AP_T^{-1}$ are positive real numbers, and the spectrum satisfies

$$\sigma(AP_T^{-1}) \subset \{1\} \cup \sigma(S,D_1)$$

where $S = D_1 - W^\top D_2^{-1} W$ is the Schur complement of $D_2$ in $A$, and $\sigma(S,D_1)$ contains the eigenvalues $\mu$ corresponding to the generalized eigenvalue problem

$$Sz = \mu D_1 z.$$  \hfill (4.11)

**Proof.** Let $\mu \in \sigma(AP_T^{-1})$ and $[v_1; v_2]$ is the corresponding eigenvector. Then we have

$$AP_T^{-1} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} I - W^\top D_2^{-1} W D_1^{-1} & W^\top D_2^{-1} \\ 0 & I \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \mu \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}$$
It can be written as
\[
\begin{cases}
(I - W^T D_2^{-1} W D_1^{-1}) v_1 + (W^T D_2^{-1}) v_2 = \mu v_1 \\
0 = (1 - \mu) v_2
\end{cases}
\]

If \( \mu = 1 \), then \([v_1; v_2]\) satisfies \( W^T D_2^{-1} v_2 = W^T D_2^{-1} W D_1^{-1} v_1 \). If \( \mu \neq 1 \), from the first equation we get \((I - W^T D_2^{-1} W D_1^{-1}) v_1 = \mu v_1\) which implies that \( \mu \in \sigma(S, D_1) \).

\[\square\]

Lemma 4.3.3. [29] For a rectangular matrix \( B \),
\[
\rho(B^T B) = \left\| \begin{bmatrix} 0 & B^T \\ B & 0 \end{bmatrix} \right\|^2.
\]

Next, we give the main result of this subsection.

Theorem 4.3.4. The spectrum of the preconditioned Galerkin matrix \( A P_T^{-1} \) satisfies
\[
\sigma(A P_T^{-1}) \subset (1 - \hat{\tau}^2, 1],
\]
where \( \hat{\tau} \) is defined in (4.1).

Proof. By Lemma 4.1.3, it suffices to show that \( \sigma(S, D_1) \subset (1 - \hat{\tau}^2, 1] \).

For the upper bound, let \( \mu \) be an eigenvalue of the generalized eigenvalue problem (4.11), and \( z \) be the corresponding eigenvector,
\[
(D_1 - W^T D_2^{-1} W) z = \mu D_1 z
\]
\[
\Rightarrow (1 - \mu) D_1 z = W^T D_2^{-1} W z
\]
\[
\Rightarrow (1 - \mu) z^T D_1 z = (W z)^T D_2^{-1} (W z)
\]
\[
\Rightarrow 1 - \mu = \frac{(W z)^T D_2^{-1} (W z)}{z^T D_1 z},
\]
by the symmetric positive definiteness of $D_1$ and $D_2^{-1}$, we conclude that

$$1 - \mu \geq 0 \Rightarrow \mu \leq 1.$$ 

For the lower bound, notice $\sigma(AP_T^{-1}) = \sigma(P_T^{-1}A)$, and

$$P_T^{-1}A = \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix}^{-1} \begin{bmatrix} D_1 & W^\top \\ W & D_2 \end{bmatrix} = I + \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix}^{-1} \begin{bmatrix} 0 & W^\top \\ 0 & 0 \end{bmatrix}$$

Let $\mu \in \sigma(P_T^{-1}A)$, $v = [v_1; v_2]$ be the corresponding eigenvector. We have

$$\begin{bmatrix} 0 & W^\top \\ 0 & 0 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = (\mu - 1) \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}.$$ 

If $\mu = 1$, then $v_2$ satisfies $W^\top v_2 = 0$. If $\mu \neq 1$, it implies

$$(D_1 - W^\top D_2^{-1}W)v_1 = \mu D_1 v_1,$$

and it’s equivalent to

$$(I - D_1^{-1}W^\top D_2^{-1}W)v_1 = \mu v_1.$$
Therefore, we have \( \mu \in \sigma(I - D_1^{-1}W^T D_2^{-1}W) \), and it implies

\[
\begin{align*}
\mu & \geq 1 - \rho(D_1^{-1}W^T D_2^{-1}W) \\
& = 1 - \rho \left((D_1^{-1/2}W^T D_2^{-1/2})(D_2^{-1/2}W D_1^{-1/2})\right) \\
& = 1 - \rho(B^T B) \\
& = 1 - \left\| \begin{bmatrix} 0 & B^T \\ B & 0 \end{bmatrix} \right\|^2 \\
& = 1 - \hat{\tau}^2,
\end{align*}
\]

where \( B = \sum_{s=1}^L G_s(I_2, I_1) \otimes (K_0^{-\frac{1}{2}} K_s K_0^{-\frac{1}{2}}) = D_2^{-1/2}W D_1^{-1/2} \) introduced in section 3.3.4 is the off-diagonal of the preconditioned system \( \mathcal{P}_0^{-\frac{1}{2}} \mathcal{A} \mathcal{P}_0^{-\frac{1}{2}} \). The third equation holds by Lemma 4.3.3 and the last equation holds by (4.5).

Therefore, we conclude that \( \mu \in (1 - \hat{\tau}^2, 1] \).

\( \square \)

### 4.4 A Kronecker Product Preconditioner

Another way to develop a good preconditioner of the \( N_x N_\xi \times N_x N_\xi \) matrix \( \mathcal{A} \) is to approximate it by a single tensor product \( L \otimes R \) with certain matrix \( L \) of size \( N_\xi \times N_\xi \) and \( R \) of size \( N_x \times N_x \).

Van Loan and Pitsianis [43] presented a general framework (for any \( N_x N_\xi \times N_x N_\xi \) matrix \( \mathcal{A} \)) to find such \( L \) and \( R \) by minimizing the Frobenius norm \( \| \mathcal{A} - L \otimes R \|_F \). However, the additional computational cost introduced in solving \( L \) and \( R \) might be dominant compare to solving the original stochastic Galerkin system with the previous preconditioners, and therefore is not worth it in practice. Hence a simpler approximation with fixed \( L \) or \( R \) is brought up in Van Loan and Pitsianis [43] and then specified to the stochastic Galerkin system by Ullmann [42]. We first recall a lemma in [43] for fixed \( L \) or \( R \).
Lemma 4.4.1 ([43], Theorem 3). If \( R \in \mathbb{R}^{N_x \times N_x} \) is fixed, then the matrix \( L \in \mathbb{R}^{N_\xi \times N_\xi} \) defined by
\[
L_{kl} = \frac{\text{tr}(A_{kl}^t R)}{\text{tr}(R^t R)}, \quad k, l = 1, 2, \ldots, N_\xi,
\]
minimizes \( \| A - L \otimes R \|_F \), where \( A_{kl} \) is the \( k, l \)-th \( N_x \times N_x \) block of \( A \). Similarly, if \( L \in \mathbb{R}^{N_\xi \times N_\xi} \) is fixed, then the matrix \( R \in \mathbb{R}^{N_x \times N_x} \) defined by
\[
R_{ij} = \frac{\text{tr}(\bar{A}_{ij}^t L)}{\text{tr}(L^t L)}, \quad i, j = 1, 2, \ldots, N_x,
\]
minimizes \( \| A - L \otimes R \|_F \), where \( \bar{A}_{ij} \) is the \( i, j \)-th \( N_\xi \times N_\xi \) block of \( A \).

In the stochastic Galerkin system, if \( L = I \) is fixed, \( R \) is simply equal to \( K_0 \) according to (4.13), which results in the mean-based preconditioner \( P_0 = I \otimes K_0 \). If \( R = K_0 \) is fixed, then based on (4.12),
\[
L_{kl} = \frac{\text{tr}(A_{kl}^t K_0)}{\text{tr}(K_0^t K_0)},
\]
\[
= \frac{1}{\text{tr}(K_0^t K_0)} \left[ \text{tr}(K_0^t K_0) \delta_{kl} - \sum_{s=1}^{L} (G_s)_{kl} \text{tr}(K_s^t K_0) \right]
\]
which implies that
\[
L = I - \sum_{s=1}^{L} \frac{\text{tr}(K_s^t K_0)}{\text{tr}(K_0^t K_0)} G_s.
\]
The corresponding preconditioner is the Kronecker product preconditioner \( P_K = L \otimes K_0 \) presented in [42]. Instead of using only the mean information for the mean-based preconditioner, the Kronecker product preconditioner utilizes all the information in the stochastic Galerkin matrices.
Chapter 5

Numerical Experiments

In this chapter, we present the computational results (iteration steps, CPU time, eigenvalues, etc.) for four preconditioners we discussed in Chapter 4, including the mean-based block diagonal preconditioner $P_0$, the two-term variance-involved preconditioner $P_1$, the Kronecker product preconditioner $P_K$ and the block triangular preconditioner $P_T$ on two 2-D benchmark problems in [14, 33]. The block triangular preconditioner $P_T$ outperforms the other three preconditioners in both problems, and it converges at least twice faster compared to the mean-based preconditioner $P_0$, especially when the variance $\sigma$ and total degree $p$ are large. The variance-involved preconditioner $P_1$ outperforms $P_0$ when the total degree $p$ and the correlation length $c$ are large. We also compare the performances of $P_0$ and $P_T$ on a 3-D problem and $P_T$ again outperforms $P_0$ by at least twice faster.

The covariance function has a 2-D exponential kernel

$$K(x, y) = \sigma^2 \exp \left( -\frac{|x_1 - y_1|}{c_1} - \frac{|x_2 - y_2|}{c_2} \right)$$

with $c_1 = c_2 = 1$, and mean $\mu = E[a(x, \cdot)] = 1$. We use linear finite element space as $X_h$ and assemble the stiffness matrices $K_s$, $s = 0, 1, 2, \ldots, L$ using the software package iFEM [6].
We apply MINRES method with tolerance $10^{-8}$ for $\mathcal{P}_0$ and $\mathcal{P}_1$, and apply GMRES method with same tolerance and restart $= 20$ for $\mathcal{P}_K$ and $\mathcal{P}_T$. For $\mathcal{P}_1$ diagonal matrices are inverted by the direct solver backslash "\" in MATLAB. While for the other three preconditioners, diagonal matrices are inverted by the geometric multigrid method with $V(2, 2)$. All computations are performed using MATLAB 2017b on a Lenovo-Y40 with Intel Core i7-4510U CPU and 8GB of RAM.

### 5.1 Homogeneous Dirichlet Boundary Condition

Let domain $D = [-0.5, 0.5]^2$ with homogeneous boundary condition and $f(x_1, x_2) = 2(0.5 - x_1^2 - x_2^2)$. Figure 5.1 shows the mean and variance of the pressure on a $32 \times 32$ grid with $L = 4, p = 4$ and Gaussian random variables.

![Figure 5.1: Mean (left) and variance (right) of pressure on a $32 \times 32$ grid with $L = 4$ and $p = 4$](image)
5.1.1 Gaussian Random Variables and Hermite Polynomial Chaos

We start with Gaussian random variables in the truncated Karhunen-Loève expansion and the corresponding Hermite polynomials as the gPC basis. We compare the performances of four different preconditioners.

Table 5.1: Iteration steps with different mesh size \( h \) for all preconditioners (Hermite polynomials with \( p = 4, L = 6, \mu = 1, \sigma = 0.3 \))

<table>
<thead>
<tr>
<th>( h )</th>
<th>( \mathcal{P}_0 )</th>
<th>( \mathcal{P}_1 )</th>
<th>( \mathcal{P}_K )</th>
<th>( \mathcal{T}_T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>23</td>
<td>18</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>1/32</td>
<td>24</td>
<td>18</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>1/64</td>
<td>25</td>
<td>18</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>1/128</td>
<td>26</td>
<td>18</td>
<td>17</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5.2: Time costs (in seconds) with different mesh size \( h \) for all preconditioners (Hermite polynomials with \( p = 4, L = 6, \mu = 1, \sigma = 0.3 \)).

<table>
<thead>
<tr>
<th>( h )</th>
<th>( \mathcal{P}_0 )</th>
<th>( \mathcal{P}_1 )</th>
<th>( \mathcal{P}_K )</th>
<th>( \mathcal{T}_T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>2.8</td>
<td>1.4</td>
<td>2.6</td>
<td>1.7</td>
</tr>
<tr>
<td>1/32</td>
<td>16.6</td>
<td>5.3</td>
<td>10.6</td>
<td>6.8</td>
</tr>
<tr>
<td>1/64</td>
<td>59.5</td>
<td>26.2</td>
<td>48.3</td>
<td>28.7</td>
</tr>
<tr>
<td>1/128</td>
<td>248.4</td>
<td>255.7</td>
<td>195.6</td>
<td>118.2</td>
</tr>
</tbody>
</table>

Table 5.1 and 5.2 show the results of iteration steps and time costs with various mesh sizes \( h \), Hermite polynomials and \( p = 4, L = 6, \mu = 1, \sigma = 0.3 \). We can see that the iteration steps for different preconditioners are uniform to various mesh sizes \( h \) while the time costs scale linearly to \( h^2 \). Therefore, we can fix the mesh size \( h \) and variance \( \sigma \), and discuss how the performances of different preconditioners vary with different \( L \) and \( p \).

From Table 5.3 and 5.4 we can see that under the same \( p, L \) values, the performances of all four preconditioners are ranked as \( \mathcal{T}_T > \mathcal{P}_K > \mathcal{P}_1 \approx \mathcal{P}_0 \). Here \( \mathcal{P}_1 \) and \( \mathcal{P}_0 \) have similar performances, however, if restricted to a for loop to go through all diagonal blocks, \( \mathcal{P}_1 \) still outperforms \( \mathcal{P}_0 \). The
Table 5.3: Iteration steps with different $L$ and $p$ for all preconditioners (Hermite polynomials with $h = 1/128$, $\mu = 1$, $\sigma = 0.3$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$\mathcal{P}_0$</th>
<th>$\mathcal{P}_1$</th>
<th>$\mathcal{P}_K$</th>
<th>$\mathcal{P}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>18</td>
<td>14</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>25</td>
<td>18</td>
<td>15</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>18</td>
<td>15</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>20</td>
<td>17</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: Time costs with different $L$ and $p$ for all preconditioners (Hermite polynomials with $h = 1/128$, $\mu = 1$, $\sigma = 0.3$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$\mathcal{P}_0$</th>
<th>$\mathcal{P}_1$</th>
<th>$\mathcal{P}_K$</th>
<th>$\mathcal{P}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8.8</td>
<td>9.7</td>
<td>7.9</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>29.4</td>
<td>31.0</td>
<td>23.5</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>80.4</td>
<td>79.5</td>
<td>57.5</td>
<td>43.1</td>
</tr>
<tr>
<td>2</td>
<td>16.7</td>
<td>21.7</td>
<td>15.9</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>69.8</td>
<td>74.4</td>
<td>63.6</td>
<td>36.8</td>
</tr>
<tr>
<td>4</td>
<td>248.4</td>
<td>255.7</td>
<td>195.6</td>
<td>118.2</td>
<td></td>
</tr>
</tbody>
</table>

advantage for $\mathcal{P}_0$ is that it only needs one V-cycle to go through all the diagonal blocks while $\mathcal{P}_1$ has to do one V-cycle per diagonal block. All preconditioners are robust to $h$ and iteration steps are positive correlated to $p$ and $L$. When $p$ and $L$ are large, the best-performance GMRES preconditioner $\mathcal{P}_T$ converges almost twice faster than MINRES with the mean-based preconditioner $\mathcal{P}_0$.

Table 5.5 and 5.6 show the iteration steps and time costs for different preconditioners with correlation lengths $c_1 = c_2 = 10$. Compared to the previous case where $c_1 = c_2 = 1$, the variance-involved preconditioner $\mathcal{P}_1$ and Kronecker product preconditioner $\mathcal{P}_K$ perform much better, while the mean-based preconditioner $\mathcal{P}_0$ and block triangular preconditioner $\mathcal{P}_T$ remain almost the same. When the correlation lengths are large, the eigenvalues in the K-L expansion decay faster and the two-term variance-involved preconditioner $\mathcal{P}_1$ contains more information about the whole system.
Table 5.5: Iteration steps with different $L$ and $p$ for all preconditioners (Hermite polynomials with $h = 1/128$, $\mu = 1$, $\sigma = 0.3$, $c_1 = c_2 = 10$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_K$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>15</td>
<td>10</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>15</td>
<td>10</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6: Time costs with different $L$ and $p$ for all preconditioners (Hermite polynomials with $h = 1/128$, $\mu = 1$, $\sigma = 0.3$, $c_1 = c_2 = 10$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_K$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7.3</td>
<td>7.9</td>
<td>6.5</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>26.3</td>
<td>21.4</td>
<td>18.9</td>
<td>13.5</td>
</tr>
<tr>
<td>4</td>
<td>77.7</td>
<td>49.2</td>
<td>46.6</td>
<td>39.7</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14.2</td>
<td>14.7</td>
<td>12.1</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>61.9</td>
<td>50.9</td>
<td>46.3</td>
<td>33.8</td>
</tr>
<tr>
<td>4</td>
<td>249.8</td>
<td>157.1</td>
<td>145.8</td>
<td>122.2</td>
<td></td>
</tr>
</tbody>
</table>

matrix $A$, which leads to a better performance. We will discuss more on this in the next subsection when the condition number of the preconditioned system is computed.

Next we test the convergence for various variance by fixing $\mu = 1$, $h = 1/16$, $p = 4$ and $L = 6$.

Table 5.7: Iteration steps with various $\sigma$ (Hermite polynomials with $\mu = 1$, $h = 1/16$, $p = 4$ and $L = 6$)

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_D$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>0.2</td>
<td>14</td>
<td>12</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>0.3</td>
<td>23</td>
<td>20</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>0.37</td>
<td>74</td>
<td>60</td>
<td>55</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 5.7 shows the iteration steps for different preconditioners with variance $\sigma$. We can find that the iteration steps increase as $\sigma$ increases for all preconditioners. Again the performances of all
four preconditioners are ranked as $\mathcal{P}_T > \mathcal{P}_K > \mathcal{P}_1 > \mathcal{P}_0$. It is worth noticing that when $\sigma = 0.4$ and $p = 4$, the original system may not be positive definite therefore none of the preconditioners converges efficiently. That is why we choose $\sigma = 0.37$ instead of 0.4 in the last row for comparison.

5.1.2 Uniform Random Variables and Legendre Polynomial Chaos

We consider a different choice of random variable and gPC basis. Here we use uniform random variable in the truncated Karhunen-Loève expansion and corresponding Legendre polynomials as the gPC basis.

Table 5.8: Iteration steps with different mesh size $h$ for all preconditioners (Legendre polynomials with $p = 4$, $L = 6$, $\mu = 1$, $\sigma = 0.7$)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\mathcal{P}_0$</th>
<th>$\mathcal{P}_1$</th>
<th>$\mathcal{P}_K$</th>
<th>$\mathcal{P}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>37</td>
<td>29</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>1/32</td>
<td>39</td>
<td>30</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>1/64</td>
<td>40</td>
<td>30</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>1/128</td>
<td>40</td>
<td>30</td>
<td>26</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 5.9: Time costs with different mesh size $h$ for all preconditioners (Legendre polynomials with $p = 4$, $L = 6$, $\mu = 1$, $\sigma = 0.7$)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\mathcal{P}_0$</th>
<th>$\mathcal{P}_1$</th>
<th>$\mathcal{P}_K$</th>
<th>$\mathcal{P}_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>4.7</td>
<td>2.0</td>
<td>3.8</td>
<td>2.5</td>
</tr>
<tr>
<td>1/32</td>
<td>26.3</td>
<td>8.7</td>
<td>19.2</td>
<td>12.4</td>
</tr>
<tr>
<td>1/64</td>
<td>112.0</td>
<td>44.3</td>
<td>87.2</td>
<td>54.6</td>
</tr>
<tr>
<td>1/128</td>
<td>480.7</td>
<td>395.9</td>
<td>351.2</td>
<td>191.9</td>
</tr>
</tbody>
</table>

Similar to the Hermite example, Table 5.8 and 5.9 show the results of iteration steps and time costs with various mesh sizes $h$ with Legendre polynomials and $p = 4$, $L = 6$, $\mu = 1$, $\sigma = 0.3$. We can see that the iteration steps for different preconditioners are still uniform to various mesh sizes $h$ while the time costs scale linearly to $h^2$. Therefore, we can fix the mesh size $h$ and discuss how the performances of different preconditioners vary with different $L$ and $p$. 
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Table 5.10: Iteration steps with different $L$ and $p$ for all preconditioners (Legendre polynomials with $h = 1/128$, $\mu = 1$, $\sigma = 0.7$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_K$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>16</td>
<td>14</td>
<td>12</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>23</td>
<td>18</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>23</td>
<td>18</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>15</td>
<td>13</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>26</td>
<td>21</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>33</td>
<td>26</td>
<td>16</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.11: Time costs with different $L$ and $p$ for all preconditioners (Legendre polynomials with $h = 1/128$, $\mu = 1$, $\sigma = 0.7$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_K$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10.8</td>
<td>13.0</td>
<td>9.5</td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>37.4</td>
<td>37.5</td>
<td>29.5</td>
<td>18.1</td>
</tr>
<tr>
<td>4</td>
<td>98.0</td>
<td>95.2</td>
<td>68.7</td>
<td>46.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>28.5</td>
<td>27.3</td>
<td>24.5</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>126.2</td>
<td>103.6</td>
<td>98.5</td>
<td>66.2</td>
</tr>
<tr>
<td>4</td>
<td>480.7</td>
<td>395.9</td>
<td>351.2</td>
<td>191.9</td>
<td></td>
</tr>
</tbody>
</table>

From Table 5.10 and 5.11 we can see that under the same $p$ and $L$ values, the performances of all four preconditioners are ranked as $P_T > P_K > P_1 > P_0$. All preconditioners are robust to $h$ and iteration steps are positively correlated to $p$ and $L$. When $p$ and $L$ are large, the best-performance GMRES preconditioner $P_T$ converges more than twice faster compared to MINRES with the mean-based preconditioner $P_0$.

### 5.1.3 Maximal and Minimal Eigenvalues of the Preconditioned System

We now check the spectral approximation of different preconditioners to the original matrix $A$. We use Matlab function `eigs` to calculate the extremal eigenvalues of $P^{-1}A$ with $P = P_0$ and $P = P_1$. The closer the extremal eigenvalues are compared to 1, the better the approximation of the preconditioner. Here we use Hermite polynomials in Gaussian random variables.
Example 5.1.1. We consider first the case where the covariance function is exponential kernel with $\sigma = 0.1$, $\mu = 1$, $c_1 = c_2 = 1$ and $h = 1/8$. Computed extremal eigenvalues $\nu$ and the corresponding condition number $\kappa$ are listed in Table 5.12.

Table 5.12: Example 5.1.1: Extremal Eigenvalues with $\sigma = 0.1$, $\mu = 1$, $c = 1$, $h = 1/8$

<table>
<thead>
<tr>
<th>L</th>
<th>p</th>
<th>$\nu_{\min}(P_0^{-1}A)$</th>
<th>$\nu_{\max}(P_0^{-1}A)$</th>
<th>$\kappa(P_0^{-1}A)$</th>
<th>$\nu_{\min}(P_1^{-1}A)$</th>
<th>$\nu_{\max}(P_1^{-1}A)$</th>
<th>$\kappa(P_1^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.9155</td>
<td>1.0845</td>
<td>1.1847</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8536</td>
<td>1.1464</td>
<td>1.3431</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.8027</td>
<td>1.1973</td>
<td>1.4917</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7585</td>
<td>1.2415</td>
<td>1.6369</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.9124</td>
<td>1.0876</td>
<td>1.1919</td>
<td>0.9563</td>
<td>1.0437</td>
<td>1.0914</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8484</td>
<td>1.1516</td>
<td>1.3575</td>
<td>0.9239</td>
<td>1.0761</td>
<td>1.1649</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.7956</td>
<td>1.2044</td>
<td>1.5137</td>
<td>0.8967</td>
<td>1.1033</td>
<td>1.2305</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7499</td>
<td>1.2501</td>
<td>1.6671</td>
<td>0.8725</td>
<td>1.1275</td>
<td>1.2922</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.9106</td>
<td>1.0894</td>
<td>1.1964</td>
<td>0.9455</td>
<td>1.0545</td>
<td>1.1152</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8451</td>
<td>1.1549</td>
<td>1.3666</td>
<td>0.9052</td>
<td>1.0948</td>
<td>1.2094</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.7912</td>
<td>1.2088</td>
<td>1.5277</td>
<td>0.8716</td>
<td>1.1284</td>
<td>1.2947</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7445</td>
<td>1.2555</td>
<td>1.6863</td>
<td>0.8419</td>
<td>1.1581</td>
<td>1.3756</td>
</tr>
</tbody>
</table>

Example 5.1.2. We consider the case when $\sigma = 0.3$ and everything else is the same. The purpose of this example is to compare the change of extreme eigenvalues of $P^{-1}A$ with a bigger variance $\sigma$. Computed extremal eigenvalues $\nu$ and the corresponding condition number $\kappa$ are listed in Table 5.13.

Example 5.1.3. We consider the case when $\sigma = 0.1$, $c_1 = c_2 = 10$, and everything else is the same. The purpose of this example is to compare the change of extreme eigenvalues of $P^{-1}A$ with various correlation length $c_1$ and $c_2$. Computed extremal eigenvalues $\nu$ and the corresponding condition number $\kappa$ are listed in Table 5.14.

Example 5.1.4. Finally we consider the case when $\sigma = 0.3$, $c_1 = c_2 = 10$, and everything else is the same. The purpose of this example is to compare the extreme eigenvalues of $P^{-1}A$ with
Table 5.13: Example 5.1.2: Extremal Eigenvalues with $\sigma = 0.3$, $\mu = 1$, $c = 1$, $h = 1/8$

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$\nu_{\min}(P_0^{-1}A)$</th>
<th>$\nu_{\max}(P_0^{-1}A)$</th>
<th>$\kappa(P_0^{-1}A)$</th>
<th>$\nu_{\min}(P_1^{-1}A)$</th>
<th>$\nu_{\max}(P_1^{-1}A)$</th>
<th>$\kappa(P_1^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.7464</td>
<td>1.2536</td>
<td>1.6796</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5607</td>
<td>1.4393</td>
<td>2.5668</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.4080</td>
<td>1.5920</td>
<td>3.9025</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.2754</td>
<td>1.7246</td>
<td>6.2615</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.7373</td>
<td>1.2627</td>
<td>1.7124</td>
<td>0.8658</td>
<td>1.1342</td>
<td>1.3100</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5451</td>
<td>1.4549</td>
<td>2.6692</td>
<td>0.7543</td>
<td>1.2457</td>
<td>1.6514</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.3869</td>
<td>1.6131</td>
<td>4.1694</td>
<td>0.6421</td>
<td>1.3579</td>
<td>2.1146</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.2497</td>
<td>1.7503</td>
<td>7.0105</td>
<td>0.5145</td>
<td>1.4855</td>
<td>2.8875</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.7317</td>
<td>1.2683</td>
<td>1.7334</td>
<td>0.8337</td>
<td>1.1663</td>
<td>1.3991</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.5353</td>
<td>1.4647</td>
<td>2.7363</td>
<td>0.6994</td>
<td>1.3006</td>
<td>1.8597</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.3737</td>
<td>1.6263</td>
<td>4.3519</td>
<td>0.5707</td>
<td>1.4293</td>
<td>2.5044</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.2335</td>
<td>1.7665</td>
<td>7.5644</td>
<td>0.4339</td>
<td>1.5661</td>
<td>3.6091</td>
</tr>
</tbody>
</table>

Table 5.14: Example 5.1.3: Extremal Eigenvalues with $\sigma = 0.1$, $\mu = 1$, $c = 10$, $h = 1/8$

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$\nu_{\min}(P_0^{-1}A)$</th>
<th>$\nu_{\max}(P_0^{-1}A)$</th>
<th>$\kappa(P_0^{-1}A)$</th>
<th>$\nu_{\min}(P_1^{-1}A)$</th>
<th>$\nu_{\max}(P_1^{-1}A)$</th>
<th>$\kappa(P_1^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.9017</td>
<td>1.0983</td>
<td>1.2180</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8298</td>
<td>1.1702</td>
<td>1.4104</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.7705</td>
<td>1.2295</td>
<td>1.5956</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7192</td>
<td>1.2808</td>
<td>1.7809</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.9013</td>
<td>1.0987</td>
<td>1.2189</td>
<td>0.9821</td>
<td>1.0179</td>
<td>1.0365</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8291</td>
<td>1.1709</td>
<td>1.4122</td>
<td>0.9686</td>
<td>1.0314</td>
<td>1.0647</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.7697</td>
<td>1.2303</td>
<td>1.5984</td>
<td>0.9572</td>
<td>1.0428</td>
<td>1.0894</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7181</td>
<td>1.2819</td>
<td>1.7850</td>
<td>0.9469</td>
<td>1.0531</td>
<td>1.1121</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.9010</td>
<td>1.0990</td>
<td>1.2198</td>
<td>0.9750</td>
<td>1.0250</td>
<td>1.0512</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.8285</td>
<td>1.1715</td>
<td>1.4139</td>
<td>0.9563</td>
<td>1.0437</td>
<td>1.0913</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.7689</td>
<td>1.2311</td>
<td>1.6011</td>
<td>0.9405</td>
<td>1.0595</td>
<td>1.1266</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.7172</td>
<td>1.2828</td>
<td>1.7888</td>
<td>0.9262</td>
<td>1.0738</td>
<td>1.1595</td>
</tr>
</tbody>
</table>
large correlation length \( c_1 \) and \( c_2 \) as well as large \( \sigma \). Computed extremal eigenvalues \( \nu \) and the corresponding condition number \( \kappa \) are listed in Table 5.14.

Table 5.15: Example 5.1.4: Extremal Eigenvalues with \( \sigma = 0.3, \mu = 1, c = 10, h = 1/8 \)

<table>
<thead>
<tr>
<th>( L )</th>
<th>( p )</th>
<th>( \nu_{\min}(P_0^{-1}A) )</th>
<th>( \nu_{\max}(P_0^{-1}A) )</th>
<th>( \kappa(P_0^{-1}A) )</th>
<th>( \nu_{\min}(P_1^{-1}A) )</th>
<th>( \nu_{\max}(P_1^{-1}A) )</th>
<th>( \kappa(P_1^{-1}A) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.7051</td>
<td>1.2949</td>
<td>1.8364</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.4893</td>
<td>1.5107</td>
<td>3.0878</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.3116</td>
<td>1.6884</td>
<td>5.4176</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.1576</td>
<td>1.8424</td>
<td>11.6940</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.7040</td>
<td>1.2960</td>
<td>1.8408</td>
<td>0.9440</td>
<td>1.0560</td>
<td>1.1186</td>
</tr>
<tr>
<td>2</td>
<td>0.4874</td>
<td>1.5126</td>
<td>3.1037</td>
<td>0.8927</td>
<td>1.1073</td>
<td>1.2404</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.3091</td>
<td>1.6909</td>
<td>5.4707</td>
<td>0.8299</td>
<td>1.1701</td>
<td>1.4100</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.1544</td>
<td>1.8456</td>
<td>11.9511</td>
<td>0.7254</td>
<td>1.2746</td>
<td>1.7571</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.7030</td>
<td>1.2970</td>
<td>1.8449</td>
<td>0.9221</td>
<td>1.0779</td>
<td>1.1689</td>
</tr>
<tr>
<td>2</td>
<td>0.4856</td>
<td>1.5144</td>
<td>3.1187</td>
<td>0.8512</td>
<td>1.1488</td>
<td>1.3497</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.3067</td>
<td>1.6933</td>
<td>5.5213</td>
<td>0.7657</td>
<td>1.2343</td>
<td>1.6121</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.1515</td>
<td>1.8485</td>
<td>12.2020</td>
<td>0.6286</td>
<td>1.3714</td>
<td>2.1818</td>
<td></td>
</tr>
</tbody>
</table>

All examples show that the extremal eigenvalues with both preconditioners are symmetric on 1, which supports our theoretical results in Theorem 4.1.6 and Theorem 4.2.2. The extremal eigenvalues with preconditioner \( P_1 \) are much better (closer to 1) than the extremal eigenvalues with \( P_0 \), especially when either the variance \( \sigma \) or the correlation length \( c \) is large or both are large. The condition number associated with \( P_1 \) could be six times less than condition number associated with \( P_0 \) in Example 5.1.4.

5.2 Mixed Boundary Condition

Now we consider a second benchmark problem [33] with steady flow from left to right on the domain \( D = [0,1]^2 \) with \( f \equiv 0 \), \( \partial D_D = \{0,1\} \times [0,1] \) and \( \partial D_N = \partial D \setminus \partial D_D \). Let \( \vec{q} \cdot \vec{n} = 0 \) at the two horizontal walls so that the flow is tangent to those boundaries. \( u_D = 1 \) on \( \{0\} \times [0,1] \) and
\( u_D = 0 \) on \( \{1\} \times [0, 1] \). Still we consider the same covariance function with \( L_{c,1} = L_{c,2} = 1 \), and mean \( \mu = 1 \).

### 5.2.1 Gaussian Random Variables and Hermite Polynomial Chaos

We still start with Gaussian random variables in the truncated Karhunen-Loève expansion and the corresponding Hermite polynomials as the stochastic basis. Figure 5.2 shows the mean and variance of the pressure on a \( 32 \times 32 \) grid with \( L = 4 \) and \( p = 4 \).

![Figure 5.2: Mean (left) and variance (right) of pressure on a 32 \times 32 grid with L = 4 and p = 4](image)

Next we compare the performances of four different preconditioners.

Table 5.16: Iteration steps with different \( L \) and \( p \) for all preconditioners (Hermite polynomials with \( h = 1/128, \mu = 1, \sigma = 0.3 \))

<table>
<thead>
<tr>
<th>( L )</th>
<th>( p )</th>
<th>( P_0 )</th>
<th>( P_1 )</th>
<th>( P_K )</th>
<th>( P_T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>15</td>
<td>12</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>17</td>
<td>18</td>
<td>18</td>
<td>10</td>
</tr>
</tbody>
</table>
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Table 5.17: Time costs with different \( L \) and \( p \) for all preconditioners (Hermite polynomials with \( h = 1/128, \mu = 1, \sigma = 0.3 \))

<table>
<thead>
<tr>
<th>( L )</th>
<th>( p )</th>
<th>( \mathcal{P}_0 )</th>
<th>( \mathcal{P}_1 )</th>
<th>( \mathcal{P}_K )</th>
<th>( \mathcal{P}_T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8.6</td>
<td>10.3</td>
<td>9.0</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>27.0</td>
<td>25.0</td>
<td>23.8</td>
<td>16.9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>65.2</td>
<td>56.0</td>
<td>62.6</td>
<td>35.8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>13.1</td>
<td>17.7</td>
<td>13.8</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>48.2</td>
<td>62.7</td>
<td>50.4</td>
<td>33.1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>169.1</td>
<td>191.3</td>
<td>174.8</td>
<td>95.6</td>
<td></td>
</tr>
</tbody>
</table>

From Table 5.16 and 5.17 we can see that under the same \( p \) and \( L \) values, \( \mathcal{P}_T \) and \( \mathcal{P}_1 \) outperform the other two preconditioners. All preconditioners are robust to \( h \) and iteration steps are positively correlated to \( p \) and \( L \). When \( p \) and \( L \) are large, the best-performance GMRES preconditioner \( \mathcal{P}_T \) still converges almost twice faster than MINRES with the mean-based preconditioner \( \mathcal{P}_0 \).

5.2.2 Uniform Random Variables and Legendre Polynomial Chaos

We consider a different choice of random variables and stochastic basis. Here we use uniform random variable in the truncated Karhunen-Loève expansion and corresponding Legendre polynomials as the stochastic basis.

Table 5.18: Iteration Steps with different \( L \) and \( p \) for all preconditioners (Legendre polynomials with \( h = 1/128, \mu = 1, \sigma = 0.7 \))

<table>
<thead>
<tr>
<th>( L )</th>
<th>( p )</th>
<th>( \mathcal{P}_0 )</th>
<th>( \mathcal{P}_1 )</th>
<th>( \mathcal{P}_K )</th>
<th>( \mathcal{P}_T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>14</td>
<td>12</td>
<td>12</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>19</td>
<td>15</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>19</td>
<td>19</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>13</td>
<td>14</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>18</td>
<td>18</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>26</td>
<td>26</td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>

From Table 5.18 and 5.19 we can see that under the same \( p \) and \( L \) values, \( \mathcal{P}_T \) and \( \mathcal{P}_1 \) outperform the other two preconditioners. All preconditioners are robust to \( h \) and iteration steps are positive
Table 5.19: Time costs with different $L$ and $p$ for all preconditioners (Legendre polynomials with $h = 1/128$, $\mu = 1$, $\sigma = 0.7$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$p$</th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_K$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8.8</td>
<td>11.6</td>
<td>8.7</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>29.9</td>
<td>32.9</td>
<td>27.0</td>
<td>18.3</td>
</tr>
<tr>
<td>4</td>
<td>72.6</td>
<td>81.3</td>
<td>67.8</td>
<td>41.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>21.6</td>
<td>24.0</td>
<td>20.7</td>
<td>11.7</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>86.5</td>
<td>93.7</td>
<td>86.2</td>
<td>57.9</td>
</tr>
<tr>
<td>4</td>
<td>322.8</td>
<td>327.3</td>
<td>331.0</td>
<td>176.4</td>
<td></td>
</tr>
</tbody>
</table>

correlated to $p$ and $L$. When $p$ and $L$ are large, the best-performance GMRES preconditioner $P_T$ still converges almost twice faster than MINRES with the mean-based preconditioner $P_0$.

Next we test the convergence for various variance by fixing $\mu = 1$, $h = 1/16$, $p = 4$ and $L = 6$.

Table 5.20: Iteration steps with various $\sigma$ (Hermite polynomials with $\mu = 1$, $h = 1/16$, $p = 4$ and $L = 6$)

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_D$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>0.2</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>0.3</td>
<td>22</td>
<td>18</td>
<td>18</td>
<td>10</td>
</tr>
<tr>
<td>0.37</td>
<td>66</td>
<td>52</td>
<td>53</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 5.20 shows the iteration steps for different preconditioners with various variance $\sigma$. We can find that the iteration steps increase as $\sigma$ increases for all preconditioners. Similar to the first benchmark problem, the performances of all four preconditioners are ranked as $P_T > P_K \approx P_1 > P_0$. It is worth noticing that when $\sigma = 0.4$ and $p = 4$, the original system may not be positive definite therefore none of the preconditioners converges efficiently. That is why we choose $\sigma = 0.37$ instead of 0.4 in the last row for comparison.
5.3 A 3-D Homogeneous Dirichlet Boundary Condition Problem

We extend the first benchmark problem to 3-D. Let domain $D = [-0.5, 0.5]^3$ with homogeneous boundary condition and $f(x_1, x_2) = 2(0.5 - x_1^2 - x_2^2 - x_3^2)$. Figure 5.3 shows the mean and variance of the pressure on a $16 \times 16 \times 16$ grid with $L = 10$, $p = 4$ and uniform random variables.

![Mean and variance of pressure](image)

Figure 5.3: Mean (left) and variance (right) of pressure on a $16 \times 16 \times 16$ grid with $L = 10$ and $p = 4$

We use uniform random variable in the truncated Karhunen-Loève expansion and corresponding Legendre polynomials as the gPC basis. Now we compare the performances of two preconditioners: the mean-based block preconditioner $P_0$ and the block triangular preconditioner $P_T$.

From Table 5.21 we can see that similar to the 2-D example, the block triangular preconditioner $P_T$ outperforms the mean-based preconditioner $P_0$. When $p$ and $\sigma$ are large, $P_T$ converges more than twice faster compared to $P_0$. 
Table 5.21: Iteration steps and time costs with different $L$ and $p$ for both preconditioners (Legendre polynomials with $h = 1/16$, $\mu = 1$, $\sigma = 0.7$)

<table>
<thead>
<tr>
<th>$p$</th>
<th>$p_0$ iter</th>
<th>$p_0$ time</th>
<th>$p_T$ iter</th>
<th>$p_T$ time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>17</td>
<td>25.7</td>
<td>7</td>
<td>12.4</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>160.0</td>
<td>10</td>
<td>71.2</td>
</tr>
<tr>
<td>4</td>
<td>39</td>
<td>859.3</td>
<td>14</td>
<td>370.9</td>
</tr>
</tbody>
</table>
Chapter 6

Stochastic Galerkin Methods for Mixed Formulation

In this chapter, we extend the stochastic Galerkin methods from the primal formulation in (2.1) to the mixed formulation of stochastic diffusion problems [18, 16, 7]. The motivation of the mixed formulation is that a second variable of interest is introduced in the formulation due to the physical application [15]. The second variable is usually some kind of derivatives to the original variable, for example the stress and the displacement in the elasticity equations. The second variable can also be independent of the original one, for example the pressure and velocity in the Stokes equations.

6.1 Stochastic Galerkin Mixed Formulation

In this section, we introduce the mixed formulation of stochastic diffusion problem, and convert the stochastic problem into a deterministic one by approximating the random coefficient with truncated Karhunen-Loève expansion.
6.1.1 Model Problem

In a similar setting in (2.1), let \( D \subset \mathbb{R}^2 \) be a bounded domain. Let \((\Omega, \mathcal{F}, P)\) be a complete probability space where \( \Omega \) is the set of outcomes, \( \mathcal{F} \) is the \( \sigma \)-algebra of the subsets of \( \Omega \), and \( P \) is a probability measure on \( \mathcal{F} \). Consider the first-order system of the diffusion problem with random coefficient is given as follows: find two random fields \( q(x, \omega) \) and \( u(x, \omega) \) such that for \( P \)-almost surely,

\[
\begin{aligned}
T(x, \omega)q(x, \omega) + \nabla u(x, \omega) &= 0, & \text{in } D \times \Omega, \\
-\text{div}q(x, \omega) &= f(x), & \text{in } D \times \Omega, \\
u(x, \omega) &= g(x), & \text{on } \partial D \times \Omega, \\
\mathbf{n} \cdot q(x, \omega) &= 0, & \text{on } \partial D \times \Omega,
\end{aligned}
\]

(6.1)

where \( \partial D \cap \partial D_N = \emptyset \) and \( \partial D_D \cup \partial D_N = \partial D \). Here we still assume the randomness comes from the diffusive coefficient \( a(x, \omega) : D \times \Omega \rightarrow \mathbb{R} \), while the source term \( f \) and boundary conditions are deterministic.

To obtain the variational form of problem (6.1) we introduce the space \( L^2_P(\Omega) \) which includes all random variables in the probability space \((\Omega, \mathcal{F}, P)\) with finite variances. Let \( H_0(\text{div}, D) \triangleq \{ r \in L^2(D)^2 : \text{div}r \in L^2(D), \quad \mathbf{n} \cdot r|_{\partial D_N} = 0 \} \) be the Sobolev space of square-integrable symmetric vector fields with square-integrable divergence and zero normal component on the Neumann boundary. The mixed formulation of problem (6.1) is to find \( q(x, \omega) \in H_0(\text{div}, D) \otimes L^2_P(\Omega) \) and \( u(x, \omega) \in L^2(D) \otimes L^2_P(\Omega) \) such that

\[
\begin{aligned}
\int_{D \times \Omega} Tq \cdot \mathbf{r} \ d\mathbf{x} \ d\omega &= -\int_{D \times \Omega} u \ \text{div} \mathbf{r} \ d\mathbf{x} \ d\omega = -\int_{\partial D \times \Omega} g\mathbf{n} \cdot \mathbf{r} \ d\mathbf{x}\ d\omega, & \forall \mathbf{r} \in H_0(\text{div}, D) \otimes L^2_P(\Omega), \\
\int_{D \times \Omega} v \ \text{div}q \ d\mathbf{x} \ d\omega &= -\int_{D \times \Omega} f v \ d\mathbf{x} \ d\omega, & \forall v \in L^2(D) \otimes L^2_P(\Omega).
\end{aligned}
\]

(6.2)
Assume that the diffusion coefficient \( T(x, \omega) \) is bounded and strictly positive, i.e. there exist constants \( T_{\min} < T_{\max} \) such that

\[
0 < T_{\min} < T(x, \omega) < T_{\max} \quad a.e. \text{ in } D \times \Omega,
\]

then the mixed formulation (6.2) is well-posed. A detailed proof of well-posedness is given in [16, 18].

### 6.1.2 Karhunen-Loève Expansion

To convert the stochastic problem into a deterministic one, the infinite dimensional diffusion coefficient \( T(x, \omega) \) is approximated by finitely many random variables. Similar to problem (2.2), we apply truncated Karhunen-Loève expansion to \( T(x, \omega) \)

\[
T(x, \omega) \approx T_L(x, \omega) \triangleq \mu(x) + \sum_{s=1}^{L} \sqrt{\lambda_s} \alpha_s(x) \xi_s(\omega), \tag{6.3}
\]

where \( \mu(x) = \mathbb{E}[T(x, \omega)] \) is the mean of random field and random variables \( \xi_s \) given by

\[
\xi_s(\omega) = \frac{1}{\sqrt{\lambda_s}} \int_D T(x, \omega) \alpha_s(x) \, dx,
\]

are uncorrelated with zero mean \( \mathbb{E}[\xi_s] = 0 \) and unit variance \( \text{Var}(\xi_s) = 1 \).

Let \( \Gamma_s \subset \mathbb{R} \) be the range of the random variable \( \xi_s(\omega) \), and each \( \xi_s \) possesses a density function \( p_s : \Gamma_s \to \mathbb{R}_0^+ \). Define \( \Gamma = \Gamma_1 \times \cdots \times \Gamma_L, \xi = (\xi_1, \cdots, \xi_L) \) and the joint density function can be written as \( p(\xi) = p(\xi_1) \cdots p(\xi_L) \). Substituting \( L^2_p(\Omega) \) by \( L^2_p(\Gamma) \), a weighted \( L^2 \) space of all measurable functions on \( \Gamma \) with finite variances, the mixed formulation becomes to the following:
find \( q(x, \omega) \in H_0(\text{div}, D) \otimes L^2_p(\Gamma) \) and \( u(x, \omega) \in L^2(D) \otimes L^2_p(\Gamma) \) such that

\[
\int_{D \times \Gamma} \hat{T}_L q \cdot r \, dx \, d\xi - \int_{D \times \Gamma} u \text{div } r \, dx \, d\xi = -\int_{\partial D \times \Gamma} \mathbf{g} \cdot r \, dx \, d\xi, \quad \forall r \in H_0(\text{div}, D) \otimes L^2_p(\Gamma),
\]
\[
\int_{D \times \Gamma} v \text{div } q \, dx \, d\xi = -\int_{D \times \Gamma} f \, v \, dx \, d\xi, \quad \forall v \in L^2(D) \otimes L^2_p(\Gamma),
\]

(6.4)

where \( \hat{T}_L(x, \xi) = \mu(x) + \sum_{s=1}^L \sqrt{\lambda_s} \alpha_s(x) \xi_s \).

### 6.2 Matrix Form of Stochastic Galerkin Methods

In this section, we present the matrix form of stochastic Galerkin methods for the mixed formulation (6.4).

#### 6.2.1 Mixed Finite Element Method

We start with the discretization of the mixed formulation (6.4). Let \( \{ \mathcal{T}_h \}_{h > 0} \) be a regular family of partitions of \( D \) where \( h = \max_{K \in \mathcal{T}_h} h_K \) and \( h_K = \text{diag}(K) \). For any element \( K \subset D \) and non-negative integer \( k \), \( P_k(K) \) stands for the set of all polynomials in \( K \) with the total degree less than or equal to \( k \), and \( P_k(K, \mathbb{R}^2) \) represents the vector version of \( P_k(K) \). Define

\[
W_h = \left\{ v_h \in L^2(D) : v_h|_K \in P_k(K) \text{ for each } K \in \mathcal{T}_h \right\},
\]

and let \( V_h \) be the corresponding Raviart-Thomas (RT) element space

\[
V_h = \left\{ r_h \in H_0(\text{div}, D) : r_h|_K \in P_k(K, \mathbb{R}^2) + P_k(K) \mathbf{x} \text{ for each } K \in \mathcal{T}_h \right\}
\]
or Brezzi-Douglas-Marini (BDM) element space

\[ V_h = \{ r_h \in H_0(\text{div}, D) : r_h|_K \in P_{k+1}(K, \mathbb{R}^2) \text{ for each } K \in \mathcal{T}_h \} \]

with \( k \geq 0 \). Let \( \{ \varphi_j(x) \}_{j=1}^{n_q} \) and \( \{ \phi_j(x) \}_{j=1}^{n_u} \) be the bases of the finite element spaces \( V_h \) and \( W_h \) respectively. Recall that \( \mathcal{C}_{p,L} \) is the complete polynomial space for the stochastic space introduced in (3.2). Define the tensor product spaces

\[ V_h \otimes \mathcal{C}_{p,L} = \text{span}\{ \psi_k(\xi) \varphi_j(x) \text{ for } |k| \leq p \text{ and } j = 1, \cdots, n_q \}, \]

\[ W_h \otimes \mathcal{C}_{p,L} = \text{span}\{ \psi_k(\xi) \phi_j(x) \text{ for } |k| \leq p \text{ and } j = 1, \cdots, n_u \}. \] (6.5)

Therefore, the stochastic Galerkin method for the mixed formulation (6.4) is as follows: find \( q_{hp}(x, \omega) \in V_h \otimes \mathcal{C}_{p,L} \) and \( u_{hp}(x, \omega) \in W_h \otimes \mathcal{C}_{p,L} \) such that

\[
\begin{align*}
\int_{D \times \Gamma} \hat{T}_Lq_{hp} \cdot r_{hp} \, dx \, d\xi - \int_{D \times \Gamma} u_{hp} \text{div}r_{hp} \, dx \, d\xi &= -\int_{\partial D \times \Gamma} gn \cdot r_{hp} \, dx \, d\xi, \\
\int_{D \times \Gamma} \text{div}q_{hp} \, dx \, d\xi &= -\int_{D \times \Gamma} f \, v_{hp} \, dx \, d\xi,
\end{align*}
\]

(6.6)

\( \forall r_{hp} \in V_h \otimes \mathcal{C}_{p,L} \) and \( \forall v_{hp} \in W_h \otimes \mathcal{C}_{p,L} \). The well-posedness of (6.6) and its priori error estimate is given in [16].

### 6.2.2 Matrix Form

With the tensor product bases defined in (6.5), the solutions \( q_{hp} \) and \( u_{hp} \) can be written as

\[
q(x, \xi) = \sum_{j=1}^{N_q} \sum_{l=1}^{N_k} q_{jl}(x) \psi_k(\xi), \quad u(x, \xi) = \sum_{j=1}^{N_u} \sum_{l=1}^{N_k} u_{jl}(x) \psi_k(\xi).
\]
Plug them into (6.6) together with the truncated KL expansion (6.3) and test functions

\[ r(x, \xi) = \phi_i(x) \psi_k(\xi), \quad i = 1, \cdots, N_q, \quad k = 1, \cdots, N_\xi, \]

\[ v(x, \xi) = \phi_i(x) \psi_k(\xi), \quad i = 1, \cdots, N_u, \quad k = 1, \cdots, N_\xi, \]

we get the matrix form of the saddle-point problem

\[
\begin{pmatrix}
A & B^t \\
B & 0
\end{pmatrix}
\begin{pmatrix}
q \\
u
\end{pmatrix}
=
\begin{pmatrix}
g \\
f
\end{pmatrix}
\tag{6.7}
\]

The matrices \(A\) and \(B\) have the tensor product structure as

\[
A = I \otimes A_0 + \sum_{s=1}^{L} G_s \otimes A_s, \quad B = I \otimes B_0,
\]

where \(B_0 \in \mathbb{R}^{N_u \times N_q}\), \(A_s \in \mathbb{R}^{N_q \times N_q}\) are the stiffness matrices using coefficients \(\sqrt{\lambda_s} \alpha_s(x)\), and \(G_s \in \mathbb{R}^{N_\xi \times N_\xi}\) are the stochastic matrices. More precisely, for \(s = 1, \cdots, L\),

\[
A_0(i,j) = \int_D \mu \varphi_j(x) \cdot \varphi_i(x) \, dx, \quad i, j = 1, \cdots, N_q, \\
A_s(i,j) = \int_D \sqrt{\lambda_s} \alpha_s(x) \varphi_j(x) \cdot \varphi_i(x) \, dx, \quad i, j = 1, \cdots, N_q, \\
B_0(i,j) = -\int_D \phi_i(x) \, \text{div} \varphi_j(x) \, dx, \quad i = 1, \cdots, N_u, \quad j = 1, \cdots, N_q, \\
G_s(k,l) = \int_\Gamma \xi_s \psi_l(\xi) \psi_k(\xi) p(\xi) \, d\xi, \quad k, l = 1, \cdots, N_\xi. \tag{6.8}
\]

The solution vectors can be written into blocks

\[
q = \begin{pmatrix}
q_1 \\
\vdots \\
q_{N_\xi}
\end{pmatrix} \in \mathbb{R}^{N_q N_\xi}, \quad u = \begin{pmatrix}
u_1 \\
\vdots \\
u_{N_\xi}
\end{pmatrix} \in \mathbb{R}^{N_u N_\xi}, \tag{6.9}
\]
with each block has \((q_l)_j = q_{jl},~j = 1, \cdots, N_q\), \((u_l)_j = u_{jl},~j = 1, \cdots, N_u\), for \(l = 1, \cdots, N_\xi\).

Similarly, the right-hand side can also be written into blocks

\[
\begin{pmatrix}
\begin{pmatrix}
g_1 \\
\vdots \\
g_{N_\xi}
\end{pmatrix}
\end{pmatrix} \in \mathbb{R}^{N_qN_\xi}, \quad
\begin{pmatrix}
\begin{pmatrix}
f_1 \\
\vdots \\
f_{N_\xi}
\end{pmatrix}
\end{pmatrix} \in \mathbb{R}^{N_uN_\xi},
\]

(6.10)

with each block has

\[
(g_l)_j = - \int_{\partial D \times \Gamma} \psi_l(\xi) g(x) n \cdot \phi_j(x) \, dx \, d\xi, \quad j = 1, \cdots, N_q,
\]

\[
(f_l)_j = - \int_{D \times \Gamma} \psi_l(\xi) f(x) \phi_j(x) \, dx \, d\xi, \quad j = 1, \cdots, N_u,
\]

(6.11)

for \(l = 1, \cdots, N_\xi\).

An alternative way to write equation (6.7) is to rearrange the order of its solution vectors such that

\[
\mathcal{C} \tilde{u} = \tilde{f}, \quad \text{with} \quad \mathcal{C} = I \otimes C_0 + \sum_{s=1}^L G_s \otimes C_s,
\]

(6.12)

with

\[
C_0 = \begin{pmatrix}
A_0 & B_0^T \\
B_0 & 0
\end{pmatrix}, \quad C_s = \begin{pmatrix}
A_s & 0 \\
0 & 0
\end{pmatrix}, \quad s = 1, \cdots, L.
\]

(6.13)

The solution vector \(\tilde{u}\) and the right-hand side \(\tilde{f}\) can be written into blocks

\[
\tilde{u} = \begin{pmatrix}
\begin{pmatrix}
\tilde{u}_1 \\
\vdots \\
\tilde{u}_{N_\xi}
\end{pmatrix}
\end{pmatrix} \in \mathbb{R}^{(N_q+N_u)N_\xi}, \quad \tilde{f} = \begin{pmatrix}
\begin{pmatrix}
\tilde{f}_1 \\
\vdots \\
\tilde{f}_{N_\xi}
\end{pmatrix}
\end{pmatrix} \in \mathbb{R}^{(N_q+N_u)N_\xi},
\]

(6.14)
with each block has

$$\tilde{u}_l = \begin{pmatrix} q_l \\ u_l \end{pmatrix}, \quad \tilde{f}_l = \begin{pmatrix} g_l \\ f_l \end{pmatrix}, \quad l = 1, \cdots, N_\xi. \tag{6.15}$$

In addition, we now explore the tensor product form by reshaping the solution vector $\tilde{u} \in \mathbb{R}^{(N_q + N_u)N_\xi}$ and the right-hand side $\tilde{f} \in \mathbb{R}^{(N_q + N_u)N_\xi}$ in (6.12) into $(N_q + N_u) \times N_\xi$ matrices

$$\tilde{U} = \begin{pmatrix} q_1 & q_2 & \cdots & q_{N_\xi} \\ u_1 & u_2 & \cdots & u_{N_\xi} \end{pmatrix}_{(N_q + N_u) \times N_\xi}, \quad \tilde{F} = \begin{pmatrix} g_1 & g_2 & \cdots & g_{N_\xi} \\ f_1 & f_2 & \cdots & f_{N_\xi} \end{pmatrix}_{(N_q + N_u) \times N_\xi}, \tag{6.16}$$

then the matrix-vector equation (6.12) is equivalent to a matrix-matrix equation:

$$C(\tilde{U}) = \tilde{F}, \quad \text{with} \quad C(\tilde{U}) = \sum_{s=0}^{L} C_s \tilde{U} G_s^T. \tag{6.17}$$

### 6.3 Preconditioning

In this section we will discuss the iterative solvers of the linear system (6.17) or (6.12) with different preconditioners. From now on unless specified otherwise, we will use the matrix representation (6.12) since it is simple and coincides with the matrix form in (3.3).

#### 6.3.1 A Mean-Based Diagonal Preconditioner

Recall that in Section 4.1 the mean-based preconditioner $I \otimes K_0$ is the first term of the summation of $\mathcal{A}$, and it's also the only term that contains the mean information. Similarly the diagonal information $I \otimes C_0$ in the matrix $C$ would be an efficient preconditioner to the linear system with mixed
formulation as well, especially when $\sigma$ is small. Based on the deterministic preconditioner to the traditional saddle-point problem [34], a mean-based diagonal preconditioner $P_D$ is presented in [19] with the following formula:

$$
P_D = I \otimes \begin{pmatrix} D_0 & 0 \\ 0 & V \end{pmatrix}.
$$

(6.18)

$D_0$ is the diagonal of $A_0$, and $V$ is a symmetric positive definite approximation to the Schur complement $S_{D_0} = B_0D_0^{-1}B_0^T$, which is a sparse approximation to the true Schur complement $S = B_0A_0^{-1}B_0^T$ of the deterministic saddle-point system. In practice, the action $V^{-1}$ on a vector is defined as one V-cycle of multigrid method applied to a linear system with coefficient matrix $S_{D_0}$.

### 6.3.2 A Mean-Based Triangular Preconditioner

We present a new mean-based triangular preconditioner $P_0$ in this subsection. Instead of using block diagonal preconditioning for $C_0$ in Subsection 6.3.1, we shall derive a preconditioning scheme for the stochastic Galerkin matrix with a triangular preconditioner for the deterministic saddle-point system $C_0$ [8].

Since $D_0 = \text{diag}(A_0)$ is spectrally equivalent to $A_0$, we can consider the following block decomposition:

$$
\begin{pmatrix} D_0 & B_0^T \\ B_0 & 0 \end{pmatrix} \begin{pmatrix} I & D_0^{-1}B_0^T \\ 0 & -I \end{pmatrix} = \begin{pmatrix} D_0 & 0 \\ B_0 & S_{D_0} \end{pmatrix}
$$

(6.19)

to obtain an approximate triangular preconditioner where

$$
S_{D_0} = B_0D_0^{-1}B_0^T.
$$
It is easy to verify that $S_{D_0}$ is spectrally equivalent to $S = B_0 A_0^{-1} B_0^T$.

Therefore we can define the triangular preconditioner for the deterministic saddle-point system $C_0$ as

$$
\begin{pmatrix}
I & D_0^{-1}B_0^T \\
0 & -I
\end{pmatrix}
\begin{pmatrix}
D_0 & 0 \\
B_0 & S_{D_0}
\end{pmatrix}^{-1}.
$$

(6.20)

And the mean-based triangular preconditioner to the stochastic Galerkin system (6.12) can be define as

$$
\mathcal{P}_0 = I \otimes \begin{pmatrix}
I & D_0^{-1}B_0^T \\
0 & -I
\end{pmatrix}
\begin{pmatrix}
D_0 & 0 \\
B_0 & S_{D_0}
\end{pmatrix}^{-1}.
$$

(6.21)

### 6.3.3 A Block Triangular Preconditioner

Similar to the discussion in Section 4.3, once we have a mean-based preconditioner $\mathcal{P}_0$, we can derive a block triangular preconditioner to the stochastic Galerkin matrix (6.12) based on the odd-even indices simplex representation in Subsection 3.3.4.

Due to the block structure discussed in 3.3.4, the stochastic Galerkin matrix $C$ can be written as the following block structures:

$$
C = \begin{bmatrix}
D_1 & W^T \\
W & D_2
\end{bmatrix},
$$

(6.22)

where

$$
D_1 = I_1 \otimes C_0, \quad D_2 = I_2 \otimes C_0, \quad W = \left( \sum_{s=1}^{L} G_s \otimes C_s \right) (I_2, I_1) = \sum_{s=1}^{L} G_s (I_2, I_1) \otimes C_s,
$$
and $I_1$ is the one in $\{I_{odd}, I_{even}\}$ with larger cardinality, $I_2$ is the one with smaller cardinality.

We define the block triangular preconditioner for the mixed formulation system as

$$P_T := \begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix}. \quad (6.23)$$

The corresponding preconditioner system

$$\begin{bmatrix} D_1 & 0 \\ W & D_2 \end{bmatrix} \begin{bmatrix} \tilde{U}_1 \\ \tilde{U}_2 \end{bmatrix} = \begin{bmatrix} \tilde{F}_1 \\ \tilde{F}_2 \end{bmatrix}$$

may be solved inexactly by the standard multigrid V-cycle with the mean-based triangular preconditioner $D$ acting on $I_{odd}, I_{even}$ separately.

### 6.4 Numerical Examples

In this section, we compare the performances of different preconditioners (the mean-based diagonal preconditioner $P_D$, the mean-based triangular preconditioner $P_0$ and the block triangular preconditioner $P_T$) on a benchmark problem in [18].

The steady flow comes from left to right on the domain $D = [0, 1]^2$ with $f \equiv 0$, $\partial D_D = \{0, 1\} \times [0, 1]$ and $\partial D_N = \partial D \setminus \partial D_D$. Let $\vec{q} \cdot \vec{n} = 0$ at the two horizontal walls so that the flow is tangent to those boundaries. $u_D = 1$ on $\{0\} \times [0, 1]$ and $u_D = 0$ on $\{1\} \times [0, 1]$. Still we consider the same covariance function with $L_{c,1} = L_{c,2} = 1$, and mean $\mu = 1$.

We use Raviart-Thomas element space with $k = 0$ (RT0 element) as $V_h$ and assemble the stiffness matrices $A_s, s = 0, 1, 2, \ldots, L$ using the software package iFEM [6]. We apply MINRES method with tolerance $= 10^{-8}$ for $P_D$, and apply GMRES method with same tolerance and restart $= 20$.
for $\mathcal{P}_0$ and $\mathcal{P}_T$. For all three preconditioners, the diagonal matrices are inverted by the geometric multigrid method with $V(2,2)$. All computations are performed using MATLAB 2017b on a Lenovo-Y40 with Intel Core i7-4510U CPU and 8GB of RAM.

Figure 6.1 shows the mean and variance of $u$ on a $64 \times 64$ grid with $\sigma = 0.3$, $L = 4$, $p = 4$ and Gaussian random variables.

Figure 6.1: Mean (left) and variance (right) of $u$ on a $64 \times 64$ grid with $L = 4$ and $p = 4$

6.4.1 Hermite Polynomials with Gaussian Random Variables

We start with Hermite polynomials with Gaussian random variables. Table 6.1 and 6.2 show the iteration steps and time costs for different preconditioners with various $h$, $L$ and $p$ values. For all preconditioners, the iteration steps are uniform against various mesh size $h$ while the time costs scale linearly to $h^2$. All preconditioners are robust to $h$ and iteration steps are positive correlated to $p$ and $L$. The two new preconditioners we presented $\mathcal{P}_0$ and $\mathcal{P}_T$ outperform the original mean-based diagonal preconditioner $\mathcal{P}_D$. When $L$, $p$ and $\sigma$ are large, the best-performance GMRES with block triangular preconditioner $\mathcal{P}_T$ converges more than twice faster compared to MINRES with
the mean-based preconditioner $\mathcal{P}_D$.

Table 6.1: Iteration steps with various $h$, $L$ and $p$ for all preconditioners (Hermite polynomials with $\mu = 1$, $\sigma = 0.3$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$h$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1/16</td>
<td>70</td>
<td>88</td>
<td>113</td>
<td>20</td>
<td>26</td>
<td>32</td>
<td>17</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>1/32</td>
<td>71</td>
<td>89</td>
<td>116</td>
<td>20</td>
<td>25</td>
<td>32</td>
<td>16</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>1/64</td>
<td>71</td>
<td>89</td>
<td>117</td>
<td>20</td>
<td>25</td>
<td>31</td>
<td>16</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>1/128</td>
<td>71</td>
<td>89</td>
<td>116</td>
<td>20</td>
<td>25</td>
<td>31</td>
<td>17</td>
<td>18</td>
<td>22</td>
</tr>
</tbody>
</table>

| 6   | 1/16 | 71      | 91      | 119     | 20      | 26      | 34      | 17      | 19      | 23      |
|     | 1/32 | 73      | 92      | 121     | 20      | 26      | 34      | 17      | 18      | 23      |
|     | 1/64 | 74      | 92      | 123     | 20      | 26      | 33      | 17      | 18      | 23      |
|     | 1/128| 74      | 92      | 121     | 20      | 26      | 33      | 17      | 19      | 22      |

Table 6.2: Time costs with various $h$, $L$ and $p$ for all preconditioners (Hermite polynomials with $\mu = 1$, $\sigma = 0.3$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$h$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1/16</td>
<td>0.6</td>
<td>1.2</td>
<td>3.0</td>
<td>0.3</td>
<td>0.6</td>
<td>1.1</td>
<td>0.2</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>1/32</td>
<td>1.6</td>
<td>5.7</td>
<td>17.6</td>
<td>0.6</td>
<td>2.3</td>
<td>7.1</td>
<td>0.6</td>
<td>2.1</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>1/64</td>
<td>8.9</td>
<td>23.8</td>
<td>55.4</td>
<td>4.2</td>
<td>12.1</td>
<td>27.5</td>
<td>3.5</td>
<td>9.7</td>
<td>23.1</td>
</tr>
<tr>
<td></td>
<td>1/128</td>
<td>30.0</td>
<td>78.8</td>
<td>191.4</td>
<td>18.0</td>
<td>44.2</td>
<td>102.3</td>
<td>15.0</td>
<td>37.6</td>
<td>86.1</td>
</tr>
</tbody>
</table>

| 6   | 1/16 | 1.0     | 2.9     | 13.8    | 0.3     | 1.4     | 5.4     | 0.6     | 1.3     | 4.1     |
|     | 1/32 | 4.4     | 17.5    | 47.0    | 1.8     | 7.4     | 24.7    | 1.6     | 5.8     | 20.1    |
|     | 1/64 | 17.7    | 53.8    | 164.4   | 8.3     | 29.0    | 87.5    | 7.5     | 24.3    | 72.4    |
|     | 1/128| 59.8    | 202.3   | 653.7   | 32.4    | 112.6   | 333.0   | 29.6    | 104.3   | 268.2   |

6.4.2 Legendre Polynomials with Uniform Random Variables

We then switch to Legendre polynomials with Uniform random variables. Table 6.3 and 6.4 show the iteration steps and time costs for different preconditioners with various $h$, $L$ and $p$ values. Similar to the Hermite case, for all preconditioners, the iteration steps are uniform against various mesh size $h$ while the time costs scale linearly to $h^2$. All preconditioners are robust to $h$ and
iteration steps are positive correlated to $p$ and $L$. The block triangular preconditioner $P_T$ is more robust to the degree $p$ compared to the other two preconditioners. The two new preconditioners we presented $P_0$ and $P_T$ outperform the original mean-based diagonal preconditioner $P_D$. When $L$, $p$ and $\sigma$ are large, the best-performance GMRES with block triangular preconditioner $P_T$ converges more than twice faster compared to MINRES with the mean-based preconditioner $P_D$.

Table 6.3: Iteration steps with various $h$, $L$ and $p$ for all preconditioners (Legendre polynomials with $\mu = 1$, $\sigma = 0.3$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$h$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1/16</td>
<td>81</td>
<td>101</td>
<td>122</td>
<td>24</td>
<td>29</td>
<td>35</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>1/32</td>
<td>84</td>
<td>105</td>
<td>129</td>
<td>24</td>
<td>29</td>
<td>35</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>1/64</td>
<td>84</td>
<td>106</td>
<td>130</td>
<td>24</td>
<td>29</td>
<td>35</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>1/128</td>
<td>84</td>
<td>106</td>
<td>130</td>
<td>24</td>
<td>29</td>
<td>34</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>1/16</td>
<td>84</td>
<td>109</td>
<td>150</td>
<td>25</td>
<td>32</td>
<td>43</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>1/32</td>
<td>87</td>
<td>115</td>
<td>161</td>
<td>25</td>
<td>32</td>
<td>46</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>1/64</td>
<td>88</td>
<td>117</td>
<td>167</td>
<td>25</td>
<td>32</td>
<td>46</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>1/128</td>
<td>88</td>
<td>117</td>
<td>168</td>
<td>25</td>
<td>32</td>
<td>44</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 6.4: Time costs with various $h$, $L$ and $p$ for all preconditioners (Legendre polynomials with $\mu = 1$, $\sigma = 0.3$)

<table>
<thead>
<tr>
<th>$L$</th>
<th>$h$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
<th>$P_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1/16</td>
<td>0.7</td>
<td>1.5</td>
<td>3.2</td>
<td>0.2</td>
<td>0.6</td>
<td>1.5</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>1/32</td>
<td>1.8</td>
<td>6.9</td>
<td>19.6</td>
<td>0.8</td>
<td>2.8</td>
<td>8.1</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>1/64</td>
<td>10.6</td>
<td>29.0</td>
<td>58.5</td>
<td>4.9</td>
<td>14.0</td>
<td>31.9</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>1/128</td>
<td>35.4</td>
<td>92.2</td>
<td>212.9</td>
<td>19.3</td>
<td>49.9</td>
<td>116.6</td>
<td>16.6</td>
</tr>
<tr>
<td>6</td>
<td>1/16</td>
<td>1.4</td>
<td>3.1</td>
<td>12.5</td>
<td>0.4</td>
<td>1.3</td>
<td>5.9</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>1/32</td>
<td>3.5</td>
<td>15.5</td>
<td>50.4</td>
<td>1.5</td>
<td>8.0</td>
<td>30.1</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>1/64</td>
<td>14.9</td>
<td>59.2</td>
<td>207.0</td>
<td>8.8</td>
<td>31.4</td>
<td>108.2</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>1/128</td>
<td>62.8</td>
<td>253.4</td>
<td>885.9</td>
<td>33.4</td>
<td>126.5</td>
<td>459.2</td>
<td>28.4</td>
</tr>
</tbody>
</table>
Chapter 7

Conclusion

In this thesis we proposed a simplex lattice representation of the stochastic space with an odd-even ordering, and presented two new block preconditioners for the stochastic steady-state diffusion problem (primal form), including the two-term variance-involved preconditioner $P_1$ and the block triangular preconditioner $P_T$. Instead of containing only the mean information, the variance-involved block diagonal preconditioner captures most of the variance information in the random field. The simplex structure in the stochastic space $S_{p,L}$ is illustrated with an odd-even ordering, and an economic way is introduced to store the stochastic matrices as well as do the matrix multiplication. We compared the performances of all preconditioners with the mean-based preconditioner $P_0$ proposed by [33] in two benchmark problems. The block triangular preconditioner $P_T$ outperformed the mean-based preconditioner $P_0$ by two times, especially when the KL-expansion term $L$ and the total polynomial degree $p$ is large, which coincides with the theoretical spectral analysis for different preconditioners. We then extended the stochastic Galerkin methods framework to the mixed formulation together with the triangular preconditioner $P_T$. We also developed a new mean-based triangular preconditioner $P_0$. Both $P_0$ and $P_T$ outperformed the original mean-based diagonal preconditioner $P_D$. When $L$, $p$ and $\sigma$ are large, both preconditioners converge at least twice faster than the mean-based diagonal preconditioner $P_D$. 
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