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Abstract: Retail real-time pricing (RTP) of electricity — retail pricing that changes hourly

to reflect the changing supply/demand balance — is very appealing to economists because it

“sends the right price signals.” There is, however, frequent confusion between the economic

efficiency gains that would result from RTP and the wealth transfers that RTP would cre-

ate. RTP-induced wealth transfers from producers to consumers were the primary focus

of RTP advocates during the 2000-01 California electricity crisis. In this paper, I abstract

from such transfers and focus on the long-run gains in economic efficiency that would re-

sult from adopting RTP in a competitive electricity market. Using simple simulations, I

demonstrate that the magnitude of efficiency gains from RTP is likely to be significant

even if demand is not very elastic. Even with demand elasticity of -0.025, the efficiency

gains from RTP-adoption for the largest customers is almost certain to exceed the cost of

implementing such a system. The simulations indicate that the efficiency gains are increas-

ing, but concave, in the share of demand on RTP and in the elasticity of demand. Also,

preliminary analysis of the demand patterns of some large customers indicates that RTP

in a competitive market would induce very significant wealth transfers among customers.

1 Director of the University of California Energy Institute (www.ucei.org) and E.T. Grether Profes-
sor of Business Administration and Public Policy at the Haas School of Business, U.C. Berkeley
(www.haas.berkeley.edu). Email: borenste@haas.berkeley.edu. For valuable comments, my thanks
to Carl Blumstein, Jim Bushnell, Ali Hortacsu, Ed Kahn, Karen Notsund, Celeste Saravia, Ralph
Turvey, Bert Willems, Frank Wolak, Catherine Wolfram and participants in Summer 2003 Camp
UCEI electricity research conference. Meredith Fowlie and Amol Phadke provided excellent research
assistance. This work grew directly from related research with Stephen Holland. Many hours of
valuable discussion with Stephen have shaped my thinking on RTP issues, though he bears no re-
sponsibility for any errors in this paper.



Over the last few years, a great deal has been written about time-varying retail pricing

of electricity. Many authors, myself included, have argued that real-time retail electricity

pricing (RTP) — retail prices that change very frequently, e.g., hourly, to reflect changes in

the market’s supply/demand balance — is a critical component of an efficient restructured

electricity market. During the California electricity crisis in 2000-2001, RTP boosters

pointed out its value in reducing the ability of sellers to exercise market power. While

nearly all economists have supported RTP conceptually, Ruff (2002) among others has

argued that it is important to distinguish between RTP’s long-run societal benefits and

the short-run wealth transfers it might bring about. In particular, the reductions in market

power primarily prevent a short-run wealth transfer from customers to generators, though

the transfers can still be quite large.

In this paper, I estimate the magnitude of the potential long-run societal gains from

RTP, abstracting from market power issues and short-run wealth transfers in general. I

do this by formulating a model of competitive electricity generation with demand and

production costs based on actual data from U.S. markets. I solve computationally for the

model’s long-run competitive equilibrium, with the results indicating the amount of each

possible type of capacity that would be built, the prices that would be charged to customers

on RTP and on flat-rate service, and the total social surplus that would be generated by

the system. The model also allows estimation of the transfers that would occur among

customers if customers on RTP had demands that were (absent RTP) peakier or flatter

than customers not on RTP.

The estimates indicate that RTP would substantially reduce peak electricity produc-

tion and thereby reduce the use of low-capital-cost/high-variable-cost peaker generation.

The social gains from RTP for at least the largest customers in the system are estimated

to far outweigh reasonable estimates of the metering cost. The magnitudes of the social

gain are sensitive to the demand elasticity that is assumed, but the results indicate that

even with quite small elasticities, the benefits are substantial.

The estimates also suggest that a change to RTP could, in the long run, have significant
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redistributive effects among customers. RTP would end the cross-subsidy that currently

takes place from customers with relatively constant demand over time to those whose

demand has significant peaks coincident with the systemwide demand peaks. The potential

for ending this cross-subsidy could be a significant political impediment to implementation

of RTP.

Section I presents the economic model that is the basis for simulations. Section II

explains the data used in the simulations and the process used to compute long-run equi-

libria. The results of the simulations are presented and their implications discussed in

Section III. In section IV, I extend the basic model to evaluate the transfers that would

results from RTP if some customers have substantially flatter or peakier demand than

others. Section V discusses a number of factors that are omitted from the simulations and

suggests how those factors are likely to affect the results. I conclude in Section VI.

I. Model of Long-Run Competition in Electricity Markets

The model that is the basis for the simulations is adapted from Borenstein and Hol-

land (2003, hereafter BH). It assumes a simple competitive wholesale and retail market

structure. The retail structure is identified only by the way in which it charges end-use

customers for electricity, using a flat rate for one group of customers and RTP for the

remaining customers. The price(s) charged to each of the two groups allow the retailer to

exactly break even on service to that group. Throughout the analysis, I take the allocation

of customers between the two groups to be exogenous, though I discuss later incentives for

a customer to move to RTP. As in BH, the retail pricing can be interpreted as reflecting

the outcome of competition among many retail providers, but it also could be interpreted

as a single regulated retail provider that is required to exactly cover its costs and required

not to cross-subsidize between flat-rate and RTP customers. Following BH, I assume for

simplicity that retailers have no other transaction costs.2

I assume free-entry of generators of three different types. Generation exhibits no

2 Joskow and Tirole (2004) extend the BH model by allowing retailers to charge two-part tariffs and
by examining the competitive retail market when customers have different demand patterns.
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scale economies, with each generation unit having a capacity of one megawatt. The types

of generation differ in their fixed and variable costs, higher fixed costs being associated

with lower marginal cost of production. For generator type j, annual generator costs are

modeled as a fixed cost plus variable costs that are linear in the number of megawatt-

hours produced during the year, TCj = Fj +mj ·MWhj . Startup costs and restrictions
on ramping are not considered, an issue discussed in section V. Parameters used for this

and all other aspects of the simulations are discussed in the next section.

Demand is modeled as constant elasticity, using a range of possible elasticities. Within

any one simulation, demand is first assumed to have the same elasticity in all hours. I

then consider the effect of demand elasticity varying positively or negatively with the level

of demand. The level of demand in each hour is taken from the distribution based on

the actual levels of demand in various US electricity regions, as explained in the following

section. Cross-elasticities across hours are assumed to be zero, another issue discussed in

section V.

Some proportion of customers, α, are on real-time pricing, and the remainder are on

flat-rate service. For now, I assume that all customers have identical demand up to a

scale parameter, an assumption that I relax in section IV. Thus, following BH, if the total

demand in hour h is Dh(ph) and the flat-rate service customers are charges p̄ in every

hour, the wholesale demand is

D̃h(ph, p̄) = α ·Dh(ph) + (1− α) ·Dh(p̄). [1]

In this case, demand is modeled as constant elasticity, Dh(ph) = Ah · p²h. In later simula-
tions, demand elasticity is allowed to vary across hours, ²h.

Under these assumptions, for any set of installed baseload, mid-merit, and peaker

capacity, Kb,Km,Kp, there is a unique market-clearing wholesale price in each hour, pro-

vided that total installed capacity exceeds demand from flat-rate customers in every hour,

Kb +Km +Kp > (1− α) ·Dh(p̄) ∀ h. In the following section, I discuss the algorithm for

finding the short-run equilibrium for any set of installed capacity and the long-run equi-

librium allowing capacity to vary. In presenting the algorithm, I demonstrate that there
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is a unique long-run equilibrium.

In addition to establishing long-run equilibria for any 0< α < 1, it will be important,

as a baseline, to determine an equilibrium with no customers on RTP. The model above

is not applicable to a market with no RTP customers, because without RTP there is no

short-run demand elasticity, so in order to meet demand in all hours, sufficient capacity

must be built so that the market always clears “on the supply side,” i.e., at a price no

greater than the marginal generation cost of the technology with the highest marginal cost.

Such an organization requires some sort of additional wholesale payment to generation in

order to assure that demand does not exceed supply in any period and, at the same time,

that generators’ revenues exceed their variable costs over a year by an amount sufficient

to cover their fixed costs.

It is straightforward to show that the annual capacity payment that assures sufficient

generation and the optimal mix of generation is equal to the annual fixed costs of a unit

of peaker capacity. To avoid distorting the mix of capacity, this payment is made to all

units of capacity, regardless of type.3 The payment is financed by increasing the price of

the flat-rate electricity service until it generates sufficient revenue to cover the capacity

payments. That is how simulation of the baseline flat-rate service is implemented in the

following section.

II. Data, Model Details and Solution Algorithm

The value of the simulation results depends on the realism of the underlying assump-

tions. In this section I describe in detail the modeling of demand and supply, and then

the algorithm for finding the long-run competitive equilibrium. I first present the details

of the model, and then discuss the data used to parameterize the model.

3 This would also be the outcome if the wholesale price exceeded the marginal cost of the peaking
generation only in the highest demand hour of the year, and the price in that hour was equal to the
marginal cost of the peaker plus its annual fixed cost.

4



Demand, Supply and Equilibrium Modeling

Within each hour, each customer’s demand is modeled as constant elasticity. For

now, each customer i is assumed to have a demand that is simply a fixed proportion, γi,

of total demand. In section IV, I consider the effect of customers having different demand

patterns. In the base simulations, I assume that total demand has the same elasticity in

all hours, but this is later relaxed to allow elasticity to vary positively or negatively with

the overall demand level.

Given an elasticity for a certain hour, demand is fully specified by one price/quantity

anchor point. I assume that at a given constant price (discussed next), the anchor quantity

demanded takes on a distribution equal to the actual distribution of quantities demanded

from a certain electricity control region.

The constant price used to specify the anchor points is chosen to be the price that

would allow producers to break even if it were charged as a flat retail price to all customers.

This is not the actual flat rate (or time-of-use rate) that was charged to customers during

the observed period from which the demand distribution data are taken. The difference,

however, will not substantially change the results for two reasons. First, at the low elas-

ticities I consider in the simulations, a change of 10%-20% in the base flat rate that I

assume (which is the magnitude of the potential difference between the rate assumed and

the actual flat rate in use) will change quantity demanded very little. Second, and more

important, the overall level of base demand is just a scale factor in the simulations. The

value of using an actual distribution comes from accurately representing the shape of the

distribution; that changes negligibly with the assumption made about the level of the flat

retail rate.

The aggregate demand function for hour h can be specified asDh(ph) = Ah ·p²hh , where
elasticity may or may not vary by hour depending on the simulation run. For any share of

demand on RTP, α, the demand from customers on RTP is then DRTP
h (ph) = α ·Ah · p²hh

and the demand function for customers on flat rate service is Dflat
h (p̄) = (1−α) ·Ah · p̄²h .

The aggregate demand in the wholesale power market is then D̃h(ph, p̄) = α · Ah · p²hh +
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(1− α) ·Ah · p̄²h .

Once the wholesale demand function has been specified each hour, that can be com-

bined with the production technologies to calculate the long-run equilibrium capacity of

each technology type. Note that from any given baseload, mid-merit, and peaker capac-

ities, Kb,Km, Kp, one can determine a short-run industry supply function and therefore

wholesale prices for each hour. From those prices, one can calculate the profits of owners

of each technology type. In the long-run each technology type is built to the point that one

more unit of that capacity would cause profits of all owners of the capacity to be negative.

So, the goal is to identify the mix of capacity that causes this condition to hold for all

three technologies simultaneously.

At first, this might seem difficult, and it might seem that there could be multiple

long-run equilibria or none, but in fact there is a unique technology mix that satisfies

this condition. To see this, begin with the peaker technology which, if it is used at all,

will be used in the highest demand hour. It is straightforward to find a unique long-run

equilibrium if supply is restricted to use only the peaker technology. One simply expands

the quantity of peaker capacity, recalculating the associated short-run equilibrium with

each increment in capacity, until expansion of capacity by one more unit, causes profits

to go negative. Call the capacity level that satisfies this condition Ktot since that will

generally turn out to be the equilibrium total amount of capacity.

In this peaker-only equilibrium, all rents to generators are earned when production

quantity is equal to Ktot. In hours with lower equilibrium quantity, price must be equal

to peaker marginal cost. Now, begin substituting mid-merit capacity for peaker capacity.

Once built, the mid-merit capacity will all be used in any given hour before any of the

peaker capacity is used; it is lower on the supply function than the peaker capacity. The

key is to recognize that substituting mid-merit for peakers units, holding total capacity

constant, does not change the rents earned by the remaining peaker units. In fact, so long

as one peaker unit remains, the rents it earns are unchanged by substituting lower-MC
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technologies for the other units.4

Continuing to substitute mid-merit for peaker units will drive down the equilibrium

profits of mid-merit units until one more unit would drive the profits of all mid-merit units

to be negative. Call the largest capacity of mid-merit units that still earns positive profits,

Kbm because this will generally turn out to be the total of the baseload and mid-merit

capacity. Next, begin substituting baseload capacity for mid-merit units. Note that this

does not change the rents to mid-merit units. Continue this substitution until one more

baseload unit would drive baseload profits negative. This is Kb. Then, Km = Kbm −Kb

and Kp = Ktot−Km−Kb. These are the unique long-run competitive equilibrium capacity

levels for a given set of available technologies, share of customers on RTP (α), and flat

rate (p̄).

This equilibrium, however, may not satisfy the retailer breakeven condition, so one

must calculate the profits retailers earn on flat rate customers in this equilibrium. If it

is not zero, then one adjusts p̄ up or down and resimulates capacity. When the resulting

equilibrium yields zero profits for retailers as well as generators, this is the unique long-run

competitive equilibrium in the generator and retailer markets given the set of available

technologies and share of customers on RTP (α). Using this supply function, one can

then calculate the equilibrium distribution of prices, loads (quantities), and the consumer

surplus for each group.

Data Inputs for Simulation

The critical inputs for the simulation are a load profile (frequency distribution of

quantities demanded in an actual system), demand elasticities, and cost characteristics of

the production technologies.

The load profile determines the distribution of quantity demanded and the flat rate

4 This description assumes that equilibrium capacity investment includes at least one unit of each type
of capacity. If peaker capacity is dominated by mid-merit or baseload for even the least utilized
peaker unit, or if mid-merit is dominated by baseload for the least utilized mid-merit unit, then the
same process is followed omitting the dominated technology.
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when all customers are on flat-rate service, as described in the previous section. For the

simulations presented in here, I use two years of hourly load data from the California

Independent System Operator, November 1998 to October 2000. This is scaled — each

period set to 30 minutes in this case — to correspond to one year. The first summer in this

period is lower-than-average demand and the second is higher than average. I’ve carried

out the same analysis using four-year datasets from the ECAR and NPCC regions with

very similar results. As pointed out earlier, the importance of the load profile used is in

its shape, i.e., the share of hours at different relative demand levels. The results of the

simulation are, by construction, invariant to rescaling of demand in all hours by a constant

factor.5 It appears that load profiles don’t differ that much in shape from one control area

to another.

Electricity demand elasticities are a subject of nearly endless contention. The relevant

elasticity would be a short-run elasticity in the sense of the customer’s ability to respond

to potentially large hourly price volatility, but still recognizing that customers would know

well in advance that prices could be quite volatile. The actual elasticity will depend in

great part on technology, as automated response to price changes will surely become easier

over time. I simulate for a fairly wide range of elasticities from -0.025 to -0.500. The

range -0.025 to -0.150 illustrates the likely impact of RTP in the short run and under

current available technologies for demand response. Probably the two most current and

relevant sources for elasticity estimates, Patrick and Wolak (1997) and Braithwait and

O’Sheasy (2002), derive estimates that span this range. In the longer run, however, real-

time demand response will become easier to automate and larger elasticities might be

expected, so I include results using -0.3 and -0.5 as well. All demand levels are calculated

based on the full retail price, which is assumed to be the cost of power plus $40/MWh for

transmission and distribution (T&D).6

5 To be precise, prices are homogeneous of degree zero, and quantities and capacities are homogeneous
of degree one in such a demand-scaling factor.

6 I assume that the T&D charge is not time-varying. T&D could also be subject to real-time pricing
if capacity constraints become binding at some times.
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Table 1: Generation Costs Assumed in Long-Run RTP Simulations

Generation Annual Variable
Type Capital Cost Cost

Baseload $155,000/MW $15/MWh

Mid-merit $75,000/MW $35/MWh

Peaker $50,000/MW $60/MWh

The assumptions about production technology are presented in Table 1. They are

intended to represent typical capital and variable costs of baseload, mid-merit, and peaker

technologies, corresponding roughly to coal, combined-cycle gas turbine, and combustion

turbine generation. The numbers were derived from conversations with industry analysts.

The variable costs depend on fuel prices, and are meant to include variable O&M.7 The

annual fixed costs are more difficult to determine precisely in part because they depend

on the cost of capital and on the rate of economic depreciation of the plant. These figures

appear to be in what most industry analysts would consider to be a reasonable range.

Two further comments on plant costs are warranted. First, the results are not partic-

ularly sensitive to the exact cost assumptions on the baseload and mid-merit technology.

The different effects of RTP under varying assumptions on elasticity and the share of cus-

tomers on RTP are driven mostly from changes in the amount of peaker capacity that is

built. In future versions, I will include a range of cost assumptions. Second, this paper

presents an easily-replicated algorithm for analyzing the long-run effect of introducing de-

mand elasticity. For whatever cost assumptions the policy analyst believes are appropriate,

this technique can be used to analyze the long-run implications.

III. Simulation Results and Implications

The first line of Table 2 presents the equilibrium flat rate ($79.13/MWh, which in-

7 The price of natural gas is assumed to be $4.25/MMBtu and variable O&M is assumed to be $1/MWh.
The implied price of coal depends on the heat content of the coal.
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cludes $40/MWh for transmission and distribution), as well as the capacity that is utilized

in efficiently providing the demand under the flat rate, and the total energy consumed and

cost of that energy. The remainder of the table presents the equilibrium capacities and in-

formation about equilibrium price distributions under scenarios with varying proportions

of customers on RTP and with those customers exhibiting various demand elasticities.

Within each simulation, demand has the same elasticity in all hours.

It is apparent from Table 2 that with even moderate demand elasticity, RTP will

significantly change the composition of generation. The greatest effect will be a large

decline in the amount of installed peaker capacity. Mid-merit capacity would likely also

decline and baseload capacity would increase, though these changes would be small in

comparison to the potential for drastic reductions in peaker capacity. Figure 1 shows the

load duration curves for simulations with varying elasticities and one-third of customers

on RTP. Note that in the upper left hand corner, the curves flatten out at different load

levels, with lower peak load levels associated with greater demand elasticity. For demands

in these regions, the market clears “on the demand side,” i.e., on the vertical portion of

the supply curve (constant quantity, varying price).

A question that frequently arises with RTP is how high prices could get and whether

“bill shock” during a high-price month would undermine the program. This concern, of

course, is greatly mitigated by forward contracts and other financial instruments, as ex-

plained in Borenstein (forthcoming). Customers that hold fixed-quantity forward contracts

can eliminate most price risk without reducing the strong price incentives on marginal pur-

chases.

Setting aside hedging instruments, however, it is apparent from Table 2 that an RTP

program could yield very high prices for a few hours. With very inelastic demand, the

prices would be extremely high in some hours. But taken in the context of the annual

bill, even the very high prices seem more feasible. With a demand elasticity of -0.1, the

highest price hour would amount to 1.6% of the annual bill or around 16% of a typical
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peak-month bill under fixed rates.8 The 10 most expensive hours, if they all occured in

a single month, would account for a bit more than half of a peak-month bill under fixed

rates. Although these amounts would be noticeable in monthly bills, the suggestion that

a customer would find that half or more of its annual bill occurs in just a few hours is not

consistent with my findings.9

The overall effect of RTP on social welfare is presented in Table 3. It is immediately

clear that the surplus gains from real-time pricing are substantial, even if demand of

customers on RTP is quite inelastic. With an elasticity of only -0.025, the surplus gain

from putting one-third of demand on RTP, shown in column C, is over $100 million per

year. To give these figures some context, in 2001 the state of California appropriated $35

million as a one time cost of installing real-time meters for the largest customers in the

state, representing slightly under one-third of total demand. That isn’t the only cost of

switching these customers to RTP, since billing systems must be changed as well, but there

are also other benefits to the meters, including remote meter reading that can yield big

labor savings. Furthermore, as discussed in section V, the long-run energy market impact

analyzed here is only one part of the value of RTP.

It is also clear that the total surplus gains from RTP are highly non-linear in both the

elasticity of demand and the share of demand that is on RTP. There is diminishing returns

to both greater elasticity and a greater share of demand on RTP. For most elasticities,

putting one-third of demand on RTP achieves more than one-half the benefits of putting

all demand on RTP. For any given α > 0, a demand elasticity of -0.05 generates more than

half the benefits of a demand elasticity of -0.15.

Decomposing the change in total surplus reveals two effects that BH demonstrate

theoretically. First, flat-rate customers are made better off by other customers moving

to RTP. Column F calculates the “per capita” benefit for a hypothetical customer who

8 In the CAISO, system usage in the peak month is about 10% of annual consumption.

9 Note that unlike the surplus comparisons I make below, this comparison is to the total bill including
non-energy (T&D) components of the bill. This seems appropriate given that the concern is bill
shock. Roughly half of the total bill is energy and the remainder is T&D.
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makes up 0.001% of the total demand (Dh(ph)) in any given hour.
10 This customer on flat

rate billing benefits as an increasing share of other customers moves to RTP. This effect is

frequently argued by parties who advocate subsidizing RTP participants.

A second effect, however, may suggest the opposite policy: as demonstrated theo-

retically by BH, customers moving to RTP harm other customers who are already on

RTP. This is shown numerically in column H, which presents the “per capita” benefit of

a customer (again representing 0.001% of total demand) on RTP when the total share of

customers on RTP is the α in column B. We see that the benefits to a customer on RTP

decline as more customers switch to RTP. In fact, the overall externality from a group of

customers moving to RTP can be positive or negative, as shown in column J.11

Elasticity Varying with Demand Level

In the simulations presented thus far, the elasticity of demand has been the same in

all periods, the case in which BH show that the equilibrium flat rate will be equal to the

optimal flat rate. BH also show that if demand elasticity is greater in high-demand periods

than in low-demand periods, the equilibrium flat rate will be below its optimal level. BH

demonstrate that in that case it is theoretically possible that moving more customers on

to RTP could lower long-run equilibrium total surplus.

I simulate this case by allowing elasticity of demand to vary with the level of demand,

where the level is indicated by the quantity demanded if all customers were charged the

flat rate.12 The elasticity of demand varies linearly with demand level, in this case from

50% of the original demand elasticity for the lowest demand level to 182% of the original

demand elasticity for the highest demand level. These boundaries were chosen so that the

10 This would be a customer with a peak demand of about 450kW. In California, there are approximately
8,000 customers of at least this size.

11 BH show that the net externality from a marginal change in α is zero when demand in all periods has
the same elasticity. There is a non-zero net externality in the cases shown here because the change is
not incremental: Some of the externality of any one customer switching to RTP is captured by other
customers in the switching group, so is internalized by the group as a whole.

12 As explained above, this is by assumption the actual CAISO load during each hour.
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demand-weighted average elasticity is equal to the original demand elasticity in order to

allow some comparability to the previous simulations.

Omitting a few of the columns, table 4 presents results comparable to tables 2 and

3, but for a simulation in which demand is more elastic at higher demand levels. In fact,

the introduction of RTP yields greater benefits in this case than the base case in which

elasticity is the same in all periods. The reason is clear from looking at the equilibrium

capacities. Elasticity in the peak periods is what drives the reduction in peaker capacity

when customers move to RTP. This effect is larger when demand elasticity is greater in the

peaks. So, having greater elasticity in peak periods means both greater demand response

when there is more demand and a larger change in the equilibrium level of capacity, both

of which contribute to a greater surplus gain from moving to RTP.

Table 5 presents the opposite case, in which demand is more elastic in low-demand

periods than in high demand periods. The elasticity of demand varies linearly with demand

level, in this case from 130% of the original demand elasticity for the lowest demand level

to 50% of the original demand elasticity for the highest demand level. These boundaries

were again chosen so that the demand-weighted average elasticity is equal to the original

demand elasticity.

BH demonstrate that when elasticity is greater in low demand periods, the equilib-

rium flat rate will be above optimal and increasing the share of customers on RTP must

necessarily increase total surplus. Nonetheless, the surplus gains in this case are smaller

than in the base case, and much smaller than in the case in which demand is more elastic

at peak times. The result follows intuitively after recognizing that inelastic demand dur-

ing peak times means that RTP has less effect of reducing the amount of peaker capacity

necessary to meet demand.

IV. Wealth Transfers From Increasing Share on RTP

To this point, I have assumed that all customers have the same demand profile, i.e.,

that customer i’s demand in any period h is just γiDh(ph). In reality, some customers have
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demands that differ substantially from a fixed proportion of the system demand. Some

customers’ demands climb proportionally more during system peak times than the system

as a whole. Other customers have flatter demands, which vary less than the system as a

whole.

To characterize these differences, I introduce the concept of a “demand β,” which

represents the degree to which a customer’s demand covaries with the system demand.

The concept is analogous to the financial β concept which represents the degree to which

the return on an asset covaries with the return on the stock market as a whole (or the

return on all societal capital). Normalizing for varying customer average demand levels, I

define the demand β implicitly as

Dhi(p̄)− D̄hi(p̄)
D̄hi(p̄)

= β
Dh(p̄)− D̄h(p̄)

D̄h(p̄)
+ ²ih [2]

where D̄h(p̄) is the average system demand over all hours customer i is in the sample and

D̄hi(p̄) is the average demand of customer i over all hours it is in the sample.
13 Using this

definition, a customer with βi = 1 has a demand profile that is equal to a fixed proportion

of the system demand plus an error that is orthogonal to system demand. The demand of

a customer with a βi = 0 is uncorrelated with system demand; it is just a fixed proportion

of the average (over all hours) system demand plus an error uncorrelated with system

demand. A βi > 1 indicates a demand that is “peakier” than the system as a whole and

a β < 1 indicates a demand that is less “peaky” than the system as a whole.

Note that this characterization of demand heterogeneity involves only demand levels,

not demand elasticities. All customers are still assumed to have the same demand elasticity.

Thus, changes in the effect of putting customers on RTP are not due to differences among

customers in demand elasticity. Still, the βs of customers on RTP do affect efficiency as well

13 Note that in this equation and in the estimation below, I am assuming that the data are derived
from a period in which all customers face the same constant price. In future versions, I intend to
correct for the actual rate schedule that the observed customers faced. Under the assumption of
fairly inelastic demand, I expect this will have little effect of the implied βs, because most of the
observed customers faced “time-of-use” rates where the peak to off-peak variation was relatively
small. Ignoring this factor probably means that the estimates discussed below are systematically
downward-biased estimates of the βs. None of the observed customers faced RTP tariffs.
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as wealth transfers, because they determine how much customers on RTP are consuming

at peak times when demand elasticity has the greatest efficiency effect. For instance, if

customers on RTP have β > 1, then they are consuming a disproportionate share of output

at peak times when demand changes have the greatest effect, so there is a greater efficiency

gain of putting them on RTP than if they had β < 1, even if the demand elasticities do

not vary across customers.

This analysis is important not just for determining the short-run effects on efficiency

and on equity, i.e., understanding the size of the cross-subsidy that exists under flat rates

and that would be reduced if customers with flat demand profiles switched to RTP. It is

also important, because in a market with retail choice, customers with β < 1 will have

an additional incentive to switch to RTP. These customers might switch primarily to end

their cross-subsidization of customers with higher βs, not with the goal of responding to

real-time price variation in a way that would improve efficiency.

How much does demand peakiness actually vary?

Before turning to the results of these simulations, it is useful to get an idea of the range

of βs that might exist. I have obtained customer-level data from a major California utility

on nearly 400 large customers that have real-time electricity meters. The data cover June

2001 to August 2003, though not all customers are in the dataset for that entire period

either because they opened or closed during that period, or because they did not have

the real-time meter for that entire period. For the 317 customers for which there are at

least 8760 hours (1 year) of data, I have estimated equation [2] by OLS, using the utility’s

system load to form the right-hand side variable.

The unweighted mean of the 317 β estimates is 1.15 and the median is 1.17, suggesting

that the demands of these companies are on average somewhat peakier than the utility’s

system demand as a whole at the time of system peaks. The estimated βs vary widely,

indicating that there is great variation in the degree to which large customer demands

covary with system demand. The 25th and 75th percentiles of the β estimates among the

317 customers are 0.54 and 1.83, respectively. About 8% of these customers have negative
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βs and nearly 20% have β > 2. The minimum is -2.93 and the maximum is 3.42. There

is room for a lot more exploration of these results, but the clear inference is that there

is quite a bit of variation in the degree to which consumption of different customers is

correlated with total system consumption.

Transfers from RTP

The wealth transfers from RTP depend on the βs of the customers who are on RTP.

To simulate these effects, the aggregate demand of customers on RTP was set to have a

given β (shown in the table) and that aggregate demand was subtracted from the system

demand, leaving the remaining demand with an “offsetting” β. Values of β for customers

on RTP are constrained not to be too far below one, particularly if α is large, because the

quantity consumed by customers on RTP is constrained to be between zero and the entire

system demand. Thus, I drop simulations of the case in which nearly all customers are on

RTP, since the β of the aggregate demand on RTP in those cases must necessarily be very

close to one.

Table 6 presents the results of simulations in which the β of aggregate demand of

customers on RTP is less than one.14 Comparing the results in this table with those in

Table 3, two things are immediately apparent.

First, the total efficiency gain is somewhat smaller when the customers on RTP have

β < 1 than when they have β = 1. This is because the main source of efficiency gain is

from aggregate demand at peak times exhibiting elasticity. Note that the peaker and total

capacity decline less than in the base case (β = 1). With β < 1, less of the demand at peak

times is attributable to customers on RTP (even prior to the RTP incentive), so there is

less gain.

Second, the overall gains in total surplus could be much smaller than the transfers. For

a customer with a very low β, the private gains from going on RTP could be attributable

14 I have simulated for β > 1 as well, but customers with high βs are unlikely to be the majority of
customers that switch to RTP.
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more to ending the implicit subsidy under flat-rate pricing than to actual efficiency gains.

This effect is pointed out in Borenstein & Holland (2003b) along with the observation

that if there are costs to switching to RTP (e.g., installing meters), then there could be

excessive switching from a total surplus perspective.

Note that this simulation captures heterogeneous time-varying levels of demand, or

demand profiles, across customers, but does not capture heterogeneous demand elasticity

across customers. It might be that those switching to RTP would be more able to respond

to price variation than the population as a whole, which would enhance the efficiency effect

of implementing RTP.

V. Limitations of the Model

Though these illustrations are useful in giving an idea of the potential gains from

RTP, they don’t take into account all aspects of electricity markets. Incorporating many

of these characteristics will be challenging, but it is clear even without that additional

analysis that these simulations are likely to understate the benefits of RTP.

The most important area of omission is the stochastic elements of supply and demand.

The model does not incorporate the unpredictability of demand or the probabilistic out-

ages of generation supply. Currently, responses to these stochastic elements of the sup-

ply/demand balance are addressed almost entirely with supply adjustment. Responding

entirely on the supply side is clearly not the most efficient way to address such outcomes.

Including RTP in system balancing will further enhance system efficiency. It seems

almost certain that RTP would decrease system peak loads, so using standard proportional

reserve rules, it would reduce the amount of reserve capacity needed and the payments

for that capacity. More importantly, RTP would increase the responsiveness of demand

to system stress and thus would reduce the level of reserves needed for any given level of

demand. In economic terms, RTP would not just shift demand to the left at peak times,

it would make demand more price elastic, so more balancing could be accomplished with

less supply-side adjustment. Likewise, incorporating generator outages raises the benefits
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of demand responsiveness.

Assuming competitive supply, an upper bound on the “reserves cost” savings from

RTP is the total cost of reserve payments. In most systems, operating reserves average

5-10% of energy costs. Planning reserves costs may be covered by energy and operating

reserve payments, or they may require additional payments, which would also be subject

to reduction through use of RTP. RTP is likely to reduce these costs by a significant

amount, but much of these costs will remain for a long time. Nonetheless, the benefits

from RTP are likely to be underestimated from the simulations presented, because they

do not incorporate the benefits from reduced need for reserves.

Closely related to reserves costs are the effect of non-convexities in operation of plants

and lumpiness in the size of plants. As discussed in detail by Mansur (2003), generation

units do not costlessly or instantly switch from off to full production. There are start-up

costs and “ramping” constraints (on the speed with which output can be adjusted). These

constraints make it more costly to adjust supply to meet demand fluctuations. As with

reserves, RTP would allow some of this adjustment to occur on the demand side in a

way that would enhance efficiency. Similarly, I have assumed the plants can be scaled to

any size at the same long-run average cost. If this were not the case, then there would

be greater mismatches between demand and the capital stock. In conventional electricity

systems, these mismatches have been handled by over-building and then either selling

excess production on the wholesale market or leaving excess capacity idle. Having the

additional option of demand-side adjustment could only lower long-run costs.

The simulations also have ignored market power issues, instead assuming that free

entry would bring a completely competitive market over the longer run. As has been

discussed elsewhere,15 demand elasticity introduced by implementing RTP reduces the

incentive of sellers to exercise market power. However, it is unclear how much incremental

inefficiency the exercise of market power itself introduces in a flat-rate system, since it

simply changes the flat retail rate that is charged in all time periods. In fact, the BH

15 See Borenstein and Bushnell (1999) and Bushnell (forthcoming).
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analysis suggests that with all customers on flat rates, if the equilibrium flat rate is less

than the second-best optimal flat rate, seller market power could increase efficiency. In a

full RTP system, market power could not reduce deadweight loss. Thus, it is difficult to

analyze the bias from excluding seller market power.

The demand system I’ve analyzed departs from reality by assuming all cross-elasticities

are zero. Simulation with a complete matrix of own- and cross-elasticities would increase

the complexity substantially. Still, if demands are generally substitutes across hour, it

seems very likely that incorporation of cross-elasticities would increase the gains from

RTP. Essentially, RTP increases efficiency by reducing the volatility of quantity consumed

and increasing the utilization rate of installed capacity. Holding constant own-price elas-

ticities, increasing cross-price elasticities from zero to positive (substitutes) will tend to

further reduce quantity volatility by increasing off-peak quantity when peak prices rise and

reducing peak quantity when off-peak prices fall.

Another simplification on the demand side is my assumption that the distribution

of demand I’ve used comes from all customers being on flat rates. In fact, most large

customers pay “time of use” rates, which have 2 or 3 tariff periods per week — peak during

weekday work hours, shoulder during mornings and late afternoons/evenings, and off-peak

at night and on weekends. The existence of these rates captures some of the benefits of

RTP, but probably a very small proportion. Borenstein (forthcoming) estimates that TOU

rates capture less than 15% of the real-time wholesale electricity price variation. Thus,

while recognizing the existence of TOU rates prior to RTP will reduce estimates of the

marginal gain from RTP, the change is not likely to be large.

Finally, the simulations take a constant $40/MWh charge for transmission and dis-

tribution. This is based on the historical recovery of the costs of these services, which

are provided by a regulated monopoly. To the extent that minimum efficient capacity

scale for T&D implies that they are never capacity constrained, introducing time-varying

prices of these services would not improve efficiency. That may be the case with most

local distribution, but transmission lines frequently face capacity constraints. By ignoring
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these constraints and holding the T&D cost per MWh constant, the simulations under-

state the potential gains for RTP that could also reflect time-varying (opportunity) cost

of transmission.

V. Conclusions

Real-time electricity pricing has tremendous appeal to economists on a theoretical

level, because it has the potential to improve welfare by giving customers efficient con-

sumption incentives. The theoretical analysis, however, does not indicate how large the

gains from RTP are likely to be. With a simple simulation exercise, I have tried to gener-

ate some numbers to go with the theory. This is obviously just a first cut, but the results

suggest a number of likely findings:

— The efficiency gains of RTP for the largest customers are likely to far outweigh the costs.

— The incremental benefits of putting more customers on RTP are likely to decline as the

share of demand on RTP grows. At the same time, the costs of increasing the share of

demand on RTP may increase as the size of each customer declines. Thus, while there

seems to be clear net social value from putting larger customers on RTP, the additional

gains from putting smaller customers on RTP may not justify the cost. Further analysis

of both the costs and benefits is needed.

— Large customers vary widely in the time patterns of their consumption. As a result,

a move to end the current cross-subsidies by implementing RTP will cause large wealth

transfers among these customers. The magnitudes of these transfers could be larger than

the net efficiency gains.

Nonetheless, the findings of this study must be viewed as preliminary. As stated in

the previous section, a number of factors have not been addressed in the analysis thus

far. The tools for that analysis, however, are not particularly complex. A larger barrier

may be the data necessary to permit accurate estimates of demand elasticities and supply

flexibility.
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