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Code clone detection tools find exact or similar pieces of code, known as code clones. Code clones are categorized into four types of increasing difficulty of detection, ranging from purely textual (Type I) to purely semantic (Type IV). Most clone detectors reported in the literature, work well up to Type III, which accounts for syntactic differences. In between Type III and Type IV, however, there lies a spectrum of clones that, although still exhibiting some syntactic similarities, are extremely hard to detect – the Twilight Zone. Besides correctness, scalability has become a must-have requirement for modern clone detection tools. The increase in amount of source code in web-hosted open source repository services has presented opportunities to improve the state of the art in various modern use cases of clone detection such as detecting similar mobile applications, license violation detection, mining library candidates, code repair, and code search among others. Though these opportunities are exciting, scaling such vast corpora poses critical challenge.

Over the years, many clone detection techniques and tools have been developed. One class of these techniques is based on software metrics. Metrics based clone detection has potential to identify clones in the Twilight Zone. For various reasons, however, metrics-based techniques are hard to scale to large datasets. My work highlights issues which prohibit metric based clone detection techniques to scale large datasets while maintaining high levels of correctness.
The identification of these issues allowed me to rethink how metrics could be used for clone detection.

This dissertation starts by presenting an empirical study using software metrics to understand if metrics can be used to identify differences in cloned and non-cloned code. The study is followed by another large scale study to explore the extent of cloning in GitHub. Here, the dissertation highlights scalability challenges in clone detection and how they were addressed. The above two studies provided a strong base to use software metrics for clone detection in a scalable manner. To this end, the dissertation presents Oreo, a novel approach capable of detecting harder-to-detect clones in the Twilight Zone. Oreo is built using a combination of machine learning, information retrieval, and software metrics. This dissertation evaluates the recall of Oreo on BigCloneBench, a benchmark of real world code clones. In experiments to compare the detection performance of Oreo with other five state of the art clone detectors, we found that Oreo has both high recall and precision. More importantly, it pushes the boundary in detection of clones with moderate to weak syntactic similarity, in a scalable manner. Further, to address the issues identified in precision evaluations, the dissertation presents InspectorClone, a semi automated approach to facilitate precision studies of clone detection tools. InspectorClone makes use of some of the concepts introduced in the design of Oreo to automatically resolve different types of clone pairs. Experiments demonstrate that InspectorClone has a very high precision and it significantly reduces the number of clone pairs that need human validation during precision experiments. Moreover, InspectorClone aggregates the individual effort of multiple teams into a single evolving dataset of labeled clone pairs, creating an important asset for software clone research. Finally, the dissertation concludes with a discussion on the lessons learned during the design and development of Oreo and lists down a few areas for the future work in code clone detection.
Chapter 1

Introduction

Source code clone detection is the task of finding similar software pieces, according to a certain concept of similarity. These pieces can be statements, blocks of code, functions, classes, or even complete source files, and their similarity can be syntactic, semantic or both. Over the past 20 years, clone detection has been the focus of increasing attention, with many clone detectors having been proposed and implemented (see [142] for a recent survey on this topic). These clone detection techniques and tools differ from each other depending on the goals and granularity of the detection. Modern use cases of clone detection [98] require clone detectors to not only be accurate but also scalable. Recently, researchers have proposed and demonstrated techniques that are accurate and can scale to large datasets [137, 152]. These techniques however fall short of detecting complex clones where the syntactic similarity between the code snippets is low. The accurate detection of such complex clones in a scalable manner is still an active area of research.
1.1 Terminology

In this section, I elaborate the following well-accepted terms and definitions that are pivotal in my dissertation [18, 19, 68, 126, 148].

1.1.1 Code Clone Terms

**Code Fragment or Block:** A continuous segment of source code specified by the triple \((l, s, e)\), including the source file, \(l\), the start line of the fragment, \(s\), and the end line, \(e\).

**Clone Pair:** A pair of code fragments that are similar, specified by the triple \((f_1, f_2, \phi)\), including the similar code fragments \(f_1\) and \(f_2\), and their clone type \(\phi\).

**Near-miss Clone:** Code fragments that have minor to significant editing differences between them.

1.1.2 Code Clone Types

In the literature, four commonly accepted clone types can be found:

- **Type I (textual similarity):** Identical code fragments, except for differences in white-space, layout and comments.

- **Type II (lexical, or token-based, similarity):** Identical code fragments, except for differences in identifier names and literal values, in addition to Type-1 clone differences.

- **Type III (syntactic similarity):** Syntactically similar code fragments that differ at the statement level. The fragments have statements added, modified and/or removed with respect to each other, in addition to Type-1 and Type-2 clone differences.
• Type IV (semantic similarity): Syntactically dissimilar code fragments that implement the same functionality.

Clone detectors use a variety of signals from the code (text, tokens, syntactic features, program dependency graphs, etc.) and tend to aim for detecting specific types of clones, usually up to Type III. Very few of them attempt at detecting pure Type-4 clones, since it requires analysis of the actual behavior – a hard problem, in general.

1.1.3 The Twilight Zone

Starting at Type III and onwards lies a spectrum of clones that, although still within the reach of automatic clone detection, are increasingly hard to detect. Reflecting the vastness of this spectrum, the popular clone benchmark BigCloneBench [150] includes subcategories between Type III and Type IV, namely Very Strongly Type III, Strongly Type III, Moderately Type III, and Weakly Type III, which merges with Type IV.

In order to illustrate the spectrum of clone detection, and its challenges, Listing 1.1 shows one example method followed by several clones of it, from Type-2 to Type-4. The original method takes two numbers and returns a comma-separated sequence of integers in between the two numbers, as a string. The Type-2 clone (starting in line #13) is syntactically identical, and differs only in the identifiers used (e.g. `begin` instead of `start`). It is very easy for clone detecters to identify this type of clones. The very strong Type-3 clone (starting in line #25) has some lexical as well as syntactic differences, namely the use of a for-loop instead of a while-loop. Altough harder than Type-2, this subcategory of Type-3 is still relatively easy to detect. The moderate Type-3 clone (starting in line #35) differs even more from the original method: the name of the method is different (`seq` vs. `sequence`), the comma is placed in its own local variable, and the type String is used instead of StringBuilder. This subcategory of Type-3 clones is much harder to detect than the previous ones. The weak Type-3 clone
Listing 1.1: Sequence Between Two Numbers

```java
// Original method
String sequence(int start, int stop) {
    StringBuilder builder = new StringBuilder();
    int i = start;
    while (i <= stop) {
        if (i > start) builder.append('');
        builder.append(i);
        i++;
    }
    return builder.toString();
}

// Type−2 clone
String sequence(int begin, int end) {
    StringBuilder builder = new StringBuilder();
    int n = begin;
    while (n <= end) {
        if (n > begin) builder.append('');
        builder.append(n);
        n++;
    }
    return builder.toString();
}

// Very strongly Type−3 clone
String sequence(short start, short stop) {
    StringBuilder builder = new StringBuilder();
    for (short i = start; i <= stop; i++) {
        if (i > start) builder.append('');
        builder.append(i);
    }
    return builder.toString();
}

// Moderately Type−3 clone
String seq(int start, int stop) {
    String sep = " ";
    String result = Integer.toString(start);
    for (int i = start + 1; ; i++) {
        if (i > stop) break;
        result = String.join(sep, result, Integer.toString(i));
    }
    return result;
}

// Weakly Type−3 clone
String seq(int begin, int end, String sep) {
    String result = Integer.toString(begin);
    for (int n = begin + 1; ; n++) {
        if (end < n) break;
        result = String.join(sep, result, Integer.toString(n));
    }
    return result;
}

// Type−4 clone
String range(short n, short m) {
    if (n == m)
        return Short.toString(n);
    return Short.toString(n) + "," + range(n + 1, m);
}
```
(starting in line #46) differs from the original method by a combination of lexical, syntactic and semantic changes: String vs. StringBuilder, a conditional whose logic has changed (< vs >), and it takes one additional input parameter that allows for different separators. The similarities here are weak and very hard to detect. Finally, the Type-4 clone (starting in line #56) implements similar (but not the exact same) functionality in a completely different manner (through recursion), and it has almost no lexical or syntactic similarities to the original method. Detecting Type-4 clones, in general, requires a deep understanding of the intent of a piece of code, especially because the goal of clone detection is similarity, and not exact equivalence (including for semantics). Clones that are moderately Type-3 and onward fall in the *Twilight Zone* of clone detection.

### 1.2 Motivation

The advent of web-hosted open source repository services such as GitHub, BitBucket and SourceForge have transformed how source code is shared. Over the last two decades, millions of projects have been shared, building up a massive trove of free software. The availability of such a large corpus of source code has attracted clone researchers to mine it in the hopes of finding patterns of interest. Such large corpora present the opportunity to improve the state of the art in various modern use cases of clone detection. Some of these use cases include studying the extent of cloning within and across code hosting repository platforms [99, 162], studying patterns of clone evaluation [17, 79], conducting empirical studies to understand the characteristics of clones [133], detecting similar mobile applications [28], license violation detection [44, 85], mining library candidates [60], reverse engineering product lines [44, 56], code search [74], and finding the provenance of a component [32]. Though these opportunities are exciting, scaling such vast corpora poses critical challenge making scalability a must-have requirement of modern clone detection tools. This need for scalability in clone detection
tools can also be found in literature [78, 84, 99, 137]. Quoting Koschke, “Detecting license violations of source code requires to compare a suspected system against a very large corpus of source code, for instance, the Debian source distribution. Thus, code clone detection techniques must scale in terms of resources needed.”

As mentioned earlier, clones that are moderately Type III and onward fall in the Twilight Zone of clone detection. Existing studies show that in the software systems, the Type III clones outnumber the clones of other types [129, 146]. This makes the detection of Type III clones even more important. Further, in our experience we have found that there exist more clone pairs in the Twilight Zone than in the simpler Type III subcategories, making it desirable to push the boundaries of clone detection to cover the Twilight Zone.

1.3 Problem Statement

Many tools and techniques have been published to detect source code clones. For example, in 2013, in a systematic literature review, Rattan et al. found at least 70 clone detection tools and techniques [123]. Since then, more tools and techniques, which have improved the state of the art have been built [132, 137, 152]. While some of these modern tools detect clones up to Type III in a scalable manner, they fall short of detecting clones in the Twilight Zone.

Clone detection in general requires comparison among every code fragment to detect all possible clones in a given dataset. This makes clone detection bear a prohibitive $O(n^2)$ time complexity. With the increase in size of datasets, the number of pairs that need to be compared increases quadratically: a candidate explosion problem, posing serious scalability challenges.

A general strategy for scaling clone detection is to eliminate unlikely clone pairs upfront
i.e., before making them undergo heavy computational operations. As mentioned earlier, it becomes harder to detect a clone pair as we move from Type I to Type IV because the computations get more expensive. Other than the increase in computation load, the number of pairs that need to be compared also increases drastically.

There exist token based scalable techniques that use aggressive heuristics to filter out pairs which are usually beyond $ST3$ category [137, 152]. This enables them to scale large datasets at the cost of poor detection performance in the Twilight Zone.

These scalable token based techniques use bag-of-words model to detect near-miss Type III clones. The code fragments in Type III clones are created by adding, removing, or modifying statements in a duplicated code fragment. The bag-of-tokens model is resilient to such changes because it is agnostic to the relative positions of tokens in code fragments. This model has been shown to detect near-miss clones as long as the code fragments share enough tokens to exceed a given threshold. The similarity in tokens of the clone pairs in the Twilight Zone drops significantly making such token based techniques ineffective in detecting clones in the Twilight Zone.

Metrics based approaches for clone detection are known to work very well if the goal is to find only Type I and Type II clones [81, 105, 120]. This is understandable: given the strict definitions of Type I and Type II, the metrics values of such clone pairs should be mostly the same. For Type III, metrics might look like a good choice too because metrics are resilient to changes in identifiers and literals. However, the use of metrics for clones in the Twilight Zone is not straightforward, because these clones may be syntactically different. As such, the use of metrics requires fine tuning over a large number of configurations between the thresholds of each individual metric leading to an explosion of configuration options. Finding the right balance manually can be hard, for example, is the number of conditionals more meaningful than the number of arguments? Apart from the configuration explosion problem, metric based techniques have poor precision in Type III category and also suffer from the candidate
explosion problem.

Accurate and scalable detection of code clones in the Twilight Zone remains a difficult problem to address.

1.4 Thesis

The above problems motivate the need for clone detection techniques which satisfy the following requirements: (1) Accurate detection of clones in the Twilight Zone; (2) Scalability to large datasets of source code without the necessity of special hardware. To address the above requirements, I propose Oreo, a novel approach to source code clone detection, that not only detects Type I to Type III clones accurately, but is also capable of detecting clones in the Twilight Zone. Oreo is built using a combination of machine learning, information retrieval and software metrics. Oreo uses a novel filtering heuristic to address the problem of candidate explosion. This heuristic selects pairs where the semantic similarity between the code fragments is high. Moreover, to identify the structural similarity between the code fragments of these pairs, Oreo uses a deep neural network model trained using software metrics. Oreo currently supports method level clone detection in Java.

I can now state my thesis as follows: Oreo improves the state of the art in code clone detection by being the most scalable and the most effective technique known so far to detect clones in the Twilight Zone.

I compare Oreo’s detection performance against the latest versions of five publicly available clone detection tools, namely, SourcererCC [137], NiCad [127], CloneWorks [152], Deckard [64], and CCAAligner [156]. These tools are considered state of the art in the literature as well as in recent clone detection benchmarking experiments. They are also examples of modern clone detection tools that support Type III clone detection.
To measure recall and precision, I use a popular benchmark of real clones, Big-CloneBench [148]. To measure scalability, I use IJaDataset-2.0, a dataset of large inter-project software repositories consisting of 25,000 projects containing 3 million files and 250 MLOC.

1.5 Contributions

This dissertation makes the following contributions:

(i) Empirical study to understand if cloned methods are different from non-cloned methods. The study explores the relationship between code clones and 27 software quality metrics on a dataset of 3,562 Java projects. (Chapter 3: Study1)

(ii) Large scale quantitative and qualitative study to explore the extent of cloning in GitHub, a popular source code repository hosting service. We conducted the study for four popular languages, Java, C/C++, Python, and Javascript. In total, the study analyzes 427,807,061 files across 4,494,438 projects. The study posed challenges related to scalability and execution time of SourcererCC, a state of the art clone detector which we used to compute clone detection. This work describes these scalability challenges and how I addressed them. (Chapter 3: Study 2)

(iii) Oreo, a scalable and effective clone detector capable of detecting clones in the Twilight Zone. To design Oreo, I use a subset of software metrics used in the empirical study as referred above in contribution (i). This study addresses scalability and accuracy challenges, the two major issues which software metric based clone detection approaches usually suffer from. To scale to large datasets, Oreo uses the concepts which I developed while addressing scalability issues in SourcererCC. (Chapter 4)

(iv) Experiments to evaluate scalability and effectiveness (recall and precision) against ex-
isting state of the art tools. The results of these experiments can be used as benchmarks to compare and evaluate future clone detection tools and techniques. (Chapter 5)

(v) InspectorClone, a web application which facilitates in conducting precision experiments of clone detection tools. InspectorClone significantly reduces the manual effort involved in such precision studies. InspectorClone contributes to the clone research community by making an ongoing dataset of manually tagged clone pairs available publicly for research purposes. (Chapter 6)
Chapter 2

Background and Related Work

2.1 Existence of Code Cloning

There has been substantial amount of research conducted to understand the reasons behind the existence of clones in software. The literature attributes the following reasons that lead to the existence of similar code fragments in software.

- **Reuse.** Developers often fork the repository of existing solutions and further modify it to meet the requirements of new but similar functionalities [73]. This phenomena is not limited to forking the repositories but is well observed at other granularities e.g., copy-paste-modify of methods, classes, files, and packages, to name a few.

- **Maintenance Benefits.** Cloning offers many maintenance benefits such as separation of concern [125] and reusing an existing well-tested code [30]. It has been found that often clones diverge significantly from the original code fragment in terms of functionality [73]. In such situations, cloning offers separation of concern, a desirable design principle, where the original code and the duplicated code are to evolve at different paces. Moreover,
the cloned code brings in the benefit of having already been tested as the original code fragment, thereby, reducing the risk of introducing a new code that can break the system.

- **Language Limitations.**

  Certain programming languages lack sufficient abstraction mechanisms, e.g., *inheritance*, *generic types*, and *parameter passing*. This makes it difficult for developers to write a reusable code, which results into code duplication.

- **API Usage Protocols** Often developers need to adhere to a specific order in which the function calls are to be made while using certain libraries or APIs, resulting into accidental cloning.

- **Code Generation** Frameworks and development environments often generate *starter code*, enabling developers to expedite the implementation of functionalities. This causes the amount of boilerplate code becoming significantly large which results into unintentional clones [14].

- **Fast Paced Development** Certain software development practices require fast and frequent deliveries. Writing a reusable code under such circumstances is not only time-consuming but is also error prone. Developers often copy-paste-modify existing codes to meet time-pressed deadlines.

### 2.2 Applications of Clone Detection

Knowing where clones exist in, or across, systems leads to many useful applications:

- **Software Maintenance** The clones detected can be re-factored into reusable components, which often is considered as an improvement in the software design. Refactoring leads to lower maintenance costs as there are fewer instances in the code that need to be
maintained. In a recent survey Chatterji et al. finds that clone management is useful for maintenance tasks and affects long term system quality [27].

- **Library Candidate Identification** Clone detection helps in identifying library candidates which in turn improves re-usability and lowers maintenance cost. For example, a code fragment which is cloned multiple times, proves its usability and therefore is a good candidate to be included in a library as an API. Kawrykow and Robillard use code similarity to find instances of code that is already available in the form of APIs, also known as API imitation [75]. In their study on ten Java projects, they found 400 cases of API imitations. They argue that developers could improve the quality of their software by removing such instances of API imitation.

- **Plagiarism Detection and Copyright Infringement** Some of the most popular and practical uses of clone detection are to identify plagiarized code and unauthorized usage of software (license violation) [2]. Software plagiarism happens when someone copies a code and uses it in a way that it hides the ownership of the copied code. In a famous case between Oracle and Google, Oracle accused Google of copying and using parts of code from twelve source files and 37 Java specification in their Java APIs in the Android operating system.

- **Reverse Engineering product line architecture** Identification of common components across multiple source code repositories can help in extracting the common features in a product and its derivatives [44, 56]. This reverse engineering process helps in creating more streamlined product pipeline.

- **Dataset Curation** Large datasets of source code often contain a large amount of clones at different granularities such as method, class, file, and project to name a few. Empirical studies conducted over such datasets could get adversely affected by the amount of duplicate information present in the datasets. A modern usecase of clone detection is to curate large datasets that are void of clones [99].
- **Facilitating Research in Software Engineering** Clone detection has been successfully used in different areas of research pertaining to software engineering. For example, software evolution analysis, aspect mining research, program comprehension, software provenance analysis and code search to name a few [17, 79, 99, 162].

## 2.3 Clone Detection Techniques and Tools

Clone detectors differ substantially in the underlying techniques and scope of application. In terms of technical approach used, one can find techniques that are token-based [94, 137, 153], metrics-based [81, 105], learning-based [131, 159], tree-based [15, 64], graph-based [43], and text-based [127]. A detailed description of these techniques can be found elsewhere [126]. The techniques that are most related to my work are described as follows.

- **Token-based Techniques** Token-based techniques use sophisticated transformations on sourcecode such as using lexical analyzers to generate a stream of tokens. These techniques compare tokens of code fragments in order to determine whether the two fragments are clones or not. Token-based techniques when used in a bag-of-words model, are demonstrated to be resilient in detecting near-miss Type III clones. Sajnani et al. demonstrated that token-based techniques can be scaled to large datasets containing millions of lines of code [137]. CCFinderX [72], SourcererCC [137], and CloneWorks [152] are examples of popular token-based clone detectors. SourcererCC [137] and CloneWorks [153] have shown good accuracy in detecting Type I to near-miss Type III clones. SourcererCC and CloneWorks create a global token frequency map of all the tokens in the target dataset. They then use this global token frequency map to create an inverted partial-index of code blocks. Clone detection is carried out by querying the partial-index. CloneWorks differs from SourcererCC by using a modified
Jaccard similarity metric in detecting clones, whereas the latter uses Overlap similarity metric.

**Metrics-based Techniques** Metrics-based techniques compute and compare different software metrics of two code fragments in order to determine if the fragments are clones or not. Such techniques instead of comparing codes directly, compare these metrics. Two code fragments are considered clones when their corresponding metrics value are similar. Metrics-based techniques when applied to Type III clone detection suffer from high false positive rates and scalability issues.

Keivanloo et al. [76] introduced a hybrid metrics-based approach to detect semantic clones from Java Bytecode. This approach utilizes four metrics: two numerical metrics which are Java type Jaccard similarity, and Method similarity; and two ordinal metrics which are Java type pattern and Java method pattern. Mayrand et al. [105] used Datrix tool to calculate 21 metrics for functions. They compare these metric values, and then, functions with similar metric values are identified as clones. The similarity threshold was manually decided. A similar technique is used by Patenaude et al. to find method level clones in Java projects [120]. These metrics are compared across four points of comparisons namely: Name, Layout, Expressions, and Control flow. Two functions are reported as similar for a point of comparison only if the absolute difference is less than or equal to the delta threshold defined for each metric in that point of comparison. The deltas were defined on the basis of metric definition and their knowledge of the distribution of that metric on large scale systems.

Kontogiannis et al. [81] used five modified versions of well known metrics that capture data and control flow properties of program to detect clones in the granularity of begin–end blocks. They experimented with two techniques. The first one is based on the pairwise Euclidean distance comparison of begin-end blocks. The second technique uses clustering. Each metric is seen as an axis and clustering is performed per metric axis. Intersection of
clusters results into the clone fragments.

- **Learning-based Techniques** In learning-based techniques, features are extracted from the code fragments. These features are then used to train a machine learning model to detect clones. These learning techniques can be either supervised or unsupervised. Like metrics-based techniques, these techniques suffer from scalability challenges. Usually, the features extracted represent the structural information of the code and lack in semantic information, which in turn leads to a high false positive rate.

Davey et al. [31] attempt to detect clones by training neural networks on certain features of code blocks. They create feature vectors based on indentations of each line in the code-block, length of each line in the code-block, and frequency of keywords used in the code block.

White et al. [159] present an unsupervised deep learning approach to detect clones at method and file levels. They explored the feasibility of their technique by automatically learning discriminating features of source code. They report the precision of their approach to be 93% on 398 files and 480 method-level pairs across eight Java systems.

Sheneamer and Kalita use AST and PDG based techniques to generate semantic and syntactic features to train their model [141] to detect clones.

In Wei and Li’s approach [158], a Long-Short-Term-Memory network is applied to learn representations of code fragments and also to learn the parameters of a hash function such that the Hamming distance between the hash codes of clone pairs is very small.

CCLearner [92] is another approach that leverages deep learning to classify clone and non-clone method pairs. In this work, authors have used the information about the usage of terms in source code (such as reserved words or identifiers) to build the feature vector for each method.
2.4 Evaluation of Clone Detection Techniques

Clone detection tools and techniques can be compared using several parameters. These parameters can also be seen as the desirable properties of clone detection approaches. In the following we list some of the well-known parameters used in the literature.

- **Recall.** Recall is the fraction of true positives that have been retrieved over the total amount of true positives in the dataset. An ideal clone detector should be capable of detecting all of the clone pairs in a given dataset.

- **Precision.** Precision is the fraction of true positives retrieved among the total retrieved instances. An ideal clone detector should contain no false positives in its output.

- **Scalability.** A good clone detector should be able to detect clones in a large dataset with reasonable memory usage.

- **Execution Time.** A good clone detector should complete the execution in a reasonable amount of time depending on the size of input.

- **Robustness.** A good clone detector should be able to detect clones of different types with high precision and recall.

- **Portability.** A good clone detector should have minimum dependency on the target platform or language and should be easy enough to adapt to various languages.

The effectiveness of clone detection tools is usually evaluated in terms of precision and recall. There has been good progress in measuring recall systematically of clone detection tools. Svajlenko et al. created BigCloneBench, a dataset of real world Java clones [146]. They also created BigCloneEval, a tool that estimates recall of clone detectors based on BigCloneBench dataset by measuring how many of the labeled clone pairs are included in the output of a clone detector [151].
Measuring precision of a clone detector, however, is not simple. To measure the precision, one can choose to manually validate all the clone pairs reported by a clone detector. This process is extremely time consuming and impractical as the number of clone pairs reported by a tool on a standard dataset like BigCloneBench is in millions. A more practical process is to estimate the precision by humanly validating a random and statistically significant sample of clone pairs. This is what researchers do to estimate the precision of clone detectors [131, 137, 148, 156]. In this process, after running a clone detector on a dataset and getting the clone pairs, a random and statistically significant sample set of these clone pairs is assigned to multiple judges for manual inspection. The judges examine each pair to decide if it is a true clone and/or what type of clone it is. When all sampled pairs have been validated by all judges, researchers aggregate the judges’ decisions, usually by taking the majority vote, and report precision.

2.5 Chapter Summary

This chapter gave an overview of the research in the area of clone detection. The chapter looked into the reasons behind why clones exist in software systems. Cloning could be intentional or unintentional. Reusing existing code in the form of copy-paste-modify to meet time-pressed deadlines and to avoid introducing new bugs through new code are some of the reasons why developers make clones. On the other hand, clones may exist out of the limitations of language and protocols of API usage as well as through automatic code generators.

Clone detection has many applications which span both industry as well as research. Some of the popular applications of clone detection are: library candidate identification, plagiarism detection, copyright infringement detection, dataset curation and facilitating research in software engineering.
Over the years, many tools and techniques have been proposed to detect clones in software. In the literature, several techniques are proposed that are token-based, metrics-based, learning-based, tree-based, graph-based and text-based. These techniques are compared based on parameters such as: recall, precision, scalability, execution time, robustness and portability.
Chapter 3

Empirical Studies

The material in this chapter is based on our work in the following papers, and is included here with permission from both Springer and the ACM.
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  This work received the Distinguished Artifact Award at OOPSLA 2017.

This chapter presents empirical studies that we conducted to analyze software clones as well as the extent of cloning. Study 1 makes an extensive use of software metrics to analyze and compare cloned methods from the non-cloned methods written in Java software. This study
gives a detailed description of the software metrics and categorizes them into three aspects of software quality, namely, complexity, modularity and documentation. The study helps to understand the characteristics of clone method, which are useful to detect code clones.

Study 2 explores the extent of cloning in a popular software repository hosting online service GitHub. The study was conducted for projects written in a set of popular programming languages, namely, Java, Javascript, C/C++, and Python. The study was led by Prof. Cristina Lopes and involves collaborations with Prof. Jan Vitek. The detection of clones in the Javascript projects and their analysis was led by Prof. Jan Vitek and his students. I contributed to this work by addressing some of the scalability challenges of SourcererCC, the clone detector used to detect clones in this study. I improved the execution time of SourcererCC, a desirable requirement to carry out clone detection at large scale. Further, I carried out clone detection in Java projects and contributed to their analysis. The learnings from this study helps in identifying the areas that need special attention to scale clone detection to large datasets.

3.1 Study 1. Do Cloned Methods Differ from Non-cloned Methods?

Traditionally, code cloning has been presented as a design error, or more broadly as a code-smell [42, 119]. It has been argued that code cloning adversely impacts software by forcing the tracking of all pieces of code when a certain fault is known to exist, or a new behavior is required, a task that can easily be error prone. Consequently, considerable effort has been put into clone detection [8, 16, 37, 38, 52, 66, 72, 84, 86], clone removal [80, 83] and clone refactoring [143].

Despite the disadvantages of code cloning, clones also leverage the difficulty that software
development typically implies. They speed-up development and improve developer productivity [73], allow the reuse of tested code, or allow a better separation of concerns [73, 79].

These two different, but defensible, opinions raise the question of whether code cloning should be avoided, eliminated, tolerated or even recommended, and under what situations.

The interest and the lack of knowledge on the topic led to a call to conduct more empirical studies about code clones [126]. Koschke has presented several important open issues [82], one of which being the relation of clones to quality attributes. To assess the impact of clones on defect occurrence of software products, Rahman et al. conducted a study on 4 projects. They did not find any evidence that cloning is harmful [121]. In another study conducted on 36 Java projects, Sajnani et al. found that cloned methods have lower defect density than that of the non-cloned methods [135].

Building on this series of studies, we conduct a statistical study to explore the relationship between code clones and 27 software quality metrics on 3,562 Java projects, totaling 1,029,309 methods. We note that this work is an extension of our work published earlier [133], where we analyzed 644,830 cloned methods and 842,052 non-cloned methods in 4,421 projects. We noticed an inconsistency in our earlier work which we have addressed here. Addressing the inconsistency did not alter the conclusions of the study; it simply reduced the number of methods and projects suitable for analysis. We explain the inconsistency in Section 4.3.1.

Also, in this work, we added a mixed-method analysis to gain further insights on the results obtained from the quantitative analysis. The mixed-method analysis, helped us identify the presence of methods that have no method-body (interfaces, stubs) in our dataset. To address this we removed the no method-body methods from the dataset and redid the quantitative analysis(Section 3.1.6.3). The conclusion of quantitative study, however, remains unchanged from the previous study.
3.1.1 Definitions and Thresholds

We consider a method to be a clone of another, if there exists a syntactically similar method (70% overlap similarity; please see Section 3.1.5.2 for more details) in the same project – we focus on intra-project clones only.

There could be various confounding variables like developer skills, project management styles, release cycles, and nature of projects (functionality, target users), etc., that could affect how developers implement methods. For example, a team might enforce stricter regulations on the comments, size of methods, and design patterns. Another team might have more lenient regulations. If we mix the methods of the projects from these two teams, the overall distinction between the cloned and non-cloned methods might disappear. The distinction will be harder to make when we mix the methods from many different teams. However, if we analyze the methods from the projects separately, we can see how the cloned methods in a project differ from the non-cloned methods, if they differ. We chose to do intra-project analysis to address the above mentioned confounds. Most of the available clone-detectors are shown to reliably detect only Type-1, Type-2, and Type-3 clones; Therefore, in this study we exclude Type-4 clones.

In the statistical analysis, we conduct Wilcoxon Rank-Sum tests or use Linear Regression Models, and we consider significant difference to be a combination of the P-value and the effect size of the tests. Specifically, we are looking for P-values smaller than 0.05 (denoted $p < 0.05$) and the effect-size given by Cohen’s $d$ or Hedge’s $g$ greater than 0.1 (denoted $r > 0.1$).

FQMN: FQMN refers to Fully Qualified Method Name. Consider a method `getName` in a class `Student`, which is in a package named `com.foo.bar`. The FQMN of the method `getName` would be `com.foo.bar.Student.getName`. 
3.1.2 Research Questions

We seek answers to the following research questions:

**Research Question 1:** *In a project, are cloned methods more or less complex than non-cloned methods?*

Unnecessary complexity has obvious disadvantages on a software solution and negatively affects most of its internal characteristics. If cloned code has higher code complexity than non-cloned code, the advantages that code cloning might introduce should be carefully balanced with the negative impact it has on maintainability, cost-efficiency, security and so on. We use 18 software quality metrics that address code complexity.

**Research Question 2:** *In a project, are cloned methods more or less modular than non-cloned methods?*

We define modularity as the ability of a certain piece of code to independently represent a specific functionality or semantic property. A method is said to be more modular if it has low dependency on variables, properties or methods which are defined out of its scope.

If cloned code is found to be less modular than non-cloned code, this suggests code cloning should be avoided. Modular artifacts are easier to maintain as their understanding does not depend on their contextual location in the source code.

We compute modularity using seven *Modularity* metrics.

**Research Question 3:** *In a project, are cloned methods more or less documented than non-cloned methods?*

The importance of well-documented source code is well known, but it is of further relevance in cloning code as programmers are expected to be more unfamiliar with code they simply
copy-and-paste. A finding that relates code clones with minimal code comments, or simply with their nonexistence, will translate into a software artifact that is hard to understand and debug, comparing to a counterpart where the programmer developed the totality of the source code.

### 3.1.3 Findings

Overall we found no evidence that the quality metrics of cloned methods are significantly different than those of the non-cloned methods for the vast majority of the metrics. The metric that showed the most significant difference was size, measured here as the number of statements: on the dataset of 412,705 cloned and 616,604 non-cloned methods, we found that cloned methods are on an average (median) 18% smaller than the non-cloned methods.

A small fraction of the projects shows significant difference in the quality of cloned and non-cloned methods, even after controlled for size. Specifically, for three metrics out of the total of 27 approximately 30% projects contained cloned methods with significantly different values of the quality metric than non-cloned methods. For all the other 24 metrics, only a very small number of projects, or in some cases no projects at all, contained significant differences between clones and non-clones.

We performed a mixed method analysis to understand why the cloned methods differ from the non-cloned methods with respect to the size metric. We found one possible factor that may lead to the size differences– presence of many small auto-generated methods that are deemed clones because of their similar structure. Additionally, we gained some more insights about cloned methods. Specifically, among the clones that do not seem to be automatically generated, we found many instances of multi-purpose methods, i.e. methods that have very similar structure and vocabulary but do the opposite (expand vs. collapse, etc.). We also found that certain functionality tends to be more pervasive in cloned methods than non-
cloned methods. Additionally, we manually evaluated the quality of comments and the comprehensibility of cloned and non-cloned methods but found no statistically significant difference.

**Outline:** The remainder of the paper is organized as follows. Section 3.1.4 discusses related work; Section 3.1.5 explains the study design and introduces the dataset, the clone detection technique and the software quality metrics used in the study; Section 3.1.6 presents and discusses the results; Section 3.1.7 presents the detailed mixed method analysis; the limitations of this study are discussed in Section 3.1.8; finally, we summarize our findings and discuss future work in Section 3.1.9.

### 3.1.4 Related Work

Code cloning and its impact has a long history as a topic of inquiry in the research community. In this section, we draw comparisons with existing research in this direction.

Traditionally, researchers have discussed many negative effects of code cloning [42, 67, 69, 87, 102, 161], however, the widespread presence of clones have motivated researchers to dig deeper and understand the usage scenarios.

Kapser et al. presented eleven patterns by examining clones in two projects [73]. They found out that not all usage patterns have negative consequences; in some cases, they identify patterns of cloning that they believe are beneficial to the quality of the system.

Ossher et al. looked at circumstances of file cloning in open source Java projects and classified the cloning scenarios into good, bad and ugly [117]. These scenarios included good use-cases like extension of Java classes and popular third-party libraries, both large and small. They also found ugly cases where a number of projects occur in multiple online repositories, or have been forked, or were copied and divided into multiple sub projects. From a software
engineering standpoint, some of these situations are more legitimate than others.

Kim et al. studied clone evolution in two open source projects. They found that most of the clone pairs are short lived and about 72% of the clone pairs diverge within eight commits in the code repository [79]. They found that several clones exist by design and cannot be refactored because of the limitation of programming language or it would require a design change. Similarly, de Wit et al. proposed CLONEBOARD, an Eclipse plug-in implementation to track live changes to clones and offering several resolution strategies for inconsistently modified clones [33]. They conducted a user study and found that developers see the added value of the tool but have strict requirements with respect to its usability.

Cordy analyzed clones and intentions behind cloning of a financial institution system and argued that external business factors may facilitate cloning [30]. He mentioned that financial institutions avoid situations that can break the existing code under any circumstances. Abstractions might introduce dependencies and modifying such abstractions induces the risk of breaking existing code.

Cloning minimizes this risk as code is maintained and modified separately localizing the risk of errors to a single module. Similarly, Rajapakse et al. found that reducing duplication in a web application only had negative effects on the modifiability of an application [122]. They noted that after significantly reducing the size of the source code, a single change required testing of a vastly larger portion of the project.

Rahman et al. investigated the effect of cloning on defect proneness on four open source projects [121]. They looked at the buggy changes and explored their relationship with cloning. They did not find evidence that cloned code is riskier than non-cloned code. This finding is also supported by Sajnani et al. [135], where they conducted an empirical study comparing the presence of bug patterns in cloned and non-cloned code on 36 open source Java projects. Surprisingly, they found that the defect density of cloned code is less than 2
times the defect density of the non-cloned code.

Islam and Zibran conducted a similar study where they compared the vulnerabilities, detected using static source code analyzer named *PMD*, of cloned and non-cloned code in 97 software systems. They found no statistically significant difference between the vulnerabilities of cloned and non-cloned code [61].

Brutnik et al. used clone detection techniques in a novel way to find cross-cutting concerns in the code [24]. They manually identify five specific cross-cutting concerns in an industrial C project and analyze to what extent clone detection is capable of finding them. The initial results were positive.

Many researchers have assessed the impact of cloning on software maintenance by studying the stability of cloned and non-cloned code. One key point driving these studies is to know if cloned code is more stable than the non-cloned code during software evolution.

Mondal et al. compared the stability of cloned and non-cloned code in 12 software systems written in three languages, Java, C, and C#. They reported clones of Type-1 and Type-2 make the system more unstable when compared to the non-cloned code. Clones of Type-3, however, are more stable than the non-cloned code [108].

Krinke also compared the stability of cloned code to the stability of non-cloned code. Krinke analyzed 200 weeks of evolution of five software system and found that cloned code, in general, is more stable than the non-cloned code [88]. Krinke reported that when additions are made to a system, the additions are made more often in the non-cloned code. However, when only deletions are considered, cloned code was found to be less stable than non-cloned code.

Gode and Harder replicated and validated Krinke’s study, where they used an incremental clone detection technique. They found similar results and reported cloned code to be more
stable than non-cloned code in general [46]. In another study [48], Gode and Koschke studied clone evaluation in three software systems written in Ada, C, and Java. They reported that most clones are rarely changed and the number of unintentional inconsistent changes to clones is small.

Hotta et al. investigated how much the presence of duplicate code is related to software evolution. To this end, they compared the maintainability of duplicate code and non-duplicate code on 15 open source software systems. Their result showed that the presence of duplicate code does not have a negative impact on software evolution [59].

In another study, Lozano and Wermelinger compared maintenance effort on cloned and non-cloned code [101]. They used statistical and graphical analysis to report that having a clone may increase the maintenance effort of changing a method. They further report that the maintenance effort seems to increase depending on the percentage of the system affected whenever the methods that share the clone are modified.

Thus, evaluating the positive and negative impacts of cloning has been a continuous balancing act. Like some of the recent studies, our study also presents one more piece of evidence that cloning may not be that bad after all. However, our study differs from similar studies in the literature in several aspects.

We explore the relationship between a set of 27 well known software metrics across three categories and code clones, and compare and contrast the nature of this relationship in non-cloned code. These metrics are a proactive way of looking at the patterns which are potential threats for the code base. Other studies have looked at the relationship of bugs with cloning by mining the version control systems to find out the bugs associated with clones. While such reported bugs provide a measure of external quality of the overall project, researchers have identified several issues with respect to completeness and correctness of such data. Moreover, like all complex problems, the issue of code cloning being bad or not will only
be fully understood by looking at it from several angles and with several methodologies. Moreover, several studies have also evaluated the effectiveness of software quality metric systems and found it to be a useful indicator of code quality [11, 70, 93].

We conduct this study on 3,562 open source Java projects and compare cloned methods to non-cloned methods with respect to 27 software metrics. This scale not only helps us to instill more confidence in the findings of the study, but also helps to discover and hence account for confounding factors that might impact the validity of the study. The findings of this study not only help in understanding the nature of code clones, but also help in identifying hot spots which are more likely to be re-used in the future.

3.1.5 Study Design

As shown in Figure 3.1, the overall design of our study is a two step process, with both steps being merged in a model from which we derive our results. In the first step, we compute the software quality metrics for every method in each project. This step gives us a map to associate methods with their software quality metric values. In the second step, we use a clone detection tool to identify all the intra-project clones present in each project, which results in a map that contains the information of whether a method has a clone or not.

Combining the result of the previous two steps, we have, for each method in a project:

1. Whether the method has a clone or not; and
2. Software quality metric values for the method

After these steps we had all the information needed to start a statistical analysis and answer the research questions. In the remainder of this section we describe each aspect of our study design in detail.
3.1.5.1 Dataset

The dataset used in this study consists of 3,562 Java projects hosted by Maven [104]. The comprehensive list of projects with their version information can be found at http://mondego.ics.uci.edu/projects/clone-metrics/. These projects are of varied size and span across various domains including but not limited to search and database projects, server projects, distributed systems, machine learning and natural language processing libraries, and network systems. The large variety of projects was chosen to avoid any bias on our results towards a certain project characteristic, as they represent a wide range of sizes and domains.

Dataset Curation:

We downloaded the entire Maven repository available at UCI Source Code Data Sets [97]. We then selected the top versions of all the projects that have their source files with them. This gave us 18,852 projects. We observed that there were many empty projects in this dataset; so in order to remove very small or empty projects we filtered out all the projects which have less than 100 Java statements. This resulted into a total of 12,872 projects. On every project we executed SourcererCC, a token based clone detector tool, and JHwak, a Java metric tool. We executed these tools at method level granularity. For each project, we joined (inner join) the output of these tools based on the fully qualified method names (FQMN), which is a common filed in the output of the two tools. The join works well for the methods which have unique FQMN; but the overloaded methods in a Java class have the same FQMN, and therefore, the inner join produces multiple entries for the overloaded methods. This produces inconsistent results for overloaded methods which could negatively affect the result of our study; so we removed all the overloaded methods from our dataset. We note that this inconsistency is present in our previous paper [133]. As a final filtration step, we rejected the projects that have less than or equal to 10 clone or 10 non-cloned
methods, resulting into 3,562 projects. We applied this filter for two reasons:

- To do a meaningful empirical study of cloned and non-cloned methods we wanted to have only those projects which exhibit some extent of cloning; and

- The filter made sure that we consider only the projects that have at least 20 methods (at least 10 non-cloned and 10 cloned methods) in them. Smaller projects may not have many methods/features to clone from. Moreover, a large number of such projects could negatively affect the study.

The top most plot on Figure 3.2 describes the size distribution of the projects in our dataset. The X-axis represents the binned number of Java statements (NOS). The Y-axis represents the percentage of projects.

### 3.1.5.2 Code Cloning

We use our own scalable token-based clone detection tool, SourcererCC [137]. Sourcerer-CC is capable of detecting Type1, Type2, and Type-3 method level clones. It was developed with
Figure 3.2: Size distribution of projects. Top, the number of Java Statements (NOS). Middle, the binned number of cloned methods. Bottom, the binned number of non-cloned methods in log scale. The Y-axis shows the percentage of projects. All charts are in log scale.
scalability as a main concern, and uses a heuristic-optimized index of tokens to significantly reduce the number of code-block comparisons needed to detect the clones, as well as the number of required token comparisons needed to judge a potential clone. Testing has proved the tool to scale to a large repository with 250M lines of code in a single workstation (3Ghz i7 CPU, 12Gb RAM), and has the state of the art precision and recall. The authors tested the recall of SourcererCC on two different datasets: i) Mutation Framework [128] and ii) BigCloneBench [147].

SourcererCC shows 100% recall on Mutation Framework, which shows it can handle many, if not all types of edits developers make on cloned code.

The recall results for SourcererCC, measured on BigCloneBench are summarized in Table 3.1. SourcererCC shows 100% recall for Type-1 clones, 98% recall for Type-2 clones, 93% recall for VST3 clones, 61% recall for ST3 clones, 5% recall for MT3 clones, and 0% recall for WT3/T4 clones. The performance of SourcererCC matches the performance of other competing tools. We encourage readers to see the performance of other competing tools elsewhere [137].

The precision of SourcererCC was measured on the clone pairs that it reported on the BigCloneBench dataset. To this end, authors reported precision at two different configurations: i) the minimum size of the methods is set to 6 NLOC, and ii) the minimum size of the methods is set to 10 NLOC. They reported the precision to be 83% at 6 NLOC configuration and 86% at 10NLOC configuration. Please refer the original paper for more details.

We chose the following configuration to run the SourcererCC: threshold value for similarity was set to 70%, meaning methods with similarity ‘70% or more’ were reported as clones by

---

1Specific hardware details and testing conditions are in the original article.
the tool.

SourcererCC uses overlap similarity to compute similarity between two methods. The overlap similarity measure simply computes the intersection between the code fragments by counting the number of tokens shared between them.

In addition to removing the overloaded methods, for the reason explained in Section 3.1.5.1, we also removed the methods with less than 25 tokens to ignore empty methods, stubs, method contracts defined in interfaces, abstract classes and other interferences. At this configuration, SourcererCC has demonstrated to have a precision of 83% \[137\].

In total we found 412,705 cloned and 616,604 non-cloned methods in our dataset of 3,562 projects. Figure 3.2 shows the distribution of cloned methods in the projects (middle plot). The X-axis shows the binned number of cloned methods in log scale. The Y-axis shows the percentage of projects. The bottom plot in the same figure shows the similar information but for non-cloned methods.

The median size, measured in lines of code (NLOC), for cloned and non-cloned methods is 13 and 16 respectively. The median size, measured in number of statements (NOS), for clones and non-cloned methods is 9 and 11 respectively (in Section 3.1.5.3 we provide details about these metrics).

Figure 3.3 shows the size distribution of all methods (top 2); cloned methods (middle 2); and non-cloned methods (bottom 2). The X-axis of the three histograms, show the binned size of methods measured in NLOC in log scale. The Y-Axis shows the number of methods in each bin.

**Precision:** In order to measure the precision of SourcererCC on our dataset, We randomly selected 401 clone pairs for manual inspection. This is a statistically significant sample with a 95% confidence level and a ±5% confidence interval. The sample set was inspected by 3
judges to figure out the true and false positives. All of the judges have 7+ years of open source software development experience; one has 5+ years of industrial software development experience; and two of them have 3+ years of industrial software development experience. In the cases where there were conflicts, we resolved them by voting. We note that one of the judges is also an author of this paper.

Judge 1 found all 401 as true positives; Judge 2 found 394 as true positives and 7 as false positives; and Judge 3 found 395 as true positives and 6 as false positives. After voting, only one clone-pair was declared as a false positive and the rest 400 were deemed true positives, resulting into the high value of 99.7% precision for SourcererCC. The precision falls to 97%, if a clone pair is considered as a false positive when any of the judges vote it as a false positive.

### 3.1.5.3 Software Quality Metrics

All the metrics used were calculated at the method-level using version 6 of the JHawk tool [63]. JHawk has been widely used in academic studies on Java metrics [3, 5, 6, 7, 20,
<table>
<thead>
<tr>
<th>Category</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code Complexity</td>
<td>VREF</td>
<td>Number of variables referenced</td>
</tr>
<tr>
<td></td>
<td>VDEC</td>
<td>Number of variables declared</td>
</tr>
<tr>
<td></td>
<td>TDN</td>
<td>Total depth of nesting</td>
</tr>
<tr>
<td></td>
<td>NOS</td>
<td>Number of statements</td>
</tr>
<tr>
<td></td>
<td>NOPR</td>
<td>Total number of operators</td>
</tr>
<tr>
<td></td>
<td>NLOC</td>
<td>Number of lines of code</td>
</tr>
<tr>
<td></td>
<td>NEXP</td>
<td>Number of expressions</td>
</tr>
<tr>
<td></td>
<td>NAND</td>
<td>Total number of operands</td>
</tr>
<tr>
<td></td>
<td>MDN</td>
<td>Method, Maximum depth of nesting</td>
</tr>
<tr>
<td></td>
<td>LOOP</td>
<td>Number of loops (for, while)</td>
</tr>
<tr>
<td></td>
<td>HVOL</td>
<td>Halstead volume</td>
</tr>
<tr>
<td></td>
<td>HVOC</td>
<td>Halstead vocabulary of method</td>
</tr>
<tr>
<td></td>
<td>HLTH</td>
<td>Halstead length of method</td>
</tr>
<tr>
<td></td>
<td>HEFF</td>
<td>Halstead effort to implement a method</td>
</tr>
<tr>
<td></td>
<td>HDIF</td>
<td>Halstead difficulty to implement a method</td>
</tr>
<tr>
<td></td>
<td>HBUG</td>
<td>Halstead prediction of number of bugs</td>
</tr>
<tr>
<td></td>
<td>COMP</td>
<td>McCabes cyclomatic complexity</td>
</tr>
<tr>
<td></td>
<td>CAST</td>
<td>Number of class casts</td>
</tr>
<tr>
<td>Modularity</td>
<td>XMET</td>
<td>External methods called by the method</td>
</tr>
<tr>
<td></td>
<td>NOA</td>
<td>Number of arguments</td>
</tr>
<tr>
<td></td>
<td>MOD</td>
<td>Number of modifiers</td>
</tr>
<tr>
<td></td>
<td>LMET</td>
<td>Local methods called by the method</td>
</tr>
<tr>
<td></td>
<td>EXCT</td>
<td>Number of exceptions thrown by the method</td>
</tr>
<tr>
<td></td>
<td>EXCR</td>
<td>Number of exceptions referenced by the method</td>
</tr>
<tr>
<td></td>
<td>CREF</td>
<td>Number of classes referenced</td>
</tr>
<tr>
<td>Documentation</td>
<td>NOCL</td>
<td>Number of comment lines</td>
</tr>
<tr>
<td></td>
<td>NOC</td>
<td>Number of comments</td>
</tr>
</tbody>
</table>

Table 3.2: Software Quality Metrics
To evaluate quality of the methods, we use the totality of the 27 software quality metrics supported by JHawk, and that can be seen in Table 3.2. We divide the metrics into 3 groups: (i) metrics assessing code complexity; (ii) metrics assessing modularity properties; and (iii) metrics assessing how well the code is documented. Next we describe each of these categories:

**Code Complexity Metrics.** These metrics capture the complexity of the code itself. We used metrics as they are the standard technique for analyzing software. For example, a set of metrics used is derived from the metrics included in SQO-OSS, specifically designed for evaluating the quality of open source projects [138]. SQO-OSS is composed of well-established and validated software quality metrics, which can be computed either from source code or from surrounding community data.

Moreover, Nagappan et al. conducted a study where many software metrics including but not limiting to *number of executable lines* in a function, *number of parameters* in a function, *number of methods called* by a function or *number of global variables written/read* in a function etc., were shown to correlate with the post-release defects of software [113]. Several studies have also evaluated the effectiveness of software metric projects and found it to be a useful indicator of code quality [11, 70, 93].

- **VREF** counts the total number of variables referenced in a method. If a method has a large number of arguments, it declares a large number of variables, or it references a large number of variables then, it may be a sign that the method is trying to do too much. It also means that the changeability (tendency to change) of the method is high.

- **VDEC** is the total number of variables declared in a method.

- **NOS** measures the number of Java statements in a method. A statement forms a complete
unit of execution and usually is terminated with a semicolon (;). A statement can be spread over multiple lines; for example one can decide to start the curly brace of an if statement either from the current line or from the next line.

- **NOPR** measures the total number of operators (arithmetical operators, method names) used in a method.

- **NLOC** measures the total number of lines of code in a method.

- **NEXP** measures the total number of expressions in a method. Oracle notes that “An expression is a construct made up of variables, operators, and method invocations, which are constructed according to the syntax of the language, that evaluates to a single value”. A higher value of number of expressions per statement may indicate a complex method.

- **NAND** measures the total number of operands (variables, numeric and string constants) used in a method.

- **MDN** is the measure of maximum depth of nesting in a method. A higher depth of nesting in a method indicates higher complexity of the method.

- **HVOL**, Halstead volume, is computed using **HLTH** and **HVOC** and can be seen as a measure of how much information does a reader need to absorb to understand a method. A small number of statements with a high Halstead Volume would suggest that the individual statements are quite complex.

- **HVOC**, Halstead vocabulary is computed as the sum of unique operators and unique operands in a method. It gives a sense of the complexity among the statements — for example a method which repeatedly uses a small number of variables is less complex than the method which uses a large number of different variables.

- **HLTH**, Halstead length [54], is the most basic of the Halstead metrics, which simply is the sum of **NOPR** and **NAND**.
• **HEFF**, Halstead effort, attempts to estimate the amount of work that a developer would take to recode a particular method.

• **HDIF**, Halstead Difficulty, uses a formula based on the number of unique operators, the number of unique operands, and the total number of operands to assess the complexity of a method. It suggests how difficult the code is to write and maintain.

• **HBUG**, Halstead bugs, attempts to estimate the number of bugs in a method.

• **COMP** measures the Cyclomatic complexity of a method. It is the standard metric introduced by McCabe in 1976 [106].

For all these *Complexity* metrics, a higher value would mean higher code complexity, therefore low values are desirable.

**Modularity Metrics.** It is another category of metrics, that pertains to encapsulation and modularity of software.

• **XMET** measures the total number of external methods called by a method. External methods are the methods that belong to a class other than the class in which the caller method is defined.

• **NOA** measures the total number of arguments expected by a method’s signature. A higher number of arguments could mean that a method has higher dependency and lower modularity.

• **MOD** is the total number of modifiers (public, private, abstract, static etc.) applied to the signature of a method.

• **LMET** totals the number of local methods called by a method.

• **EXCR** and **EXCT** measure the total number of exceptions referenced and the total number of exceptions thrown by a method respectively.
• *CREF*, number of classes referenced, measures the total number of external classes referenced by the method.

For all of these *Modularity* metrics except for *MOD*, a higher value would mean that the code is less modular and therefore low values are desirable. We cannot find in literature what should be the desirable value for the *MOD* metric.

**Documentation Metrics.** These metrics capture properties of code-as-text.

• *NOCL* counts the total number of comment lines in a method.

• *NOC* measures the total number of comments in a method. It is different from *NOCL* as *NOC* counts a comment spread over, say 3 lines, as 1. Whereas *NOCL* will count it as 3.

A higher value for these metrics would mean that the code is documented more. A more documented code is easier to follow and therefore a higher value for these metrics is more desirable, purely from the quantitative point of view. However, redundant and useless comments can reduce the readability of code too. Therefore a qualitative analysis (see Section 3.1.7.1) is needed to gain more insights.

Most of the *complexity* and the *modularity* metrics (*COMP*, *HLTH*, *HVOC*, *HVOL*, *HDIF*, *HEFF*, *NOPR*, *NAND*, and *HBUG*) are the standard software quality metrics suggested by McCabe [106], and Halstead [54].

The metrics *CREF*, *XMET*, and *LMET* are derived from the object-oriented (OO) metrics that were suggested by Chidamber and Kemerer [29]. Basili et al. found that OO metrics appeared to be useful for predicting defect density [12]. Subramanyam and Krishnan conducted a survey on eight more empirical studies and showed that OO metrics are significantly associated with defects [145].
Additionally, some of these metrics (\textit{NOS}, \textit{MDN}, \textit{TDN}, \textit{CREF}, \textit{XMET}, \textit{LMET}, \textit{HLTH}, \textit{NOC}, \textit{NOCL}, \textit{CREF}, \textit{XMET}, \textit{LMET}, \textit{NEXP}, \textit{NLOC}) are also part of the SQO-OSS quality model.

Table 3.2 shows an additional piece of information for each metric. First, an up or down arrow near the metric name indicates what “better” means for that specific metric; this judgment comes either from studies that have been reported in the literature or from the intuitions that drove the definition of the metric in the first place. When those judgments cannot be made, there is no arrow.

### 3.1.6 Study Results

In this section, we present the results of our analyses of code clones and their relationship with each of the three software quality metric categories.

\textit{RQ1}: \textit{In a project, are cloned methods more or less complex than non-cloned methods?}

We carried out two one-sided Wilcoxon Rank-Sum tests for each subject project and \textit{Complexity} metrics. One Wilcoxon Rank-Sum test tested the hypothesis that cloned methods have lower (better) complexity than the non-cloned methods. The other test tested the hypothesis that non-cloned methods have lower (better) complexity than the cloned methods. The summary of the two tests are shown in the Figure 3.4. The vertical axis shows the metrics. A number inside the parenthesis shows the number of projects for which we observed statistically significant test results (p<0.05) and also at least a small effect size (Cohen’s d; r >0.1). The horizontal axis shows the percentage of these projects where we observed lower metric values for clones or non-clones.

To understand the chart consider an example of \textit{CAST} metric. \textit{CAST(1286)} means that for the metric \textit{Cast} there were 1,286 projects with significant difference (p<0.05 and r>0.1) in the cloned and non-cloned methods. The horizontal light grey bar shows that in around 60%
of these 1,286 projects cloned methods have lower \textit{CAST} metric values than the non-cloned methods. The dark grey bar, on the other hand shows that in around 40\% of these 1,286 projects non-cloned methods have lower \textit{CAST} values.

To summarize, out of 3,562 projects, 1,290 to 2,097 projects showed significant difference (p<0.05 and r>0.1) in the complexity of cloned methods to that of the non-cloned methods. For all of the metrics more than 60\% of the projects showed that cloned methods have lower complexity metric values than the non-cloned methods.

\textbf{RQ2: In a project, are cloned methods more or less modular than non-cloned methods?}

We carried out two one-sided Wilcoxon Rank-Sum tests for each subject project and \textit{Modu}-
Figure 3.5: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The vertical-axis shows the Modularity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p < 0.05$, $r > 0.1$).

Out of 3,562 projects, 1,329 to 1,881 projects showed significant difference ($p < 0.05$, $r > 0.1$) in the modularity metrics of cloned methods to that of the non-cloned methods. In more than 50% of the projects, the cloned methods performed better on XMET, MOD, EXCR, and CREF metrics. Whereas, the non-cloned methods performed better on the EXCT metrics. For LMET and NOA metrics, we have almost equal number of projects voting for both cloned and non-cloned methods.

$RQ3$: In a project, are cloned methods more or less documented than non-cloned methods?

Like the above two RQs, we conducted two one-sided Wilcoxon Rank-Sum tests for the two Documentation metrics. For NOC, 1,777 projects showed significant difference ($p < 0.05$, $r$
Figure 3.6: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the Documentation metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$) for NOCL, 1,726 projects showed significant difference in cloned and non-cloned methods.

The summary of the results for these tests are shown in Figure 3.6. For both of these metrics, more than 70% of the projects showed that the cloned methods have fewer code comments than the non-cloned methods.

From the above tests, for the projects where a significant difference was observed between clones and non-clones, most of the projects showed that the cloned methods are more modular and less complex than the non-cloned methods. Of the three quality metric categories, Documentation is the only one which showed negative results for cloned methods in comparison to the non-cloned methods.

**Controlling for size:**

Many observable program features correlate strongly with code size. This knowledge has been used pervasively in quantitative studies of software through practices such as normalization on size metrics [23, 26, 39, 136].

On an average (median) there are 34 cloned methods and 75 non-cloned methods in a project. The absolute median difference in the number of cloned and non-cloned methods in
the projects is 41, which could negatively impact the study. To address this, we randomly
selected an equal number of cloned and non-cloned methods from each project. For example,
consider a project S, with C1 number of cloned methods and C2 number of non-cloned
methods, such that C1 < C2. In order to match the number of cloned methods with non-
cloned methods, we randomly selected C1 out of C2 non-cloned methods. Similarly, consider
a project S2, with C1 number of cloned methods and C2 number of non-cloned methods,
such that C2 < C1. In this case, we randomly selected C2 number of cloned methods from
the original pool of C1 cloned methods.

The median NLOC of cloned methods and non-cloned methods are 13 and 16 respectively.
Also, the median NOS of cloned methods and non-cloned methods are 9 and 11 respectively,
suggesting that on an average, the cloned methods are 18.18% smaller than the non-cloned
methods. In order to make sure that the size is not impacting our study, we decided to redo
our experiments using two size control strategies: i) dividing each metric by size; and ii)
regression. We explain each of these strategies and the results below.

3.1.6.1 Dividing each metric by the size metric- NOS

In this strategy, for every method we divide each of the metrics with the method’s NOS
metric. For example, let us say for a method m, we have its COMP metric value to be 10
and its NOS metric value to be 50. Then the new COMP value of m becomes 10/50=0.2.

Also, for each project, we matched the number of cloned methods to the non-cloned methods.
Two one-sided Wilcoxon Rank-Sum Tests were then carried out for each of the 3 categories
of metrics. The summary of the results of these tests are shown in Figures 3.7 to 3.9.

These figures paint a different picture from the non-size-control experiments. Unlike the non-
size-control experiments, the cloned-methods do not appear to win, in fact for most of the
metrics in the Modularity group of metrics, the bars for non-clones are longer than the bars
Figure 3.7: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the normalized Complexity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).

Figure 3.8: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the normalized Modularity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).
for clones, signifying that the non-clones have better metric values than the cloned methods. In the Complexity group of metrics, both clones and non-clones have performed better on 50% of the metrics. In the Documentation metrics group, the clones have performed worse on both NOC and NOCL metrics.

A recent study on Java projects by Lopes and Ossher shows that dividing a metric by size is not a best way to control for size [100]. They found that certain characteristics of programs vary disproportionately with program size, sometimes even non-monotonically. This could mean that dividing each metric by the size metric might not be making the metrics independent of size. To verify this, we plotted the scatter plots between the quality metrics and the size metric- NOS, both before and after normalization of the quality metric. We observed for many cases that the normalization of metrics does not remove the relationship between the metric and the size (NOS). The Figure 3.10 shows the relationship between 5 such randomly selected metrics and NOS, before and after normalization respectively. Only for HBUG and MDN metrics, we observe that the normalization has (almost) removed the relationship (see the fitted lines).

In the case of other three metrics, normalization was not able to remove the relationship; in fact it has reversed the direction of the relationship. This exercise demonstrates that dividing
Figure 3.10: Scatter plots showing relationship between quality metrics on vertical-axis and size metric (NOS) on horizontal-axis, before and after carrying out normalization of metrics. The plots in the left column show the relationship between the metric and the size before normalization, whereas the plots on the right show the relationship between the normalized metrics and the size metric.
each metric with size does not always make the metrics independent of size. Therefore, we need another method to control for size.

### 3.1.6.2 Regression

We use Linear Regression Models (LRM) with two independent variables to control for the confounding effect of size as explained by Kutner et. al. in their book [115]. The two independent variables used are \textit{NOS}, a quantitative variable quantifying the size of the methods and \textit{isClone}, a binary qualitative variable indicating if a method is a cloned method (isClone =1) or not (isClone=0). For each project, we built LRMs for each of the metric (excluding \textit{NOS} metric) as a response variable, giving us a total of \(3,562 \times 26 = 92,612\) LRMs. Out of these 92,612 LRMs we selected the ones where R-squared values were greater than or equal to 65%. This step ensured that we are using only those LRMs which could fit the data well enough to explain at least 65\% of the variance in the given response variable. We further rejected those LRMs where the presence of \textit{isClone} variable was not statistically significant \((p>0.05)\) to explain the variance of the response variable. Moreover, we rejected the LRMs where the size of the effect \((r)\), calculated using Hedge’s g formula, was less then 0.1. In order to understand how LRMs are used to carry out size-control, consider the following example: In this example, the response variable is \textit{XMET} metric, the two independent variables are \textit{NOS} and \textit{isClone} and the regression model is of the form:

\[
E(XMET) = b_0 + b_1 \times NOS + b_2 \times isClone
\]

where \(b_0, b_1,\) and \(b_2\) are the parameters of the regression model. After fitting the regression model we get the following equation:

\[
E(XMET) = 1.5510 + 0.42 \times NOS - 1.91 \times isClone
\]

For the non-cloned methods \((isClone=0)\), the equation becomes:
\[ E(\text{XMET}) = 1.55 + 0.42 \times NOS \]

whereas for the cloned methods (\textit{isClone}=1), the equation becomes:

\[ E(\text{XMET}) = -0.360251 + 0.42 \times NOS \]

Figure 3.11 shows the fitted regression lines for cloned and non-cloned methods for the above example. Notice that both lines have the same slope (\( b_1=0.42 \)), and therefore for any given level of \( NOS \), the average distance between the two lines, given a fixed value of \( NOS \) is \( b_2=-1.91 \) units (\(-\) sign indicating that cloned methods have lower XMET values than the non-cloned methods). Thus, -1.91 is the average difference between the cloned methods and non-cloned methods, when controlling for size. The R-squared value of the above model is 84\% (>65\%), the P-value of the \textit{isClone} variable is 0.002 (<0.05) and the absolute effect size is 0.61 (>0.1). This model satisfies all our criteria and therefore we can use this model in our analysis.

The Figures 3.12, 3.13, and 3.14 show the results of the size control experiments using regression. For the \textit{Complexity} (Figure 3.12) and \textit{Documentation} (Figure 3.14) categories of metrics it becomes evident that the number of projects showing that cloned methods have lower metric values is almost equal to the number of projects where non-cloned methods have lower metric values. The metrics \textit{NOA}(3), \textit{CAST}(33), \textit{NOCL}(23) have a very few number of projects and therefore we can safely ignore them from this analysis. The metrics \textit{HEFF} and \textit{NEXP} are the only two metrics where we see a clear difference between cloned and non-cloned methods. The cloned methods have won in \textit{NEXP} metric, indicating that there are fewer number of expressions in the cloned methods, whereas the non-cloned methods have won in the \textit{HEFF} metric, indicating that the effort to code non-cloned methods is lower than the effort required to code the cloned methods.

In the \textit{Modularity} (Figure 3.13) category of metrics, it appears that the non-cloned methods have lower metric values (\textit{MOD}(5), \textit{LMET}(32), \textit{EXCR}(7), and \textit{EXCT}(7)) and therefore
non-cloned methods appear to be more modular than the cloned methods. However, a very small number of projects (shown in the parenthesis) have shown these effects. For the \textit{XMET} metric, around 70\% of the 245 projects have shown that cloned methods have lower metric values, indicating that the cloned methods in these projects are more modular.

The results from this experiment are very different from the non-size-control experiment. We summarize the regression experiment results. \textit{i}) Only upto 18\% of the projects from the population of 3,562 projects show statistically significant difference between the cloned and the non-cloned methods with at least a small effect for any of the quality metrics; and \textit{ii}) The number of projects for which cloned methods have statistically significant ($p<0.05$, $r>0.1$) lower metric values is almost equal to the number of projects for which non-cloned methods have statistically significant lower metric values.
Figure 3.12: Regression: stacked bar chart comparing cloned and non-cloned methods. The vertical-axis shows the Complexity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).

Figure 3.13: Regression: stacked bar chart comparing cloned and non-cloned methods. The vertical-axis shows the Modularity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).
Figure 3.14: Regression: stacked bar chart comparing cloned and non-cloned methods. The vertical-axis shows the Documentation metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).

3.1.6.3 Methods without Method body

We noticed that there are some methods in our dataset which have no method-body (please refer Section 3.1.7.1 for details). There are 6,760 out of 412,705 cloned methods (1.6%) and 631 out of 616,604 non-cloned methods (0.1%) in our dataset with no method-body. We wanted to test if the presence of such methods could partially explain the size difference between cloned and non-cloned methods. To this end, we removed all such methods and their cloned methods from the dataset. After this, we rejected the projects that have less than or equal to 10 clone or 10 non-cloned methods, resulting into the rejection of 10 projects from the total of 3,562 projects. This new dataset consists of 405,903 cloned and 615,850 non-cloned methods in 3,562 projects.

We performed all three experiments – i) one without any size control, ii) one with size control where we divide each metric by the size metric- NOS, and iii) size control with Regression. Figures 3.15, 3.16, and 3.17 show results of the non-size-control experiments. Figures 3.18, 3.19, and 3.20 show the results of the size control experiments using Dividing each metric by the size metric method. Figures 3.21 3.22, and 3.23 show the results of the size control experiments using Regression.
Figure 3.15: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the Complexity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).

Figure 3.16: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the Modularity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).
Figure 3.17: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the Documentation metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods (p<0.05, r>0.1).

Figure 3.18: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the normalized Complexity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods (p<0.05, r>0.1).
Figure 3.19: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the normalized *Modularity* metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).

Figure 3.20: Wilcoxon Rank-Sum test: stacked bar chart comparing cloned and non-cloned methods. The Vertical-axis shows the normalized *Documentation* metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05$, $r>0.1$).
Figure 3.21: Regression: stacked bar chart comparing cloned and non-cloned methods. The vertical-axis shows the Complexity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05, r>0.1$).

Figure 3.22: Regression: stacked bar chart comparing cloned and non-cloned methods. The vertical-axis shows the Modularity metrics along with the number (in parenthesis) of subject projects that showed significant difference between cloned and non-cloned methods ($p<0.05, r>0.1$).
We observe similar results to what we had observed with the original dataset. Also, the clone methods are still around 18% smaller than the non-cloned methods. This exercise confirms that the presence of no method-body methods in the dataset does not explain why the cloned methods are on an average smaller than the non-cloned methods.

### 3.1.7 Mixed Method Analysis

The analysis we presented in the previous section points out that on an average there is a difference in the size of cloned and the non-cloned methods. In the experiments where we did not control for size, the cloned and non-cloned methods appear to be different with respect to the quality metrics. But, when we control for size (using Regression), the difference disappears. The analysis raised more questions: Why are cloned methods on an average smaller than the non-cloned methods? Is the size difference between the cloned and non-cloned method apparent to a human observer? Do human observers see any difference in the *comprehensibility* of cloned and non-cloned methods? Is there a difference in the *usefulness of the comments* present in the cloned and non-cloned methods? Further, we wanted to understand if cloned and non-cloned methods perform fundamentally different functionalities? and are they auto-generated or copy-pasted then modified? Are there any
In order to answer the above questions we conducted a mixed method analysis. This analysis was made in three parts. We first looked at a small subset of cloned and non-cloned methods in search for validation of the quantitative results, as well as patterns and correlations among different characteristics of the methods. On a second step, we looked at pairs of clone methods. Finally, we looked at groups of cloned methods. This section describes our analysis and findings.

**Methodology.** From the dataset we created two subsets, one with 150 randomly selected cloned methods and other with 150 randomly selected non-cloned methods. Each author, three in total, manually inspected 50 cloned and 50 non-cloned methods. The analysis was made along four dimensions, namely *Size, Comprehensibility, Usability of comments,* and *Functionality.* For each of the dimensions, the authors manually tagged their set of methods. One of the authors went through the entire 300 methods (150 cloned and 150 non-cloned) to cross-validate the tags. In the cases where there were conflicts, the authors resolved them by discussing the concern among each other followed by voting.

The conflicts occurred mostly in the *Comprehensibility* and the *Functionality* dimensions. For these two dimensions, we organized a calibration session to test the *Inter-rater reliability.* In the calibration session each author independently looked at a common subset of 10 cloned and 10 non-cloned methods and re-tagged them. In both, *Comprehensibility* and *Functionality* dimensions for about 1 in 4 (25%) cases we observed different judgments between any two authors. We note, for *Comprehensibility* dimension, in the cases of conflicts, the authors were off by 1 point on the Likert Scale. That is if one author scored a method as 4 (hard to comprehend) then the author, in the case of conflict, would have scored that same method either as 3 (medium hard) or 5 (very hard).
Test-rater reliability. Further, some time later (4 months), the authors, for the Comprehensibility dimension, re-tagged a random subset of 10 cloned and 10 non-cloned methods. These methods were selected from the authors’ respective set of 50 cloned and 50 non-cloned methods. We did this exercise to see if the authors are consistent in their judgments. We observed that the authors were consistent in about 7 out of the 10 cases, but when they were off, they were mostly off by 1 point on the Likert scale. To understand the process, consider a case where an author has been asked to score the Comprehensibility of a set of methods, twice on a Likert scale. Once at time T1 and again at Time T2. The difference T2-T1 is about 4 months. The Likert scale uses options 1 to 5, where a score of 1 maps to the method being very easy to comprehend and a score of 5 maps to the method being very hard to understand. We observed that the author was mostly consistent, but when they were not, they were off by 1 point.

To address the inconsistency issue, we grouped the Likert options during the analysis. For example, in the Comprehensibility dimension, we grouped the scores of 1 (very easy) and 2 (easy) into 1’ (easy), and the score of 4 (hard) and 5 (very hard) into 2’ (hard). The score of 3 (medium hard) was removed from some parts of the analysis as it could fall into, owing to the off by 1 inconsistency, any of the original options 2 and 4.

The methodology presented here has elements of both qualitative and quantitative analysis, and hence it falls into the territory of the Mixed Methods Analysis [21].

### 3.1.7.1 Analysis of Methods

**Size.** We wanted to understand whether a method looks very small, medium, large, or very large to the observers. The Likert Scale uses options 1 to 5, where the size increases as we move from option 1 to option 5. Columns 2 to 6 in Table 3.3 correspond to each of these options. Column Type contains the type of the methods analyzed; column VS, which
Table 3.3: Size of cloned and non-cloned methods

<table>
<thead>
<tr>
<th>Type</th>
<th>VS</th>
<th>S</th>
<th>M</th>
<th>L</th>
<th>VL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clone</td>
<td>33</td>
<td>71</td>
<td>25</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>Non-Clone</td>
<td>30</td>
<td>54</td>
<td>42</td>
<td>10</td>
<td>14</td>
</tr>
</tbody>
</table>

corresponds to option 1 in the Likert scale, shows the number of the methods that are very small (3-8 NLOC); column S, (option 2) shows the number of methods that are small (9-20 NLOC); column M (option 3) contains the number of methods that are of medium size (21-40 NLOC); column L (option 4) shows the number of methods that are large (41-70 NLOC); and column VL (option 5) shows the number of methods that are very large in size (>70 NLOC). The above thresholds to categorize methods into different size options are selected using human intuition. The authors looked into a sample set of methods together and agreed upon the above thresholds.

For size, we observed a noticeable difference in the number of methods classified as small (S) and very small (VS), with cloned methods being more often in these two categories. Conversely, non-cloned methods were more often found to be very large (VL). To test whether the distribution of cloned and non-cloned methods across the size categories are statistically different, we conducted a Chi-Square test. The test result shows that the distributions are not statistically different. \( \chi^2 = 8.0371, p = 0.09023, df = 4 \), where \( \chi^2 \) is the Chi-Square value, \( df \) is the degrees of freedom, \( p \) is the P-value.

Further, we wanted to see whether there is any difference between the distribution of cloned and non-cloned methods if we categorize the methods into two categories: i) methods which are very small or small and ii) methods which are large or very large. To this end, we performed another Chi-Square test after combining VS and S into one category, and L and VL into another category. Again, we did not observe any statistically significant difference. \( \chi^2 = 0.77287, p = 0.3793, df = 1 \)

The result of this test seems to be different than what we had observed in the quantitative
analysis. The median $NLOC$ and median $NOS$ for cloned methods are 13 and 9, whereas median $NLOC$ and median $NOS$ for non-cloned methods are 16 and 11. The difference in both of these size metrics for cloned and non-cloned methods is about 18%. But when the methods are categorized into different categories of size, the difference is not statistically significant. Therefore, we can not ignore the null hypothesis that the cloned and non-cloned methods, when classified into the broad size-categories as viewed by human observers, come from the same distributions.

Additionally, we also noticed that in three of the cloned methods in our samples there were no method bodies but only method signatures, meaning that these methods came from interfaces. However, they passed the threshold for analysis, because they have more than 25 tokens – these are methods with many parameters of complicated types. We note that we had removed all methods with less than 25 tokens to ignore empty methods, stubs, method contracts defined in interfaces, abstract classes and other interferences. The heuristic did remove many insignificant methods, but not all of them, as seen here. Listing 3.1 shows an example of one such method signature.

```java
@Transactional(propagation = Propagation.SUPPORTS, readOnly = true)
public com.liferay.portal.model.PersistedModel getPersistedModel(
java.io.Serializable primaryKeyObj)
throws com.liferay.portal.kernel.exception.PortalException,
com.liferay.portal.kernel.exception.SystemException;
```

Upon further investigation, we found that for such methods JHawk calculates $NOS$ as 1. There are 6,760 out of 412,705 cloned methods (1.6%) and 631 out of 616,604 non-cloned methods (0.1%) in our dataset with $NOS=1$. The presence of such methods could partially explain the size difference between cloned and non-cloned methods. To this end, we removed all such methods along with their clones and conducted the experiments explained in Section 3.1.6.3. We observe no change in the conclusions for the Complexity, Modularity, and Documentation metrics of cloned and non-cloned methods. Also, the size difference between
the cloned and non-cloned methods still persists – cloned methods, on an average, are 18% smaller than the non-cloned methods with respect to the $NOS$ metric.

**Comprehensibility.** We capture the comprehensibility of a method using a Likert Scale ranging from 1 to 5, where a score of 1 means that the method is very easy to understand and 5 indicates that the method is very difficult to understand. This is an entirely subjective judgment, which is based on many variables that are not controlled for, including our own experience. Nevertheless, we believe this exercise was worth doing, because it would allow us to detect patterns, if they were to exist. For example, would the cloned methods appear to be simpler than the non-cloned methods?

Comprehensibility here is loosely related to the complexity metrics of the previous section, but it is not the same. Code may be hard to understand even when the logic is very simple – e.g. when the variable names are incomprehensible or the reader is not familiar with the used APIs.

We note that the judges were not given any rubric to score the methods. They were allowed to create their own rubric. The judges independently found following criteria to score the methods: i) the methods with hard to understand identifiers (variables, types) are mostly harder to comprehend, ii) the methods with many conditional paths and nested conditions are harder to follow, iii) the methods which are bigger in size are usually harder to comprehend, as judges need more time and focus to comprehend such methods.

Table 3.4 shows the results. Column $Type$ contains the type of the methods analyzed; column $VE$, which corresponds to option 1 in the Likert scale, shows the number of the methods

<table>
<thead>
<tr>
<th>Type</th>
<th>VE</th>
<th>E</th>
<th>M</th>
<th>H</th>
<th>VH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clone</td>
<td>31</td>
<td>65</td>
<td>28</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Non-Clone</td>
<td>32</td>
<td>69</td>
<td>32</td>
<td>10</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 3.4: Comprehensibility of cloned and non-cloned methods
that were very easy to understand; column $E$, (option 2) shows the number of methods that were easy to understand; column $M$ (option 3) contains the number of methods that were neither easy nor hard to understand; column $H$ (option 4) shows the number of methods that were hard to understand; and column $VH$ (option 5) shows the number of methods that were very hard to understand.

The distributions of both types of methods are similar, indicating that there were no clear differences between cloned and non-cloned methods in terms of their comprehensibility. We note, however, that we classified more cloned methods in the $VH$ category (13) than non-cloned methods (7) in that same category.

To test whether the distribution of cloned and non-cloned methods across the comprehensibility categories are statistically different, we conducted a Chi-Square test. The test result ($\chi^2 = 2.5932, p = 0.628, df = 4$) shows that the distributions are not statistically different.

Further, we wanted to see whether there is any difference between the distribution of cloned and non-cloned methods if we categorize the methods into two categories: i) methods which are very easy or easy to comprehend and ii) methods which are hard or very hard to comprehend. To this end, we performed another Chi-Square test after combining $VE$ and $E$ into one category, and $H$ and $VH$ into another category. Again, we did not observe any statistically significant difference ($\chi^2 = 1.5033, p = 0.220, df = 1$).

Listing 3.2 shows a small sized method which was classified as very easy to understand. The method uses familiar variable names and performs a task of calling $appendField$ method. The method shown in Listing 3.3 is an example of a method classified as very hard to understand. The identifiers (method names, variable names, type names) used in the method do not help much in understanding their purpose. However, some identifiers like $Token$, $jj\_scan\_token$, $LBRACE$, and $RBRACE$ do suggest that the method is probably part of some tokenization or parsing process.
Not surprisingly, we observed some positive correlation between the size of the methods and their comprehensibility. Most of the methods that were hard to understand were also bigger in size. However, we found some methods that were small and yet hard to understand, such as the one shown in Listing 3.3.

**Usability of Comments.** We wanted to understand whether the provided comments are helpful in the comprehensibility of methods, and whether there were differences in the comments of cloned vs. non-cloned methods. As such, we captured the subjective usefulness
Table 3.5: Usability of comments on cloned and non-cloned methods

<table>
<thead>
<tr>
<th>Type</th>
<th>NC</th>
<th>JC</th>
<th>UC</th>
<th>VUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clone</td>
<td>90</td>
<td>7</td>
<td>39</td>
<td>14</td>
</tr>
<tr>
<td>Non-Clone</td>
<td>76</td>
<td>3</td>
<td>49</td>
<td>22</td>
</tr>
</tbody>
</table>

of the comments using a Likert Scale between 1 and 4, where the usability of comments increases as we move from option 1 to option 4. This is related to the comments metrics of the quantitative analysis, but it’s not the same. Specifically, the quantitative metrics cannot capture whether a comment is useful or not; only people can do that.

Columns 2 to 6 in Table 3.5 correspond to each of these options. Column *Type* contains the type of the methods analyzed; column *NC*, which corresponds to option 1 in the Likert scale, shows the number of methods which had no comments; column *JC*, (option 2) shows the number of methods which have mostly junk comments or commented out code or comments that were practically useless; column *UC* (option 3) contains the number of methods which have somewhat useful comments. These comments do help in the code comprehension or to understand the purpose of given methods; column *VUC* (option 4) shows the number of methods which have very useful comments. Again, judges were not given any rubric to score the methods. They used their own intuitions to score. We note that in the cases where the judges found a mix of junk and useful comments, priority was given to the useful comments.

The difference between the quality of comments is noticeable between cloned and non-cloned methods. There are 90 methods for which clones have no comments, whereas there are only 76 non-cloned methods with no comments. The presence of large number of auto-generated could possibly explain part of the difference as auto-generated methods usually have no comments. We also observe that the numbers of somewhat useful and extremely useful comments for non-cloned method are also larger than for the cloned methods.

To test whether the distribution of cloned and non-cloned methods across the usability of comments categories are statistically different, we conducted a Chi-Square test. The test
result ($\chi^2 = 5.6949, p = 0.13, df = 3$) shows that the distributions are not statistically different.

Further, we wanted to see whether there is any difference between the distribution of cloned and non-cloned methods if we categorize the methods into two categories: i) methods with no or junk comments and ii) methods with useful or very useful comments. To this end, we performed another Chi-Square test after combining NC and JC into one category, and UC and VUC into another category. Again, we did not observe any statistically significant difference ($\chi^2 = 3.9727, p = 0.046, df = 1$).

When we looked into whether there is any correlation between the quality of comments and the size of the methods, we found no statistically significant correlation.

Listing 3.4 shows an example of very useful comments. The comments in this method not only help to understand what the code is supposed to do, but also help to understand the rationale behind the decisions made in the code.
Listing 3.4: A method with extremely useful comments

```java
/**
 * Execute the Mojo.
 *
 * <p>
 * The metadata model is loaded, and the specified template is executed with
 * any template output being written to the specified output file.
 *
 * </p>
 */

public void execute() throws MojoExecutionException
{
    try
    {
        if (modelIds == null)
        {
            modelIds = new ArrayList();
            modelIds.add(project.getArtifactId());
        }

        // Load the metadata file from an xml file (presumably generated
        // by an earlier execution of the build−metadata goal.
        Model model = IOUtils.loadModel(new File(buildDirectory, metadataFile));

        // Flatten the model so that the template can access every property
        // of each model item directly, even when the property is actually
        // defined on an ancestor class or interface.
        new Flattener(model).flatten();

        generateConfigFromVelocity(model);
    }
    catch (IOException e)
    {
        throw new MojoExecutionException("Error during config generation", e);
    }
    catch (BuildException e)
    {
        throw new MojoExecutionException("Error during config generation", e);
    }
}
```

Listing 3.5 shows a method with Javadoc comments. These comments are practically useless for a developer who wishes to understand the code.
Listing 3.5: A method with junk comments

```java
/**
 * @param jsonValues
 * @return
 * @throws JSONException
 */
private static long[] convertJSONToLongArray(JSONArray jsonArray) throws JSONException
{
    long[] longArray = new long[jsonArray.length()];
    if (jsonArray != null && jsonArray.length() > 0)
    {
        for (int i = 0; i < jsonArray.length(); i++)
        {
            longArray[i] = jsonArray.getLong(i);
        }
    }
    return longArray;
}
```

**Functionality.** We wanted to understand whether cloned and non-cloned methods were doing fundamentally different things. As such, we analyzed these methods in terms of the functionality they seem to be implementing.

**Coding.** To label functionality with the methods, we use a standard method named Coding. Miles and Huberman note: *Codes are tags or labels for assigning units of meaning to the descriptive or inferential information compiled during a study. Codes are usually attached to ‘chunks’ of varying size — words, phrases, sentences or whole paragraphs* [107].

**Coding Methodology.** After a first pass, we tagged each method with our best guess of the functionality that they seem to implement. This exercise took around 5 hours per person to tag 100 methods each. After the tagging was done, we went through all the tags to create a set of normalized tags. To understand the normalization process, consider an example, a
list containing the following non-normalized tags: “Sorting”, “Sort”, “Parsing”, “Parser”, “Parse”. To normalize this list, we replaced semantically similar tags with a common tag. After the normalization of tags, the methods were re-tagged with the normalized tags by replacing the original tag with their normalized counterpart.

We note that this process of tagging methods had some challenges. In many cases it was difficult to come up with an exclusive tag that fully captured the functionality of the method because of several factors – size of methods (bigger methods usually tend to do more than one thing, making it hard to associate them with one functionality); complex application specific logic; lack of context; among others. Also, there is no fixed set of functionalities that we could have used in tagging. Nevertheless, we believe this exercise was important, as it captured some of the essence of what we observed in the methods. The list of normalized tags along with their description is as follows.

- **AppLogic**, a method that usually performs multiple responsibilities, often manifested in the form of two or more method calls.

- **Wrapper**, a method that often validates certain pre-conditions, transforms the parameters (e.g. objects) to create parameters for another method call with a similar responsibility as the caller.

- **Iterator** a method that iterates over a collection and executes one or more statements in a loop.

- **Conditions**, a method that uses a series of if else or switch case conditions to do the main task.

- **Complex Setter**, a method that sets a value of a class attribute. It includes setter with some validation code, methods which set values of multiple fields, and also setters which set only one field. Listing 3.7 shows an example clone pair, where we tagged these methods
with *Complex Setter* tag. The methods set the value of a variable (*defaultPrefix* in the top, and *localPrefix* in the bottom snippet) to the one passed to their arguments. But before setting the variable, they obtain a write-lock, perform some sanity checks, and also raise an exception if the argument received is an illegal argument.

- *Complex Getter*, a method that returns a value of a class attribute or an object like a *getInstance* method found in singleton classes. It includes getters with some validation code, methods which execute one or more boolean expressions, and also getters which get only one field. Listing 3.8 shows an example clone pair, where we tagged these methods with *Complex Getter* tag. The methods return the requested object if the object is not null, else it creates an instance and returns it.

- *Parser*, a method that transforms a piece of code (e.g. String) based on grammar rules into another form (e.g. AST). Lexers are also included in this tag.

- *StringBuilder*, a method that builds a string or a byte array, usually by calling append many times. The methods tagged as StringBuilders need not use the *StringBuilder* and *StringBuffer* APIs. We used the term *StringBuilder* to broadly classify methods which reflect a similar behavior. Listing 3.6 shows an example clone pair, where we tagged these methods with *StringBuilder* tag. These methods, though, do not use Java’s StringBuilder API, but their implementation is very similar to how one would use a *StringBuilder* API. They make multiple calls to the *append* method, appending characters to the *dest* object.

- *Math*, a method that takes numbers as input and performs a mathematical operation with them.

- *Pattern Matching*, a method that matches a pattern in a string.

- *Serializer*, a method that transforms an Object into string or bytes, or vice-versa.

- *Clone*, a method that clones another object.
• *Equals*, a method that overrides `equals` method.

• *HashCode*, a method that overrides `HashCode` method.

• *Testcase*, a method representing a unit test case to test a scenario.

• *Logger*, a method whose main responsibility is to log execution details.

• *FileIO*, a method whose main responsibility is to write/read to/from a file.

• *Socket*, a method which uses sockets to perform networking tasks.

• *NA*, methods which are usually overloaded with a series of very complex tasks and it is hard to classify them in any specific bucket of functionality.

Figure 3.24 shows the bar charts for cloned and non-cloned methods showing their distribution across functionality tags. We observe that many cloned and non-cloned methods are tagged with *AppLogic, Wrapper, Iterator, Conditions, Getter, Setter, Parser, and StringBuilder*. In most of these tags, except for *Wrapper, Parser, and StringBuilder*, there are more non-cloned methods than cloned methods. The observation indicates that although cloning exist in most of the functionalities, there exists some functionalities where methods have many structural similarities to be deemed clones.

To test whether the distribution of cloned and non-cloned methods across the functionality tags are statistically different, we conducted a Chi-Square test. The test result ($\chi^2 = 35.119, p = 0.009, df = 18$) shows that the distributions are statistically different.

Listing 3.6: An example clone pair (Type-3), demonstrating string builder like behavior.

```java
    private static void appendTextRow(final ByteBuffer buffer, final Appendable dest, final int startPos,
          final int columns) throws IOException {
        final int limit = buffer.limit();
        int pos = startPos;
        dest.append('[');
        dest.append(']');
```
for (int c = 0; c < columns; c++) {
    for (int i = 0; i < 8; i++) {
        if (pos >= limit) {
            dest.append(' ');
        } else {
            final char v = (char) (buffer.get(pos++) & 0xff);
            if (Character.isISOControl(v)) {
                dest.append('.');
            } else {
                dest.append(v);
            }
        }
    }
    dest.append(' ');
    dest.append(']');
}

dest.append(']');
}

private static void appendHexRow(final CharBuffer buffer, final Appendable dest, final int startPos, final int columns) throws IOException {
    final int limit = buffer.limit();
    int pos = startPos;
    for (int c = 0; c < columns; c++) {
        for (int i = 0; i < 8; i++) {
            if (pos >= limit) {
                dest.append(' ');
            } else {
                final char v = buffer.get(pos);
                final String hexVal = Integer.toString(v, 16);
                dest.append("0000".substring(hexVal.length()));
                dest.append(hexVal);
            }
        }
        dest.append(']');
    }
    dest.append(']');
    dest.append(']');
}
Listing 3.7: An example clone pair (Type-3), demonstrating complex setter behavior.

```java
public void setDefaultPrefix( final String prefixString ) {
    try {
        lock.writeLock().lock();
        if (prefixString == null || StringUtils.isBlank(prefixString)) {
            defaultPrefix = null;
        } else {
            if (prefixes != null) {
                if (!prefixes.contains(prefixString)) {
                    throw new IllegalArgumentException("The given prefix is not part of the prefixes.");
                }
                defaultPrefix = prefixString;
            }
        } finally {
            lock.writeLock().unlock();
        }
    }
}

public void setPrefix( final String prefixString ) {
    try {
        lock.writeLock().lock();
        if (prefixString == null || StringUtils.isBlank(prefixString)) {
            localPrefix.remove();
        } else {
            if (prefixes != null) {
                if (!prefixes.contains(prefixString)) {
                    throw new IllegalArgumentException("The given prefix is not part of the prefixes.");
                }
                localPrefix.set(prefixString);
            }
        } finally {
            lock.writeLock().unlock();
        }
    }
```
Listing 3.8: An example clone pair (Type-2), demonstrating complex getter behavior.

```java
public HTML getOptionsCaption() {
    if (optionsCaption == null) {
        optionsCaption = new HTML();
        optionsCaption.setStyleName(CLASSNAME + "-caption-left");
        optionsCaption.getElement().getStyle().setFloat(com.google.gwt.dom.client.Style.Float.LEFT);
        captionWrapper.add(optionsCaption);
    }
    return optionsCaption;
}

public HTML getSelectionsCaption() {
    if (selectionsCaption == null) {
        selectionsCaption = new HTML();
        selectionsCaption.setStyleName(CLASSNAME + "-caption-right");
        selectionsCaption.getElement().getStyle().setFloat(com.google.gwt.dom.client.Style.Float.RIGHT);
        captionWrapper.add(selectionsCaption);
    }
    return selectionsCaption;
}
```

3.1.7.2 Analysis of Clone Pairs

After looking at cloned and non-cloned methods individually, we wanted to find out more about the clones, and why they were being identified as such. Are they auto-generated or copy-pasted then modified? Are there any signs that could tell us that developers were aware of a method before they decided to create a clone of it? This required us to do a deeper analysis of clone methods where we not only looked at the code of the clone pairs, but also the Java files they come from. To this end, we analyzed 32 randomly selected clone pairs in search for the type of cloning among the pairs of methods. The number 32 was selected arbitrarily.
Figure 3.24: Distribution of cloned and non-cloned methods across functionality tags. The Vertical-axis shows the functionality tags and the Horizontal-axis shows the number of methods in each functionality tag.

<table>
<thead>
<tr>
<th>Type-1</th>
<th>Type-2</th>
<th>Type-3</th>
<th>Same File</th>
<th>A.Gen.</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>16</td>
<td>12</td>
<td>13</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.6: Results: analysis of 32 clone pairs
Table 3.6 shows the results of this analysis. The table has two sides, to distinguish between the type of cloning (1, 2 or 3) and the two additional characteristics we found interesting: whether the methods were found in the same file or not, and whether they were automatically generated or not.

As expected we found a variety of types of cloning, from identical (Type-1) to less identical (Type-3). There were 13 instances where both members of a clone pair have the same Java source file. We looked into the source file for each clone pair and found that in 7 out of 13 cases these methods appear consecutively next to each other. Also, none of the 13 methods appear to be auto-generated. We infer from the above two observations that the developers were possibly aware of the existence of these 7 similar methods. However, a more in-depth analysis of version history of these files would be required to conclude with confidence that the developers were aware of these similar methods.

In all of these cases of same-file clones, separation of concerns seemed to be the design rationale that the developers chose to follow. For example, consider the clone pairs shown in Listing 3.9. The method on the top, \texttt{expandItemsRecursively}, is structurally very similar to the method at the bottom, \texttt{collapseItemsRecursively}. The \texttt{expandItemsRecursively} method calls \texttt{expandItem} inside the \texttt{while} loop, whereas the other method calls \texttt{collapseItem} method inside the \texttt{while} loop. Also, there is an additional call to \texttt{requestRepaint} method made inside the \texttt{expandItemsRecursively} method. Functionally these two methods are performing the opposite functions, but structurally these are Type-3 clones. The developers chose to implement the two functions separately in two different methods instead of abstracting the commonalities into a third method.
We observed 5 instances where the methods in the clone pairs were generated using some code generator. In all such instances the members of the clone pair were found in different
Java source files. All of these clone pairs were Type-2 clones. Listing 3.11 shows a clone pair that was generated using JavaTM Architecture for XML Binding (JAXB). Both methods look very similar in structure and functionality. Each method copies an object of a different type to another object. We looked at the source files for these two methods; the method on the top comes from a file named FeatureListURL.java and the method on the bottom comes from a file named StyleSheetURL.java. We found comments in both of these files, shown in Listing 3.10, indicating that both these files were auto-generated.

Listing 3.10: comments taken from StyleSheetURL.java indicating that the source file are auto-generated

```java
//
// This file was generated by the JavaTM Architecture for XML Binding (JAXB) Reference Implementation, vhudson-jaxb-ri-2.1-2
// See http://java.sun.com/xml/jaxb
// Generated on: 2011.02.20 at 12:49:02 PM MEZ
// Any modifications to this file will be lost upon recompilation of the source schema.
// Generated on: 2011.02.20 at 12:49:02 PM MEZ
/
```

One could write a generic method to avoid creation of clones, but since these are generated methods, maintainability may not be important. Should there be any need of bug fixes or modifications, the developers can modify the code generator and all members of the clone groups will get updated.

Listing 3.11: Type-2 clones, demonstrating generated methods

```java
public Object copyTo(ObjectLocator locator, Object target, CopyStrategy strategy) {
    final Object draftCopy = ((target == null)?createNewInstance():target);
    if (draftCopy instanceof FeatureListURL) {
        final FeatureListURL copy = ((FeatureListURL) draftCopy);
        if (this.format!= null) {
            String sourceFormat;
            sourceFormat = this.getFormat();
            String copyFormat = ((String) strategy.copy(LocatorUtils.property(locator, "format", sourceFormat), sourceFormat));
            copy.setFormat(copyFormat);
        } else {
            copy.format = null;
        }
    }
}
```
if (this.value!= null) {
    String sourcevalue;
    sourcevalue = this.getvalue();
    String copyvalue = ((String) strategy.copy(LocatorUtils.property(locator, "value", sourcevalue), sourcevalue));
    copy.setValue(copyvalue);
} else {
    copy.value = null;
}
return draftCopy;
}

public Object copyTo(ObjectLocator locator, Object target, CopyStrategy strategy) {
    final Object draftCopy = ((target == null)?createNewInstance():target);
    if (draftCopy instanceof StyleSheet) {
        final StyleSheet copy = ((StyleSheet) draftCopy);
        if (this.format!= null) {
            String sourceFormat;
            sourceFormat = this.getFormat();
            String copyFormat = ((String) strategy.copy(LocatorUtils.property(locator, "format", sourceFormat), sourceFormat));
            copy.setFormat(copyFormat);
        } else {
            copy.format = null;
        }
        if (this.value!= null) {
            String sourcevalue;
            sourcevalue = this.getvalue();
            String copyvalue = ((String) strategy.copy(LocatorUtils.property(locator, "value", sourcevalue), sourcevalue));
            copy.setValue(copyvalue);
        } else {
            copy.value = null;
        }
        return draftCopy;
    }
}
3.1.7.3 Analysis of Clone Groups

In order to understand why there are more small methods, we turned to analyzing clone groups, i.e. the set of methods that were identified as clones of a common method. To this end, we divided the cloned methods from subsection 3.1.7.1 into two subsets: i) set of cloned methods which are very small (VS and small S); and ii) the set of cloned methods which are large (L and very large VL). For each method in these two sets, we created a set of methods that were reported as its clones. This gave us the clone groups for each method. We named the clone groups obtained from smaller (VS and S) methods as Clone Groups with Small Methods. Conversely, we named the clone groups obtained from the larger (L and VL) as Clone Groups with Large Methods. We then analyzed these groups looking for differences and similarities in these groups.

Figure 3.25 shows the distribution of clone groups in the entire dataset. The X-axis in the left histogram represents the number of members in the clone groups. Whereas the X-axis in the right histogram has been transformed into the log_{10} scale. The Y-axis, in both histograms, represents the percentage of clone groups.

To get a better picture of the distribution, we are showing the histogram in linear and log scale. We call clone groups with 2 to 10 members Small clone groups, clone groups with
11 to 100 members as *Medium clone groups*, clone groups with 101 to 1000 as *Large clone groups*, and clone groups with more than 1000 members are *Very large clone groups*. The authors decided and agreed upon these thresholds based on human intuitions.

There are approximately 60% of the clone groups that fall into *Small clone group* ($\log_{10} 0.5 = 3.16, \log_{10} 1.5 = 31.6, \log_{10} 2.5 = 316.22$, and $\log_{10} 3.5 = 3162.2$); around 20% in *Medium clone group*; and around 20% in *Large* and *Very large clone groups* combined. We note that these clone groups should not be confused with clone classes. In a clone class, all members of the class are reported to be clones of each other, whereas in a clone group, all members of the group are reported to be clones of one method. It could be possible that some or all of the members of a clone group could be clones of each other, but it is not a necessary condition. We did not compute clone classes because computing clone classes is not trivial and SourcererCC currently does not support reporting clone classes.

**Clone Groups with Small Methods.** While looking at the clone groups we saw some *large clone groups* (>100 methods in a group), hinting towards the use of code generators. We looked at the Java source files for some of the methods, specifically looking for comments indicating the use of code generators; we found many instances where the methods were auto-generated. We noticed some patterns: i) the large clone groups usually indicate the use of a code generator; ii) the cloned methods which are auto-generated usually exhibit Type-2 cloning, however we did find some instances of Type-3 clones as well; and iii) smaller auto-generated methods show more instances of Type-2 cloning than Type-3, which are more prevalent in larger methods.

Table 3.7 shows some of the largest clone groups that we observed. Column *Project* shows the name of the project where the clone group was found; column *Count* shows the number of methods present in the group; column *Type* shows the type of clones we observed (Type-1, Type-2, and Type-3); the last column, *A.Gen.* shows whether the methods in the clone group are auto-generated or not; the Value $?$, means that we are not sure, in the absence of
<table>
<thead>
<tr>
<th>Project</th>
<th>Count</th>
<th>Type</th>
<th>A.Gen.</th>
</tr>
</thead>
<tbody>
<tr>
<td>jython-standalone@2.5.2</td>
<td>5,474</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>hapi-osgi-base@2.0-beta1</td>
<td>4,421</td>
<td>2,3</td>
<td>Yes</td>
</tr>
<tr>
<td>geronimo-schema-jee_5@1.2</td>
<td>2,974</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>geronimo-schema-javaee_6@1.0</td>
<td>2,288</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>cxf-testutils@2.6.0</td>
<td>2,077</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>portal-service@6.1.0</td>
<td>1,125</td>
<td>2,3</td>
<td>?</td>
</tr>
<tr>
<td>cmlxom@3.1</td>
<td>880</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>openejb-ittests-client@4.0.0-beta-2</td>
<td>575</td>
<td>2</td>
<td>?</td>
</tr>
<tr>
<td>aws-java-sdk@1.3.8</td>
<td>378</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>dsl-pom@5.0.0</td>
<td>126</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>trove4j@3.0.2</td>
<td>126</td>
<td>2</td>
<td>?</td>
</tr>
<tr>
<td>axis2-adb@1.6.2</td>
<td>94</td>
<td>1</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 3.7: Clone groups of smaller (VS and S) methods

any reliable indicators, if the members were auto-generated.

As the table shows, most of the large clone groups that we saw were auto-generated, which, in retrospect, is not surprising. Row 1 in Table 3.7 shows one large clone group with 5,474 members. This clone group belongs to jython-standalone@2.5.2 project. We looked at around 100 random methods of this clone group and they all were auto-generated and showed Type-2 cloning. Listing 3.12 shows an example pair for this clone group.
Similarly, in other large clone groups (Table 3.7), we observed that code generated using templates is one of the major causes behind the structural similarities in the members of large clone groups.

**Clone Groups with Large Methods.** Table 3.8 shows some of the clone groups that we observed in the set of large ($L$ and very large $VL$) cloned methods. Structurally, the table is identical to Table 3.7.

We observed a pattern similar to what we observed in Section 3.1.7.3 – the larger clone groups contain methods that are auto-generated. Row 1 in Table 3.8 shows a large clone group (2,345 members). The members of this group are auto-generated using *JacORB IDL compiler*, as mentioned in their Java source files. Similarly, we found other clone groups where
the cloning can be associated to code generators. Unlike our observations in Section 3.1.7.3, where Type-2 dominated the clones in larger clone groups, we saw both, Type-2 and Type-3 clones as shown in Table 3.8.

### Small vs. Large Cloned Methods

Comparing tables 3.7 and 3.8, it appears that methods which are automatically generated using some template, and that end up being very similar, tend to be small rather than large. Table 3.7, with the small methods, shows many very large clone groups with more than 1,000 methods, whereas Table 3.8 shows only one clone group with more than 1,000 methods.

### 3.1.7.4 Summary of Mixed Method Analysis Findings

To understand why cloned methods, on average, were found to be smaller than the non-cloned methods we performed the mixed method analysis. We also compared the two types of methods based on their *comprehensibility* and *usefulness of comments* found in them. Additionally we looked into whether cloned and non-cloned methods perform similar functionalities or not.

Our analysis allowed us to gain some additional insights as to why cloned methods in our dataset are smaller than non-cloned methods. We found one possible factor that may lead to the size differences – among the methods identified as clones, a very large number of them seem to be automatically generated. We found many very large clone groups with more than

---

<table>
<thead>
<tr>
<th>Project</th>
<th>Count</th>
<th>Type</th>
<th>A.Gen.</th>
</tr>
</thead>
<tbody>
<tr>
<td>jacorb@2.3.1</td>
<td>2,345</td>
<td>2,3</td>
<td>Yes</td>
</tr>
<tr>
<td>iso-19139-d_2006_05_04-schema@1.0.3</td>
<td>209</td>
<td>2,3</td>
<td>Yes</td>
</tr>
<tr>
<td>sfee@1.0.4</td>
<td>165</td>
<td>2,3</td>
<td>Yes</td>
</tr>
<tr>
<td>esper@4.6.0</td>
<td>21</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>jackrabbit-spi-commons@2.4.1</td>
<td>17</td>
<td>2,3</td>
<td>Yes</td>
</tr>
<tr>
<td>portal-impl@6.1.0</td>
<td>4</td>
<td>3</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3.8: Clone groups of larger ($L$ and $VL$) methods
1,000 methods each. Furthermore, it seems that these automatically generated methods tend to be smaller rather than larger. This may explain why so many cloned methods are small, rather than following the size distribution of their non-cloned counterparts.

The analysis pointed out to the presence of bodiless methods (interfaces) in our dataset. This could have impacted our findings; so we performed the quantitative analysis (see Section 3.1.6.3) again after removing such methods and their clones from the dataset. The results did not change our findings; ensuring that the number of such bodiless methods were not enough to impact the findings of this study.

We did not observe any statistically significant difference between cloned and non-cloned methods with respect to the comprehensibility and usability of comments.

We also found that certain functionality (e.g. parsing and building strings) tends to be more pervasive in cloned methods than non-cloned methods, suggesting that these kinds of functionality often come in multiple, but similar, flavors for the same objects.

Additionally, we gained some more insights about cloned methods. Specifically, among the clones that do not seem to be automatically generated, we found many instances of multi-purpose methods, i.e. methods that have very similar structure and vocabulary but do the opposite (expand vs. collapse, etc.).

3.1.8 Limitations of this Study

The results of this study are from a large number of open source software projects written in Java. Although we chose subject projects that exhibit variety in their size and type, several factors such as development practices within OSS communities, release cadence, and team size might have an impact on the observed phenomena. Thus drawing general conclusions from empirical studies such as this is difficult because the results depend on many relevant
confounding variables [13]. For this reason, we cannot assume a priori that the results of this study generalize beyond the setting for which it was conducted. However, the overall results of this study showed several commonalities across a wide range of OSS Java projects and indicate that the results hold for more than just the studied projects.

Moreover, the clone detection studies are affected by the configuration of the tools [157]. We mitigate this risk by using the configuration of SourcererCC for which the tool authors have reported a very high precision and recall. SourcererCC has been previously compared to other state of the art clone detectors and shown to deliver state of the art precision and recall [137]. Also, we conducted a manual validation of a statistically significant sample of SourcererCC’s output. The validation suggests that the SourcererCC is accurate on the dataset used in this study, giving 97% precision.

A major part of this study is to generate the dataset by joining results from two different tools. We used fully qualified method name (FQMN) as a common field to join the results. The join merges the two results, but produces inconsistent output in the presence of overloaded methods, owing to the same FQMNs. We addressed this issue by removing all overloaded methods from our dataset. We note that the removal of overloaded methods may introduce a systematic bias, as one could argue that overloaded methods are usually similar in their semantics which could lead to similar code. Though this step removed a lot of methods from our dataset, our dataset still contains a large number of cloned and non-cloned methods to instill confidence in the results.

In the absence of reliable indicators and tools to automatically identify auto-generated code from the manually written code, we could not test if and how much of the difference in the size of cloned and non-cloned methods could be explained by the presence of auto-generated code. The random samples that we manually analyzed do indicate that the auto-generated methods could be one possible factor that leads to the size difference.
Another concern is the reliability in the mixed method analysis. That is, if the analysis is replicated, would the findings be the same? To this end, we conducted a calibration session where we answered two questions: i) how often do the judges agree with each other, and ii) what is the judges’ consistency in making a choice on the Likert scale. We found that the judges agree, on an average, with each other 4 out of 5 times and that they are consistent on the Likert scale 7 out of 10 times. But when they are inconsistent, they are inconsistent mostly by 1 point on the Likert scale.

3.1.9 Conclusion

We conducted a statistical study to explore if there exists any difference between the quality of cloned methods and non-cloned methods, as measured by well-known software quality metrics. The dataset consists of 3,562 open source Java projects containing 412,705 cloned and 616,604 non-cloned methods. The study uses 27 software metrics, as a proxy for quality, spanning across complexity, modularity, and documentation categories.

Statistically we find no evidence that the cloned methods are different from the non-cloned methods for most of the metrics. The main exception pertained to size: we found that cloned methods, on an average (median NOS), are 18% smaller than the non-cloned methods, which may indicate that developers are careful to copy-paste only small(er) pieces of code. Additionally, there are only three metrics $NEXP$, $HEFF$, and $XMET$ where the cloned methods are significantly different than the non-cloned methods. Also, our observations resonate with other studies in finding that size is a confounding variable in such studies. Similar to what is described in [100], normalizing the metrics for size does not always make the metrics completely independent of size.

We performed a mixed method analysis to understand why the cloned methods differ from the non-cloned methods with respect to the size metric. We found one possible factor that
may lead to the size differences—presence of many small auto-generated methods that are deemed clones because of their similar structure. Additionally, we gained some more insights about cloned methods. Specifically, among the clones that do not seem to be automatically generated, we found many instances of multi-purpose methods, i.e. methods that have very similar structure and vocabulary but do the opposite (expand vs. collapse, etc.). We also looked into if cloned and non-cloned methods perform fundamentally different functions, and found that certain functionality tends to be more pervasive in cloned methods than non-cloned methods. Additionally, we manually evaluated the comments and found no statistically significant difference between the cloned and non-cloned methods with respect to the usability of comments. Also, the cloned and non-cloned methods showed no statistically significant difference with respect to their comprehensibility to human observers.

**Dataset accessibility and Reproducibility:** We have made available all the necessary artifacts including raw data, detailed steps and scripts to process data, and analysis procedure to reproduce the statistical results to verify the claims. All artifacts are made available at: http://mondego.ics.uci.edu/projects/clone-metrics.

### 3.2 Study 2. How Much of GitHub is Duplicated?

This study explores the extent of cloning in Github, a popular software repository hosting online service. The study was conducted for projects written in four popular programming languages, namely, Java, Javascript, C++, and Python.

In the following sections, I will briefly describe the key aspects of this study including, the contributions, dataset, and summary of quantitative and qualitative analyses of our results along with the analysis pipeline. I will also describe the challenges we faced owing to the scale of our study, and how we addressed them.
Table 3.9: File-hash duplication in subsets.

<table>
<thead>
<tr>
<th></th>
<th>10K Stars</th>
<th>10K Commits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java</td>
<td>9%</td>
<td>6%</td>
</tr>
<tr>
<td>C/C++</td>
<td>41%</td>
<td>51%</td>
</tr>
<tr>
<td>Python</td>
<td>28%</td>
<td>44%</td>
</tr>
<tr>
<td>JavaScript</td>
<td>44%</td>
<td>66%</td>
</tr>
</tbody>
</table>

We expected to answer the following questions: How much code cloning is there, how does cloning affect datasets of software written in different languages, and through which processes does duplication come about?

We conducted this study at three levels of similarity. A file hash gives a measure of file that are copied across projects without changes. A token hash captures minor changes in spaces, comments and ordering. Lastly, SourcererCC captures files with 80% token-similarity. This gives an idea of how many files have been edited after cloning.

### 3.2.1 Contributions

This study provides a tool to assist selecting projects from GitHub. DéjàVu is a publicly available index of file-level code duplication. The novelty of this work lies partly in its scale; it is an index of duplication for the entire GitHub repository for four popular languages, Java, C++, Python and JavaScript. Figure 3.26 illustrates the proportion of duplicated files for different project sizes and numbers of commits (Section 3.2.4 explains how these heatmaps were generated). The heatmaps show that as project size increases the proportion of duplicated files also increases. Projects with more commits tend to have fewer project-level clones. Finally JavaScript projects have the most project-level clones, while Java projects have the fewest.

The clone map from which the heatmaps were produced is the main contribution of this study. It can be used to understand the similarity relations in samples of projects or to
curate samples to reduce duplicates. DéjàVu can be used to curate datasets, i.e. remove projects with too many clones. Besides applicability to research, our results can be used by anyone who needs to host large amounts of source code to avoid storing duplicate files. Our clone map can also be used to improve tooling, e.g. being queried when new files are added to projects to filter duplicates.

Figure 3.26: Map of code duplication. The y-axis is the number of commits per project, the x-axis is the number of files in a project. The value of each tile is the percentage of duplicated files for all projects in the tile. Darker means more clones.
3.2.2 Analysis Pipeline

Our analysis pipeline is outlined in Figure 3.27. The pipeline starts with local copies of the projects that constitute our corpus. From here, code files are scanned for fact extraction and tokenization. Two of the facts are the hashes of the files and the hashes of the tokens of the files. File hashes identify exact duplicates; token hashes allow catch clones up with minor differences. While permutations of same tokens may have the same hash, they are unlikely. Clones are dominated by exact copies, and we did not observe any such collision in randomly sampled pairs. Files with distinct token hashes are used as input to the near-miss clone detection tool, SourcererCC. While our JavaScript pipeline was developed independently, data formats, database schema and analysis scripts are identical.

3.2.2.1 Tokenization

Tokenization transforms a file into a “bag of words,” where occurrences of each word are recorded. Consider, for instance, the Java program:
```java
package foo;

public class Foo {  // Example Class
    private int x;
    public Foo(int x) { this.x = x; }
    private void print() { System.out.println("Number: "+x) }
    public static void main() { new FooNumber(4).print(); }
}
```

Tokenization removes comments, white space, and terminals. Tokens are grouped by frequency, generating:

Java Foo:

- `(package,1),(foo,1) ,( public,3) ,( class ,1) ,(Foo,2),( private ,2) ,( int ,2) ,(x,5) ,
  (this ,1) ,(void,2) ,(print ,2) ,(System,1),(out,1),(println ,1) ,(Number,1),(static,1),
  (main,1),(new,1),(FooNumber,1),(4,1)]`

The tokens `package` and `foo` appear once, `public` appears three times, etc. The order is not relevant. During tokenization we also extract additional information: (1) *file hash* – the MD5 hash of the entire string that composes the input file; (2) *token hash* – the MD5 hash of the string that constitutes the tokenized output; (3) *size in bytes*; (4) *number of lines*; (5) *number of lines of code* without blanks; (6) *number of lines of source* without comments; (7) *number of tokens*; and (8) *number of unique tokens*. The tokenized input is used both to build a relational database and as input to SourcererCC. The use of MD5 (or any hashing algorithm) runs the risk of collisions, given the size of our data they are unlikely to skew the results.

### 3.2.2.2 Database

The data extracted by the tokenizer is imported into a MySQL database. The table `Projects` contains a list of projects, with a unique identifier, a path in our local corpus and the project’s URL. `Files` contains a unique id for a file, the id of the project the file came from, the relative paths and URLs of the file and the file hash. The statistics for each file are stored in the table `Stats`, which contains the information extracted by the tokenizer. The tokens themselves
are not imported. The Stats table has the file hash as unique key. With this, we get an immediate reduction from files to hash-distinct files. Two files with distinct file hashes may produce the exact same tokens, and, therefore the same token hash. This could happen when the code of one file is a permutation of another. The converse does not hold: files with distinct token hashes must have come from files with distinct file hashes. For source code analysis, file hashes are not necessarily the best indicators of code duplication; token hashes are more robust to small perturbations. We use primarily token hashes in our analysis.

### 3.2.2.3 Project-Level Analysis

Besides file-level analysis, we also look for projects with significant overlap with other projects. This is done with a script that queries the database making an intersection of the project files’ distinct token hashes. This script produces pairs of projects that have significant overlap in at least one direction. The results are of the form: A cloned in B at x%, B cloned in A at y%, where x% of project A’s files (in tokenized form) are found also in project B, and y% of project B’s files (in tokenized form) are found in project A. Calculating project-level information is done in two steps. First, collect all the files from a project A, say, for example there are 4 files in A: Then find the token-hash duplicates for each of these files in other projects. It might be something like:
There are 3 files from A with duplicates in B, making A a clone of B at 75%. Conversely, there are 4 files in B with duplicates in A; assuming B has a total of 20 files, then B is cloned in A at 20%. A file can be in other project multiple times (e.g. in different directories) as is File 1.

3.2.2.4 SourcererCC

The concept of inexact code similarity has been studied in the code cloning literature. Blocks of code that are similar are called near-miss clones, or near-duplication [126]. SourcererCC estimates the amount of near-duplication in GitHub with a “bag of words” model for source code rather than more sophisticated structure-aware clone detection methods. It has been shown to have good precision and recall, comparable to more sophisticated tools [133]. A part of the reason why we decided to use SourcererCC as our tool of choice was because SourcererCC has been demonstrated to be the most scalable near-miss Type III clone detector publicly available at that time. It has been demonstrated that SourcererCC can successfully scale to 250 million lines of code across 25,000 Java projects. Its input consists of non-empty files with distinct token hashes. SourcererCC finds clone pairs between these files at a given level of similarity. We have selected 80% similarity as this has given good empirical results. Ideally one could imagine varying the level of similarity and reporting a range of results. But this would be computationally expensive and, given the relatively low numbers of near-miss clones, would not affect our results.
Table 3.10: GitHub Corpus.

<table>
<thead>
<tr>
<th>Counts</th>
<th>Java</th>
<th>C++</th>
<th>Python</th>
<th>JavaScript</th>
</tr>
</thead>
<tbody>
<tr>
<td># projects (total)</td>
<td>3,506,219</td>
<td>1,130,879</td>
<td>2,340,845</td>
<td>4,479,173</td>
</tr>
<tr>
<td># projects (non-fork)</td>
<td>1,859,001</td>
<td>554,008</td>
<td>1,096,246</td>
<td>2,011,875</td>
</tr>
<tr>
<td># projects (downloaded)</td>
<td>1,481,468</td>
<td>369,440</td>
<td>909,290</td>
<td>1,778,679</td>
</tr>
<tr>
<td># projects (analyzed)</td>
<td>1,481,468</td>
<td>364,155</td>
<td>893,197</td>
<td>1,755,618</td>
</tr>
<tr>
<td># files (analyzed)</td>
<td>72,880,615</td>
<td>61,647,575</td>
<td>31,602,780</td>
<td>261,676,091</td>
</tr>
<tr>
<td>Medians</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Files/project</td>
<td>9 ($\sigma = 600$)</td>
<td>11 ($\sigma = 1304$)</td>
<td>4 ($\sigma = 501$)</td>
<td>6 ($\sigma = 1335$)</td>
</tr>
<tr>
<td>SLOC/file</td>
<td>41 ($\sigma = 552$)</td>
<td>55 ($\sigma = 2019$)</td>
<td>46 ($\sigma = 2196$)</td>
<td>28 ($\sigma = 2736$)</td>
</tr>
<tr>
<td>Stars/project</td>
<td>0 ($\sigma = 71$)</td>
<td>0 ($\sigma = 119$)</td>
<td>0 ($\sigma = 99$)</td>
<td>0 ($\sigma = 324$)</td>
</tr>
<tr>
<td>Commits/project</td>
<td>4 ($\sigma = 336$)</td>
<td>6 ($\sigma = 1493$)</td>
<td>6 ($\sigma = 542$)</td>
<td>6 ($\sigma = 275$)</td>
</tr>
</tbody>
</table>

### 3.2.3 Corpus

The GitHub projects were downloaded using the GHTorrent database and network [50] which contains meta-data such as number of stars, commits, committers, whether projects are forks, main programming language, date of creation, etc., as well as download links. While convenient, GHTorrent has errors: 1.6% of the projects were replicated entries with the same URL; only the youngest of these was kept for the analysis.

Table 3.10 gives the size of the different language corpora. We skipped forked projects as forks contain a large amount of code from the original projects, retaining those would skew our findings. Downloading the projects was the most time-consuming step. The order of downloads followed the GHTorrent projects table, which seems to be roughly chronological.

Some of the URLs failed to produce valid content. This happened in two cases: when the projects had been deleted, or marked private, and when development for the project happens in branches other than master. Thus, the number of downloaded projects was smaller than the number of URLs in GHTorrent. For each language, the files analyzed were files whose extensions represent source code in the target languages. For Java: .java; for Python: .py; for JavaScript: .js, for C/C++: .cpp .hpp .HPP .C .h .C .cc .CPP .C++ and .cp. Some projects did not have any source code with the expected extension, they were excluded.
The medians in Table 3.10 give additional properties of the corpus, namely the number of files per (non-empty) project, the number of Source Lines of Code (SLOC) per file, the number of stars and the number of commits of the projects. In terms of files per project, Python and JavaScript projects tend to be smaller than Java and C++ projects. C++ files are considerably larger than any others, and JavaScript files are considerably smaller. None of these numbers is surprising. They all confirm the general impression that a large number of projects hosted in GitHub are small, not very active, and not very popular. Figures 3.28 and 3.29 illustrate the basic size-related properties of the projects we analyzed, namely the distribution of files per project and the distribution of Source Lines of Code (SLOC) per file. For JavaScript we give data with and without NPM (it is a cause of a large number
of clones). Without NPM means that we ignored files downloaded by the Node Package Manager.

3.2.4 Summary of Results

We present analyses of the data at two levels of detail: file and project level.
3.2.4.1 File-Level Analysis

Table 3.11 shows a summary of the findings for files. “SCC dup files” is the number of files, out of the distinct token-hash files, that SourcererCC has identified as clones; similarly, “SCC unique files” is the number of files for which no clones were detected. Figure 3.30 (top row) charts the numbers in Table 3.11. The duplicated files (dark grey) are the files that are duplicate of at least one of the distinct token-hash files (light grey); further, the distinct token-hash files are split between those for which SourcererCC found at least one similar file (cloned files, grey) and those for which SourcererCC did not find any similar file (unique files, in white).

The amount of duplication varies with the language: the JavaScript ecosystem contains the largest amount of duplication, with 94% of files being file-hash clones of the other 6%; the Java ecosystem contains the smallest amount, but even for Java, 40% of the files are duplicates; the C++ and Python ecosystems have 73% and 71% copies, respectively. As for near-duplicates, Java contains the largest percentage: 46% of the files are near-duplicate clones. The ratio of near-miss clones is 43% for Java, 39% for JavaScript, and 32% for Python.

<table>
<thead>
<tr>
<th></th>
<th>Java</th>
<th>C++</th>
<th>Python</th>
<th>JavaScript</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total files</td>
<td>72,880,615</td>
<td>61,647,575</td>
<td>31,602,780</td>
<td>261,676,091</td>
</tr>
<tr>
<td>File hashes</td>
<td>43,713,084 (60%)</td>
<td>16,384,801 (27%)</td>
<td>9,157,622 (29%)</td>
<td>15,611,029 (6%)</td>
</tr>
<tr>
<td>Token hashes</td>
<td>40,786,858 (56%)</td>
<td>14,425,319 (23%)</td>
<td>8,620,326 (27%)</td>
<td>13,587,850 (5%)</td>
</tr>
<tr>
<td>SCC dup files</td>
<td>18,701,593 (26%)</td>
<td>6,200,301 (10%)</td>
<td>2,732,747 (9%)</td>
<td>5,245,470 (2%)</td>
</tr>
<tr>
<td>SCC unique files</td>
<td>22,085,265 (30%)</td>
<td>8,225,018 (13%)</td>
<td>5,887,579 (19%)</td>
<td>8,342,380 (3%)</td>
</tr>
</tbody>
</table>

Table 3.11: File-Level Duplication.
3.2.4.2 File-Level Analysis Excluding Small Files

We redid our analysis after excluding smaller files to remove files that are trivial (empty) or do not contain enough code to represent any specific functionality. Specifically, we excluded all files with less than 50 tokens. Table 3.12 and Figure 3.30 (bottom row) show the results.

Although the absolute number of files and hashes change significantly, the changes in ratios

\[ \text{This threshold is arbitrary. It is based on our observations of small files; other values can be used.} \]

Table 3.12: File-level duplication excluding small files.

<table>
<thead>
<tr>
<th></th>
<th>Java</th>
<th>C++</th>
<th>Python</th>
<th>JavaScript</th>
</tr>
</thead>
<tbody>
<tr>
<td># of files</td>
<td>57,240,552</td>
<td>49,507,006</td>
<td>23,382,050</td>
<td>162,136,892</td>
</tr>
<tr>
<td>% of corpus</td>
<td>79%</td>
<td>80%</td>
<td>74%</td>
<td>62%</td>
</tr>
<tr>
<td>File hashes</td>
<td>34,617,736 (60%)</td>
<td>13,401,948 (27%)</td>
<td>7,267,097 (31%)</td>
<td>11,444,667 (7%)</td>
</tr>
<tr>
<td>Token hashes</td>
<td>32,473,052 (58%)</td>
<td>11,893,435 (24%)</td>
<td>6,949,894 (30%)</td>
<td>10,074,582 (6%)</td>
</tr>
<tr>
<td>SCC dup files</td>
<td>14,626,434 (26%)</td>
<td>5,297,028 (10%)</td>
<td>2,105,769 (9%)</td>
<td>3,896,989 (2%)</td>
</tr>
<tr>
<td>SCC unique files</td>
<td>17,848,618 (31%)</td>
<td>6,596,407 (13%)</td>
<td>4,844,125 (21%)</td>
<td>6,177,593 (4%)</td>
</tr>
</tbody>
</table>
of the hashes and SCC results are small. When they are noticeable, they show that there is slightly less duplication in this dataset than in the entire dataset. Comparing Table 3.12 with Table 3.11 shows that small files account for a slightly higher presence of duplication, but not that much higher than the rest of the corpus.

### 3.2.4.3 Inter-Project Analysis

Next, we looked into inter-project cloning, i.e., how many projects are exact and near-duplicates of other projects, even though they are not technically *forks*? The results are shown in Table 3.13 and Figure 3.31.

<table>
<thead>
<tr>
<th></th>
<th>Java</th>
<th>C++</th>
<th>Python</th>
<th>JavaScript</th>
</tr>
</thead>
<tbody>
<tr>
<td># projects (analyzed)</td>
<td>1,481,468</td>
<td>364,155</td>
<td>893,197</td>
<td>1,755,618</td>
</tr>
<tr>
<td># clones ≥ 50%</td>
<td>205,663 (14%)</td>
<td>94,482 (25%)</td>
<td>159,224 (18%)</td>
<td>854,300 (48%)</td>
</tr>
<tr>
<td># clones ≥ 80%</td>
<td>135,168 (9%)</td>
<td>58,906 (16%)</td>
<td>94,634 (11%)</td>
<td>546,207 (31%)</td>
</tr>
<tr>
<td># clones 100%</td>
<td>87,220 (6%)</td>
<td>24,851 (7%)</td>
<td>51,589 (6%)</td>
<td>273,970 (15%)</td>
</tr>
<tr>
<td># exact dups</td>
<td>73,869 (5%)</td>
<td>19,809 (5%)</td>
<td>43,501 (5%)</td>
<td>198,556 (11%)</td>
</tr>
<tr>
<td># exact dups (≥ 10 files)</td>
<td>37,722 (3%)</td>
<td>10,286 (3%)</td>
<td>7,331 (1%)</td>
<td>78,972 (4%)</td>
</tr>
</tbody>
</table>

Table 3.13 shows the number of projects whose files exist in other projects at some overlap threshold – 50%, 80% and 100%, respectively. A normalization of these numbers over the total number of projects for each language is shown in Figure 3.31. JavaScript comes on top with respect to the amount of project-level duplication, with 48% of projects having 50% or more files duplicated in some other project, and an equally impressive 15% of projects being 100% duplicated.

The last two rows of Table 3.13 show the number of projects that are token-hash clones of some other project (apart from differences in white space, comments, and terminal symbols). While all other languages show 5% project level duplication (exact), the duplication in javascript is 11%, almost double of what observed in other languages.
3.2.5 SourcererCC Performance Improvements

As mentioned earlier, in this study, we explored the extent of cloning in the software project repositories hosted on GitHub. The study includes projects written in four popular programming languages, namely, Java, Python, C/C++, and JavaScript. In total, we analyzed 427,807,061 files across 4,494,438 projects. The size of our dataset posed challenges related to both scalability and execution time. To be able to use SourcererCC at this scale in a reasonable time, we identified and addressed performance bottlenecks in the design of SourcererCC. In this section, I describe these performance bottlenecks and how we addressed them.

Though SourcererCC was the fastest near-miss scalable clone detector available at the time of this study, it was not fast enough to complete clone detection on our dataset in a reasonable time. We identified large number of expensive I/O operations to be the major reason behind the slowness of SourcererCC at this scale. These I/O bottlenecks are described below.
• SourcererCC creates the inverted index of code blocks in order to speed up the process of clone detection. With the increase in the size of dataset, the size of inverted index also increases, making it difficult to load this index in memory. Having an on-disk index slows down SourcererCC as every query to the index leads to a disk I/O operation.

• One good approach to speed up the execution time is to create multiple partitions of a large query file such that, each of these partitions contains a subset of queries from the given large query file. One can then run multiple instances of SourcererCC to detect clones for each of these smaller partitioned query files. This approach improves the execution time by running several queries in parallel. Each of the instances of SourcererCC, however, requires the entire inverted index created using the complete dataset. And therefore, in this approach, the issue of expensive I/O remains unresolved.

• SourcererCC creates a global map of tokens and their frequencies in the given dataset. For large datasets, this global map increases in size and therefore cannot be stored in memory. To compare if a code block pair is a clone, SourcererCC makes several look-ups to this map which further increases disk I/O.

To address the above mentioned issues, we introduced the following design changes in SourcererCC.

• Size-based Input Partitioning. We partition the dataset into multiple partitions based on the size of the code blocks. We divide the dataset into multiple partitions, such that each partition contains only those code blocks which are within certain lower and the upper size limits. This size-based input partitioning is explained in Section 4.2.1.2. One key benefit of this partitioning strategy is that it allows us to identify all of the queries that need to be run on a specific partition. Moreover, any given query needs to be run only on one partition, making the partitions mutually exclusive.
We modified SourcererCC to make these mutually exclusive partitions. Multiple instances of SourcererCC can now be run on these mutually exclusive partitions, such that each instance of SourcererCC is responsible for creating and using the index of the code blocks present in its partition. The modification resulted into the creation of smaller indexes making them easier to load in the memory and save large amount of expensive I/O operations.

- Index Partitioning. Another important design modification is to use a second-level size-based partition of index within each top-level partition. We modified SourcererCC to have an upper bound on the size of the in-memory index. With this modification, SourcererCC creates an in-memory index of the blocks in its partition till it reaches the upper bound. It then queries this in-memory index for all of the queries in its partition to detect clones. Next, it discards the earlier index and creates another in-memory index of the remaining blocks in its partition and queries it again with all of the queries in the partition. This process goes on till all of the blocks in the partition are indexed. This strategy leads to fast in-memory lookups, thereby increasing the overall speed of clone-detection.

- Caching. SourcererCC creates and uses a global token-frequency map to compare the tokens of a candidate clone pair. To speed up the look up to this map, we created an in-memory LRU cache, a common strategy to avoid expensive disk or network I/O lookups.

The above design changes allowed us to run multiple instances of SourcererCC, each working on a smaller subset of the dataset. Moreover, the design changes reduced the amount of expensive disk I/O operations significantly. We compared the runtime performance of modified SourcererCC (InMemCC) with the published version of SourcererCC on IJaDataset [4], a large inter-project Java repository containing 25,000 open-source projects (3 million source files, 250MLOC) mined from SourceForge and Google Code. Only one instance was created for each SourcererCC and InMemCC to carry out this experiment.
The modified SourcererCC took 4 hours and 40 minutes to complete the execution whereas the published version of SourcererCC took 96 hours to complete clone detection. The design changes lead one (close to two) order of magnitude improvement in the execution time of SourcererCC. The changes enabled us to use the core engine of SourcererCC to detect clones much faster on very large datasets. The changes related to caching were led by Prof. Cristina Lopes, whereas I led the changes related to input partitioning and index partitioning.

3.2.6 Conclusions

The source control system upon which GitHub is built, Git, encourages forking projects and independent development of those forks. GitHub provides an easy interface for forking a project, and then for merging code changes back to the original projects. This is a popular feature: the metadata available from GHTorrent shows an average of 1 fork per project. However, there is a lot more duplication of code that happens in GitHub that does not go through the fork mechanism, and, instead, goes in via copy and paste of files and even entire libraries.

We presented an investigation of code cloning in GitHub for four of the most popular object-oriented languages: Java, C++, Python and JavaScript. The amount of file-level duplication is staggering in the four language ecosystems, with the extreme case of JavaScript, where only 6% of the files are original, and the rest are copies of those. The Java ecosystem has the least amount of duplication. These results stand even when ignoring very small files. When delving deeper into the data we observed the presence of files from popular libraries that were copy-included in a large number projects.

We also presented some of the scalability challenges we faced while working with SourcererCC and how we addressed them.
Chapter 4

Oreo: Scalable and Accurate Clone Detection in the Twilight Zone

Part of the material in this chapter and the following chapter is included with the permission of ACM and based on our work in:


This work received ESEC/FSE 2018 Distinguished Paper Award. Also, it received three badges by the artifact evaluation committee at ESEC/FSE ’18: i) Available, ii) Reusable, and iii) Functional.
4.1 Introduction

This chapter introduces Oreo, a scalable method-level clone detector that is capable of detecting not just Type-1 through strong Type-3 clones, but also clones in the Twilight Zone. In our experiments, the recall values for Oreo are similar to other state of the art tools in detecting Type-1 to strong Type-3 clones. However, Oreo performs much better on clones where the syntactic similarity reduces below 70% – the area of clone detection where the vast majority of clone detectors do not operate. The number of these harder-to-detect clones detected by Oreo is one to two orders of magnitude higher than the other tools. Moreover, Oreo is scalable to very large datasets.

The key insights behind the development of Oreo are twofold: (1) functionally similar pieces of code tend to do similar actions, as embodied in the functions they call and the state they access; and (2) not all pieces of code that do similar actions are functionally similar; however, it is possible to learn, by examples, a combination of metric weights that can predict whether two pieces of code that do the same actions are clones of each other. For semantic similarity, we use a novel Action Filter to filter out a large number of method pairs that don’t seem to be doing the same actions, focusing only on the candidates that do. For those potential clones, we pass them through a supervised machine learning model that predicts whether they are clones or not. A deep learning model is trained based on a set of metrics derived from source code. We demonstrate that Oreo is accurate and scalable.

The results presented in this paper were obtained by training the metrics similarity model using SourcererCC [137], a state of the art clone detector that has been shown to have fairly good precision and recall up to Type-3 clones (but not Type-4). However, our approach is not tied to SourcererCC; any accurate clone detector can be used to train the model. Specifically, many clone detection techniques like graph-based or AST-based, which are accurate but hard to scale, can be used in the training phase.
The contributions of this paper are as follows:

- **Detection of clones in the Twilight Zone.** Compared to reported results of other clone detectors in the literature, Oreo’s performance on harder-to-detect clones is the best so far.

- **Analysis of clones in the Twilight Zone.** Besides quantitative results, we present analysis of examples of harder-to-detect clones – a difficult task, even for humans, of deciding whether they are clones, and the reasons why Oreo succeeds where other clone detectors fail.

- **Process-pipeline to learn from slow but accurate clone detector tools and scale to large datasets.** The clone detection techniques which are accurate but hard to scale can be used to train a model and predict clones in a scalable manner using the concepts introduced in this paper.

- **Deep Neural network with Siamese architecture.** We propose Siamese architecture [9] to detect clone pairs. An important characteristic of this architecture is that it can handle the symmetry [109] of its input vector (presenting the pair \((a,b)\) to the model will be the same as presenting the pair \((b,a)\), a desirable property in clone detection).

The remainder of this chapter is organized as follows. Section 4.2 presents three concepts that are parts of our proposed approach and are critical to its performance; Section 4.3 explains the deep neural network model used in our approach and how it was selected and configured; Section 4.2.3 describes the clone detection process using the concepts introduced in Sections 4.2 and 4.3.
4.2 The Oreo Clone Detector

The goals driving the design of Oreo are twofold: (1) we want to be able to detect clones in the Twilight Zone without hurting precision, and (2) we want to be able to process very large datasets consisting of hundreds of millions of methods. In order to accomplish the first goal, we introduce the concept of semantic signature, which is based on actions performed by that method, followed by an analysis of the methods’ software metrics. In order to accomplish the second goal, we first use a simple size-based heuristic that eliminates a large number of unlikely clone pairs. Additionally, the use of semantic signatures also allows us to eliminate unlikely clone pairs early on, leaving the metrics analysis to only the most likely clone pairs. Figure 4.1 gives an overview of Oreo.

4.2.1 Scalability

The performance improvement we did for SourcererCC, as explained in Section 3.2.5 forms the basis of making Oreo a scalable clone detector. To design Oreo we use the size-based input partitioning which allowed us to create in-memory indexes for faster lookups. In this section I first explain the preprocessing step which allowed us to carry out faster processing during clone detection. Then, I explain how Oreo uses size similarity sharding and in-memory
indexes to achieve high scalability.

4.2.1.1 Preprocessing

One key strategy to scaling super-linear analysis of large datasets is to preprocess the data as much as possible. Preprocessing consists of a one-time, linear scan of the data with the goal of extracting features from it that allow us to better organize and optimize the actual data processing. In Oreo, during preprocessing, we extract several pieces of information about the methods, namely: (1) their semantic signature (Section 4.2.1.3), and (2) assorted software metrics.

Table 4.1 shows the 24 method level metrics extracted from the source files. A subset of these metrics is derived from the Software Quality Observatory for Open Source Software (SQO-OSS) [138]. The decision of, which SQO-OSS metric to include is based on one simple condition: a metric’s correlation with the other metrics should not be higher than a certain threshold. This was done because two highly correlated metrics will convey very similar information, making the presence of one of them redundant. From a pair of two correlated metrics, we retain the metric that is faster to calculate.

Additionally to SQO-OSS, we extract a few more metrics that carry important information. During our initial exploration of clones in the Twilight Zone, we noticed many clone pairs where both methods are using the same type of literals even though the literals themselves are different. For example, there are many cases where both the methods are using either Boolean literals, or String literals. Capturing the types of these literals is important as they contain information that can be used to differentiate methods that operate on different types – a signal that they may be implementing different functionality. As a result, we add a set of metrics (marked with * in the Table 4.1) that captures the information on how many times each type of literal is used in a method. A description of many of these software metrics is
Table 4.1: Method-Level Software Metrics

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>XMET</td>
<td># external methods called</td>
<td>HEFF</td>
<td>Halstead effort to implement</td>
</tr>
<tr>
<td>VREF</td>
<td># variables referenced</td>
<td>HDIF</td>
<td>Halstead difficulty to implement</td>
</tr>
<tr>
<td>VDEC</td>
<td># variables declared</td>
<td>EXCT</td>
<td># exceptions thrown</td>
</tr>
<tr>
<td>NOS</td>
<td># statements</td>
<td>EXCR</td>
<td># exceptions referenced</td>
</tr>
<tr>
<td>NOPR</td>
<td># operators</td>
<td>CREF</td>
<td># classes referenced</td>
</tr>
<tr>
<td>NOA</td>
<td># arguments</td>
<td>COMP</td>
<td>McCabes cyclomatic complexity</td>
</tr>
<tr>
<td>NEXP</td>
<td># expressions</td>
<td>CAST</td>
<td># class casts</td>
</tr>
<tr>
<td>NAND</td>
<td># operands</td>
<td>NBLTRL*</td>
<td># Boolean literals</td>
</tr>
<tr>
<td>MDN</td>
<td>maximum depth of nesting</td>
<td>NCLTRL*</td>
<td># Character literals</td>
</tr>
<tr>
<td>LOOP</td>
<td># loops (for,while)</td>
<td>NSLTRL*</td>
<td># String literals</td>
</tr>
<tr>
<td>LMET</td>
<td># local methods called</td>
<td>NNLTRL*</td>
<td># Numerical literals</td>
</tr>
<tr>
<td>HVOC</td>
<td>Halstead vocabulary</td>
<td>NNULLTRL*</td>
<td># Null literals</td>
</tr>
</tbody>
</table>

given in Chapter 3.

4.2.1.2 Size Similarity Sharding

When doing clone detection on real code, the vast majority of method pairs are not clones of each other. However, the clone detector needs to process all possible pairs of methods in order to find out which ones are clones. This can be extremely costly, and even prohibitive on very large datasets, when the technique used for detecting clones is CPU-intensive. A general strategy for speeding up clone detection is to aggressively eliminate unlikely clone pairs upfront based on very simple heuristics. We call the pairs which survive this aggressive elimination as candidate pairs. Any method for which we are detecting clones is a query and the methods which form a candidate pair with a query are called candidate clones of that query.

The first, and simplest, heuristic used by Oreo is size. The intuition is that two methods with considerably different sizes are very unlikely to implement the same, or even similar, functionality. This heuristic can lead to some false negatives, specifically in the case of Type-4 clones. However, in all our experiments, we observed little to no impact on the recall of
other clone types.

As a metric of method size we use the number of tokens in the method, where tokens are language keywords, literals (string literals are split on whitespace), types, and identifiers. This is the same definition used in other clone detection work (e.g. [137]). Given a similarity threshold $T$ between 0 and 1, and a method $M_1$ with $x$ tokens, if a method $M_2$ is a clone of $M_1$, then its number of tokens, $y$, should satisfy the inequation $x \times T \leq y \leq \frac{x}{T}$.

In Oreo, this size similarity filter is implemented in the preprocessing phase, by partitioning the dataset into shards based on the size of the methods. We divide the dataset into multiple partitions, such that each partition contains only methods within certain lower and the upper size limits. In a partition, the methods with size between the upper and the lower size limits of the partition get to be the query methods. The partition’s lower and upper limits for candidate methods are calculated using the inequation given above, where $x$ is substituted with the partition’s lower and upper limits. The partitions are made such that any given candidate method will at most belong to two partitions. The remaining computations for clone detection are performed exclusively within each of the shards.

Besides acting as a static filter for eliminating unlikely clones, size-based sharding is also the basis for the creation of indexes that speed up clone detection in subsequent filters.

Another important design detail is that Oreo uses a second-level size-based sharding within each top-level shard, for the purpose of loading batches of candidate pairs into memory. During clone detection, we load each second-level shard into the memory one by one and query it with all query methods in the shard’s parent partition. This leads to fast in-memory lookups, thereby increasing the overall speed of clone-detection. The idea of input partitioning is not new, and has been used in information retrieval systems many times [25, 90, 96]. Researchers in other fields have explored partitioning based on size and also horizontal partitioning to solve the scalability and speed issues [95]. Here, we apply those
lessons to our clone detector.

4.2.1.3 Semantic Similarity: The Action Filter

Clones in the Twilight Zone have low lexical and syntactic similarity, but still perform similar functions. In order to detect clones in this spectrum, some sort of semantic comparison is necessary. We capture the semantics of methods using a semantic signature consisting of what we call Action tokens. The Action tokens of a method are the tokens corresponding to methods called and fields accessed by that method. Additionally, we capture array accesses (e.g., filename[i] and filename[i+1]) as ArrayAccess and ArrayAccessBinary actions, respectively. This is to capture this important semantic information that Java encodes as syntax.

Semantic signatures are extracted during preprocessing. As an example of Action tokens extraction, consider the code in Listing 4.1, which converts its input argument to an encrypted format. The resulting Action tokens are: getBytes(), getInstance(), update(), digest(), length, append(), toString(), traslate(), ArrayAccess, and toString(). More than the identifiers chosen by the developer, or the types used, these Action tokens form a better semantic signature of the method. The intuition is that if two methods perform the same function, they likely call the same library methods and refer the same object attributes, even if the methods are lexically and syntactically different. Modern libraries provide basic semantic abstractions that developers are likely to use; Oreo assumes the existence and use of these abstractions. Hence, we utilize these tokens to compare semantic similarity between methods. This is done in the first dynamic filter of Oreo, the Action filter. We use overlap-similarity, calculated as $\text{Sim}(A_1, A_2) = |A_1 \cap A_2|$, to measure the similarity between the Action tokens of two methods. Here, $A_1$ and $A_2$ are sets of Action Tokens in methods $M_1$ and $M_2$ respectively. Each element in these sets is defined as $<t, freq>$, where $t$ is the Action Token and $freq$.

1The ArrayAccess action token stands for hashedPasswd[i].
is the number of times this token appears in the method.

Listing 4.1: Action Filter Example

```java
public static String getEncryptedPassword(String password) throws InfoException {
    StringBuffer buffer = new StringBuffer();
    try {
        byte[] encrypt = password.getBytes("UTF-8");
        MessageDigest md = MessageDigest.getInstance("SHA");
        md.update(encrypt);
        byte[] hashedPasswd = md.digest();
        for (int i = 0; i < hashedPasswd.length; i++) {
            buffer.append(Byte.toString(hashedPasswd[i]));
        }
    } catch (Exception e) {
        throw new InfoException(LanguageTraslator.translate("474"), e);
    }
    return buffer.toString();
}
```

In order to speed up comparisons, we create an inverted index of all the methods in a given
shard using Action tokens. To detect clones for any method, say M, in the shard, we query
this inverted index for the Action tokens of M. Any method, say N, returned by this query
becomes a candidate clone of M provided the overlap-similarity between M and N is greater
than a preset threshold. We call M the query method, N a candidate of M, and the pair
\(<M,N>\) is called candidate pair.

Besides serving as semantic scanner of clone pairs, the Action filter also contributes to making
the proposed approach both fast and scalable because it eliminates, early on, candidate pairs
for which the likelihood of being clones is low.

Using the notion of method calls to find code similarity has been previously explored by
Goffi et al. [49], where method invocation sequences in a code fragment are used to represent
a method. We are not interested in the sequence; instead, we use method invocations in a
bag of words model, which has been shown to be robust in detecting Type-3 clones [137].
These concepts related to preprocessing, creating two level input partitioning, creating in-memory inverted indexes for fast lookups, and using Action tokens to filter out unlikely clone pairs help us in addressing candidate explosion problems in clone detection. The experiments to demonstrate scalability are presented later in Section 5.4.

### 4.2.2 Metrics Similarity

Method pairs that survive the size filter and the *Action filter* are passed on to a more detailed analysis of their properties. In the case of Oreo, that detailed analysis focuses on the methods’ software metrics. Here we explain the reasons for this decision. The next section dives deeper into the metrics similarity component.

Metrics based approaches for clone detection are known to work very well if the goal is to find only Type-1 and Type-2 clones [81, 105, 120]. This is understandable—given the strict definitions of Type-1 and Type-2, the metric values of such clone pairs should be mostly the same. For Type-3, metrics might look like a good choice too because metrics are resilient to changes in identifiers and literals. However, the use of metrics for clones in the Twilight Zone is not straightforward, because these clones may be syntactically different. As such, the use of metrics requires fine tuning over a large number of configurations between the thresholds of each individual metric. Finding the right balance manually can be hard: for example—is the number of conditionals more meaningful than the number of arguments? To address this issue we use a supervised machine learning approach (Section 4.3).

The method pairs that reach the metrics filter are already known to be similar in size and in their actions. The intuition for using metrics as the final comparison is that methods that are of about the same size and that do similar actions, but have quite different software metrics characteristics are unlikely to be clones.
4.2.3 Clone Detection Pipeline

Figure 4.2 shows Oreo’s pipeline in more detail, including the major intermediary data structures. This pipeline makes use of all components presented in this section. Source code files are first given to a *Metrics Calculator* to extract methods and their software metrics. These metrics form the input to Oreo. Then, input partitioning is conducted as described in Section 4.2.1.2, which generates partitions containing query methods and possible candidate methods. Then, for each partition, we create inverted index of its candidates. This inverted index is further partitioned into multiple shards, also explained in Section 4.2.1.2. We then load one of its index-shards into the memory, which is queried with all of the queries in this partition.

For each query method, the index returns a list of candidate clone methods. Then, the hash values of the metrics for each query and its candidates are compared. If metric hash of the query and a candidate is equal, we report them as clones; this is because Type-1 and Type-2 clones have similar structures and thus, equal metric values. If the metric hash is not equal, we pair the candidates with the query and create feature vectors for the candidate pairs. These candidate pairs are then analyzed by the trained model, which predicts if the pair is a clone pair or not. This process is repeated for all partitions and their shards to identify all possible clone pairs. We describe the trained model used in Oreo’s pipeline in Section 4.3.2.
4.3 Learning Metrics

For anything other than minor deviations from equality, the use of software metrics for clone detection leads to an explosion of configuration options. To address this issue, we use a supervised machine learning approach. The trained model learns the best configuration of the 24 software metrics from a training set of clones and non-clones. In this section, we describe the dataset used to train the model, and also, the trained model and its selection process.

4.3.1 Dataset Curation

To prepare a dataset, we download 50k random Java projects from GitHub. We then extract methods with 50 or more tokens from these projects; this ensures we do not have empty methods in the dataset. Also, it is the standard minimum clone size for benchmarking [149]. To get \(\text{isClone}\) labels, we used SourcererCC, a state of the art Type-3 clone detector. From this dataset, we randomly sample a labeled dataset of 50M feature vectors, where 25M vectors correspond to clone pairs and other 25M to non clone pairs. Each feature vector has the \(\text{isClone}\) label and 48 metrics (24 for each method).

For model selection purposes, we randomly divide the dataset into 80% pairs for training, and 20% pairs for testing. One million pairs from the training set are kept aside for validation and hyper-parameter tuning purposes. It should be noted that to avoid any significant favorable bias in our experiments, we do not use BigCloneBench’s dataset during training.
4.3.2 Deep Learning Model

The model training and model selection were carried out by Prof. Pierre Baldi and his Ph.D. student, Yadong Lu. The dataset used for model training and selection was curated by Farima Farmahinifarahani, a fellow Ph.D. student, and myself.

While there exists many machine learning techniques, here we are using deep learning to detect clone pairs. Neural networks, or deep learning methods are among the most prominent machine learning methods that utilize multiple layers of neurons (units) in a network to achieve automatic learning. Each unit applies a nonlinear transformation to its inputs. These methods provide effective solutions due to their powerful feature learning ability and universal approximation properties. Along with scaling well to large datasets, these approaches can take advantage of well maintained software libraries and can also compute on clusters of CPUs, GPUs and on the cloud. Deep Neural Networks (DNN) have been successfully applied to many areas of science and technology [140], such as computer vision [89], natural language processing [144], and even biology [34].

Here we propose to use a Siamese architecture neural network [9] to detect clone pairs. Siamese architectures are best suited for problems where two objects must be compared in order to assess their similarity, for example comparing fingerprints [9]. Another important characteristic of this architecture is that it can handle the symmetry [109] of its input vector. Which means, presenting the pair \((m_1, m_2)\) to the model will be the same as presenting the pair \((m_2, m_1)\). The other benefit brought by Siamese architectures is a reduction in the number of parameters; the weight parameters are shared within two identical sub neural networks making it require fewer number of parameters than a plain architecture with the same number of layers.

Figure 4.3 shows the Siamese architecture model trained for Oreo. Here, the input to the model is a 48 dimensional vector created using the 24 metrics described in Section 4.2.2. This
input vector is split into two input instances corresponding to two feature vectors associated with two methods. The two identical subnetworks then apply the same transformations on both of these input vectors. Both have 4 hidden layers of size 200, with full connectivity (each neuron’s output in layer n-1 is the input to neurons in layer n).

The outputs of the two subnetworks are then added and fed to the comparator network which has four layers of sizes 200-100-50-25, with full connectivity between the layers. The output of this comparator network is then fed to the Classification Unit which consists of a logistic unit mathematically represented as $f(\sum_{i=1}^{25} w_i \cdot x_i) = \frac{1}{1+e^{-\sum_{i=1}^{25} w_i \cdot x_i}}$. Where, $x_i$ is the i-th input of the final classification unit, and $w_i$ is the weight parameter corresponding to $x_i$. The product $w_i \cdot x_i$, is summed over $i$ ranging from 1 to 25 since we have 25 units in Layer 8 (the layer before Classification unit). The output of this unit is a value between 0 and 1, and can be interpreted as the probability of the input pair being a clone. We claim that a clone pair is detected if this value is above 0.5. ($O^n_i = \max(I^n_i, 0)$, where $O^n_i$, $I^n_i$ are respectively the output and input of the i-th neuron in layer n) [45] to produce their output.

In this model, to prevent overfitting, a regularization technique called dropout [10] is applied.
Table 4.2: Precision/Recall on Test Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.846</td>
<td>0.886</td>
</tr>
<tr>
<td>Shallow NN</td>
<td>0.931</td>
<td>0.963</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>Plain DNN</td>
<td>0.939</td>
<td>0.972</td>
</tr>
<tr>
<td>Siamese DNN</td>
<td>0.958</td>
<td>0.974</td>
</tr>
</tbody>
</table>

To every other layer. In this technique, during training, a proportion of the neurons in a layer is randomly dropped along with their connections with other neurons. In our experiment, we achieve the best performance with 20% dropout. The loss function (function that quantifies the difference between generated output and the correct label) used to penalize the incorrect classification is the relative entropy \[91\] between the distributions of the predicted output values and the binary target values for each training example. Relative entropy is commonly used to quantify the distance between two distributions. Training is carried out by stochastic gradient descent with the learning rate of 0.0001. The learning rate is reduced by 3% after each training step (epoch), to improve the convergence of learning. The parameters are initialized randomly using ‘he normal’[55], a common initialization technique in deep learning. Training is done in minibatches where the parameters are updated after training on each minibatch. Since the training set is large, we use a relative large minibatch size of 1,000.

4.3.3 Model Selection

To find the model, we experiment with several architectures, for each architecture, several number of layers and units, and several hyper-parameter settings such as learning rate (the rate for updating the weight parameters) and loss function. To compare these models, we compute several classification metrics including accuracy (the rate of correct predictions based on validation dataset labels), Precision (the fraction of retrieved instances that are
Figure 4.4: Training Accuracy

Figure 4.5: Validation Accuracy

Figure 4.6: Training Loss

Figure 4.7: Validation Loss

Figure 4.8: ROC Plot and AUC Values
relevant), Recall (the fraction of relevant instances that are retrieved), Receiver Operating Characteristic (ROC) curve (true positive rate against false positive rate), and Area Under the ROC Curve (AUC). The selection process is described in the rest of this section.

As mentioned, in the process of selecting the best model, we also train other models based on different architectures including: (1) A simple logistic regression model, (2) A shallow neural network (Shallow NN) model with a single hidden layer and similar amount of parameters as in Siamese model, and (3) a plain fully connected network (Plain DNN) with the same layer sizes as the full Siamese architecture. For each architecture, we train many models; and for the sake of simplicity, here we compare the best model from each mentioned architecture. All models are trained on the same dataset for 50 epochs and training is terminated if the validation loss stops increasing for two consecutive epochs.

Results comparing the best model from each mentioned architecture are reported in Figure 4.4 to Figure 4.8, as well as in Table 4.2. The Siamese network model outperforms all other models in every metric. Figure 4.4 illustrates the accuracy attained by each model through the epochs in Training, and Figure 4.5 shows the same concept in Validation. The Siamese Deep Neural Network and Plain DNN have better accuracy than other two models. However, the Siamese DNN, designed to accommodate the symmetry property of its overall input, outperforms the accuracy of the Plain DNN. More importantly, this model is performing better than the Plain DNN on the validation set, despite using significantly less free parameters. Thus, the Siamese architecture is considered to have better generalization properties on new samples. Figure 4.6 depicts the decrease in training loss over the epochs for each model, and Figure 4.7 shows the same concept for validation loss. In Figure 4.6, we observe that the training loss for logistic regression and shallow NN models stops improving at around 0.8. Whereas, the loss for plain NN and Siamese DNN can go below 0.09 as we train longer. A similar pattern is observed for validation loss in Figure 4.7. The large fluctuations for shallow NN are due to the small size of the validation set.
Figure 4.8 shows the ROC curves of the different classifiers and compares the corresponding AUC values for validation dataset. A high AUC value denotes a high true positive rate and low false negative rate. As shown in Figure 4.8, the Siamese architecture leads to the best AUC value (0.995). Finally, Precision and Recall performances on test dataset are compared in Table 4.2. The table shows that the Siamese DNN has a recall comparable with the Plain DNN, but has a better precision (0.958 vs 0.939). Totally, Siamese DNN outperforms other models in both precision and recall values.

Other than the mentioned differences, compared to the plain network, the Siamese architecture model has around 25,000 parameters which is 37% less than the plain structure, which leads to less training time and less computation burden.

4.4 Related Work

State-of-the-art up to Type-3 clones. Currently, NiCad [127], SourcererCC [137], and CloneWorks [153] are the state of the art in detecting up to Type-3 clones. While both SourcererCC and CloneWorks use hybrid of Token and Index based techniques, NiCad uses a text based approach involving syntactic pretty-printing with flexible code normalization and filtering. Deckard [64] builds characteristic vectors to approximate the structural information in source code’s AST, and then clusters these vectors. We compare Oreo with these approaches in Section 5.4.

Techniques to detect Type-4 clones. Gabel et al. [43] find semantic clones by augmenting Deckard [64] with a step for generating vectors for semantic clones. Jiang et al. [65] proposed a method to detect semantic clones by executing code fragments against random inputs. Both of these techniques have been implemented to detect C clones. Unfortunately, precision and recall are not reported, so we cannot compare.
Machine learning techniques. White et al. [159] present an unsupervised deep learning approach to detect clones at method and file levels. They explored the feasibility of their technique by automatically learning discriminating features of source code. They report the precision of their approach to be 93% on 398 files and 480 method-level pairs across eight Java systems. However, recall is not reported on a standard benchmark like BigCloneBench, and there is no analysis of scalability.²

In Wei and Li’s approach [158], a Long-Short-Term-Memory network is applied to learn representations of code fragments and also to learn the parameters of a hash function such that the Hamming distance between the hash codes of clone pairs is very small. They claim that they tested their approach on BigCloneBench and OJClone datasets. However, it is unclear which dataset they have used for training, and their technique’s scalability is not reported.³

Sheneamer and Kalita use AST and PDG based techniques to generate semantic and syntactic features to train their model [141]. Their approach differs from ours in two ways: i) the features they use are different from ours and we do not use semantic features; instead, we use a semantic filter and ii) they use simple and ensemble methods to train their model, whereas we use deep learning. Also, the dataset they use to train and test their model is unclear.⁴

CCLearner [92] is another approach that leverages deep learning to classify clone and non-clone method pairs. In this work, authors have used the information about the usage of terms in source code (such as reserved words or identifiers) to build the feature vector for each method. They have used a part of BigCloneBench for training the classifier, and the rest

²We contacted the authors in order to get their tool. They provided us with their source code but it needed a considerable amount of effort to be used. We were also not provided with their train dataset or their trained model. Under these circumstances, we decided not to pursue a comparison of their approach with ours.
³We contacted the authors to get their tool, but failed to get any response.
⁴Here, too, we contacted the authors but did not receive any response.
for testing it. However, we reserved the whole BigCloneBench dataset for testing purposes and trained our model on a different dataset in order to avoid any biases or getting overfitted to test dataset. They have tested the scalability of their approach on a dataset of 3.6 MLOC, whereas, we tested Oreo on the entire IJaDataset which is 250 MLOC of size.

4.5 Chapter Summary

In this chapter, we introduced a novel approach for code clone detection. Oreo is a combination of information-retrieval, machine-learning, and metric-based approaches. We introduced a novel Action Filter and a two-level input partitioning strategy, which reduces the number of candidates while maintaining good recall. We also introduced a deep neural network with Siamese architecture, which can handle the symmetry of its input vector; A desired characteristic for clone detection.
Chapter 5

Evaluation of Oreo

We compare Oreo’s detection performance against the latest versions of the five publicly available clone detection tools, namely: SourcererCC [137], NiCad [127], CloneWorks [153], Deckard [64], and CCAligner [156].

We also wanted to include tools such as SeByte [77], Kamino [116], JSCTracker [40], Agec [71], and approaches presented in [141, 154, 158, 159], which claim to detect Type-4 clones. On approaching the authors of these tools, we were communicated that the tool implementation of their techniques currently does not exist and with some authors, we failed to receive a response. Authors of [43] and [65] said that they do not have implementations for detecting Java clones (They work either on C or C++ clones).

As Type-1 and Type-2 clones are relatively easy to detect, we focus primarily on Type-3 clone detectors. The configurations of these tools, shown in Table 5.1, are based on our discussions with their developers, and also on the configurations suggested in [149]. For Oreo, we carried out a sensitivity analysis of Action filter threshold ranging from 50% to 100% at a step interval of 5%. We observed a good balance between recall and precision at the 55% threshold.
The remainder of this chapter is organized as follows. Section 5.1 elaborates on the experiments conducted to compare Oreo’s recall with other tools. Similarly, Section 5.2 and Section 4.2.1 compares the precision and scalability of Oreo to other tools. We present the manual analysis of clone pairs in Section 5.5; Section 5.6 presents the limitations of this study, and finally, we conclude the chapter in Section 5.7.

5.1 Recall

The recall of these tools is measured using Big-CloneEval [150], which performs clone detection tool evaluation experiments using BigCloneBench [149], a benchmark of real clones. Big-CloneEval reports recall numbers for Type-1 (T1), Type-2 (T2), Type-3, and Type-4 clones. For this experiment, we consider all clones in BigCloneBench that are 6 lines and 50 tokens in length or greater. This is the standard minimum clone size for measuring recall [19, 149].

To report numbers for Type-3 and Type-4 clones, the tool further categorizes these types into four subcategories based on the syntactical similarity of the members in the clone pairs, as follows: i) Very Strongly Type-3 (VST3), where the similarity is between 90-100%, ii) Strongly Type-3 (ST3), where the similarity is between 70-90%, iii) Moderately Type-3
Table 5.2: Recall and Precision Measurements on BigCloneBench

<table>
<thead>
<tr>
<th>Tool</th>
<th>Recall Results</th>
<th>Precision Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1 (35,802)</td>
<td>T2 (4,577)</td>
</tr>
<tr>
<td></td>
<td>% #</td>
<td>% #</td>
</tr>
<tr>
<td></td>
<td>VST3 (4,156)</td>
<td>ST3 (15,031)</td>
</tr>
<tr>
<td></td>
<td>% #</td>
<td>% #</td>
</tr>
<tr>
<td></td>
<td>MT3 (80,023)</td>
<td>WT3/T4 (7,804,868)</td>
</tr>
<tr>
<td></td>
<td>% #</td>
<td></td>
</tr>
<tr>
<td>Oreo</td>
<td>100 35,798 99 4,547 100 4,139</td>
<td>89 13,391 30 23,834</td>
</tr>
<tr>
<td>SourcererCC</td>
<td>100 35,797 97 4,462 93 3,871</td>
<td>60 9,099 5 4,187</td>
</tr>
<tr>
<td>CloneWorks (A)</td>
<td>100 35,777 99 4,344 98 4,090</td>
<td>93 13,976 3 2,700</td>
</tr>
<tr>
<td>CloneWorks (C)</td>
<td>100 35,750 97 4,435 92 3,803</td>
<td>60 9,020 5 4,070</td>
</tr>
<tr>
<td>CCAligner</td>
<td>100 35,724 99 4,526 97 4,048</td>
<td>70 10,483 10 8,023</td>
</tr>
<tr>
<td>NiCad</td>
<td>100 35,769 99 4,541 98 4,091</td>
<td>93 13,910 0.8 671</td>
</tr>
<tr>
<td>Deckard*</td>
<td>60 21,481 58 2,655 62 2,577</td>
<td>31 4,660 12 9,603</td>
</tr>
</tbody>
</table>

* Absolute numbers for Deckard are calculated based on the reported percentage values

Table 5.2 summarizes the recall number for all tools. The recall numbers are summarized per clone category. The numbers in the parenthesis next to the category titles show the number of manually tagged clone pairs for that category in the benchmark dataset. Each clone category has two columns under it, titled ”%”, where we show the recall percentage and ”#”, where we show the number of manually tagged clones detected for that category by each tool. The best recall numbers are presented in bold typeface. We note that we couldn’t run Deckard on the BigCloneEval as Deckard produced more than 400G of clone pairs and BigCloneEval failed to process this huge amount of data. The recall numbers shown for Deckard are taken from SourcererCC’s paper [137], where the authors evaluated Deckard’s recall on BigCloneBench. The total number of clone pairs are not available for Deckard, and for this reason, we calculated them based on the reported percentage values.

As Table 5.2 shows, Oreo performs better than every other tool on most of the clone categories, except for ST3 and WT3/T4. CloneWorks performs the best on ST3 and Deckard performs the best on WT3/T4. Performance of Oreo is significantly better than other tools on the harder-to-detect clone categories like MT3 and WT3/T4, where Oreo detects one to two orders of magnitude more clone pairs than SourcererCC, CloneWorks, and NiCad. This
is expected as these tools are not designed to detect harder-to-get clones in the Twilight Zone.

In the ST3 category SourcererCC’s recall (60%) is significantly lower than CloneWorks (A) (93%) and NiCad (93%). This could explain why Oreo, which is trained using SourcererCC, did not perform as well as CloneWorks and NiCad in this category. SourcererCC filters out many pairs when it cannot find enough shared tokens in them. Since in harder-to-detect clone categories the overlap similarity in tokens is low, SourcererCC eliminates many pairs in these categories. However, software metrics, used by Oreo are resilient to changes in identifiers and literals which makes Oreo perform much better than SourcererCC in the Twilight Zone.

The recall numbers are encouraging as they show that besides detecting easier to find clones such as T1, T2, and VST3, Oreo detects clones that are hardly detected by other tools. Compared to the other tools, where the maximum recall is 12% by Deckard, 30% of recall in MT3 category is a great improvement. Given that SourcererCC has only 5% recall in MT3 category and 60% recall in ST3, we believe recall of Oreo can be increased further by training the DNN model with more samples of MT3 and ST3 categories.

5.2 Precision

In the absence of any standard benchmark or tool we compare precision of these tools manually – a common practice to measure precision of clone detectors [137].

Methodology. For each tool we randomly selected 400 clone pairs, a statistically significant sample with 95% confidence level and 5% confidence interval, from the clone pairs detected by each tool in the recall experiment. The validation of clones were done by three judges. The judges were kept blind from the source of each clone pair. Unlike many classification tasks that require fuzzy human judgment, this task required following very strict definitions
of what constitutes Type-1, Type-2, Type-3, and Type-4 clones. We note that all three judges are experts in software clones and are aware of clone and clone types definitions. We aggregated the votes by taking majority vote.

Table 5.2 shows precision results for all tools. We found that the precision of Oreo is 82.5%. Oreo performed better than Deckard, CCAAligner and CloneWorks (A) performed better than Oreo. Deckard’s precision is the lowest at 34.8% and SourcererCC’s precision is the highest at 98.5%. While the precision of Oreo is lower than the other three state of the art tools, it is important to note that Oreo pushes the boundaries of clone detection to the categories where other tools have almost negligible performance.

5.3 Precision in the Twilight Zone

The precision experiment results presented earlier give an overall view on the precision of the tools, however, they miss out on one important information: if a tool’s precision is low/high, on which type of clones is its precision low/high? If a tool’s precision is low/high, does it mean that its precision is low/high on all types of clones? To find answers to these questions, we classify the clone pairs reported by each tool into Type I, Type II, and Type III clone types. Section 5.3.1 elaborates on how we categorized the pairs into different types.

Table 5.3 presents the results of this classification exercise. The first column of this table shows tools’ names, and the second column shows the total number of clone pairs detected by each tool. Some of the clone pairs reported by the tools included code fragments that were not parseable; hence, we removed those pairs from our study. The third column shows the number of pairs that were parseable and were used in our experiments. Then, for each clone type, there are two columns: the column with # header shows the total number of pairs in the corresponding clone type, and the column with %, shows the percentage of clone
pairs categorized in that type.

Table 5.3: Number of Clone Pairs Reported by Each Tool Per Type

<table>
<thead>
<tr>
<th>Tool Name</th>
<th>Total</th>
<th>Total Parsed</th>
<th>Type I</th>
<th>Type II</th>
<th>Type III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>#</td>
<td>%</td>
<td>#</td>
</tr>
<tr>
<td>Oreo</td>
<td>4,186,474</td>
<td>4,186,474</td>
<td>942,078</td>
<td>22%</td>
<td>198,691</td>
</tr>
<tr>
<td>SourcererCC</td>
<td>15,689,823</td>
<td>15,689,823</td>
<td>1,835,510</td>
<td>12%</td>
<td>8,317,571</td>
</tr>
<tr>
<td>CloneWorks (A)</td>
<td>653,053,676</td>
<td>651,739,063</td>
<td>1,902,706</td>
<td>0.3%</td>
<td>576,764,902</td>
</tr>
<tr>
<td>CloneWorks (C)</td>
<td>13,296,023</td>
<td>13,286,980</td>
<td>1,873,445</td>
<td>14%</td>
<td>7,364,762</td>
</tr>
<tr>
<td>CCAAligner</td>
<td>4,253,798</td>
<td>4,252,328</td>
<td>938,421</td>
<td>22%</td>
<td>178,766</td>
</tr>
<tr>
<td>NiCad</td>
<td>7,144,918</td>
<td>7,138,729</td>
<td>1,516,232</td>
<td>21%</td>
<td>317,371</td>
</tr>
</tbody>
</table>

As we can see from the table, these tools detect different types of clones in different proportions and these proportions differ for all tools. For example, the proportion of Type I clones pairs reported by all tools vary between 0.3% (CloneWorks (A)) and 22% (Oreo and CCAAligner). In studying the Type II pairs statistics, we see that a majority of the pairs reported by Aggressive mode of CloneWorks are of Type II (88.5%). About half of the pairs reported by SourcererCC (53%) and CloneWorks(C) (55%) are categorized into Type II category. For other tools, most of their predicted pairs are in Type III category: the percentage of Type III pairs in NiCad is the greatest among others (74%), and then the largest numbers are CCAAligner with 74% and Oreo with 73%.

**Type Based Experiment Setup.** The setup is similar to the setup of earlier precision experiments. With this difference that after separating each tool’s clone pairs by type, we made 400 samples from each tool, each type. Then, we aggregated and shuffled the type-based samples of each tool, and showed a set of 1200 pairs (400 pairs from each clone type) for each tool to the same three judges. The judges were kept blind from the source and the type of the clone pairs to remove any bias towards knowing the tools or clone types.

**Results.** The results of these experiments are presented in the columns under *Type-based* in Table 5.4. For the sake of comparison, the All-types precision numbers are also presented.

The type-based results show that all tools performed near perfect on Type I and Type II
Table 5.4: Type-Based Precision

<table>
<thead>
<tr>
<th>Tool Name</th>
<th>All-types (400 Pairs)</th>
<th>Type-based (1200 Pairs Totally)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Type I (400 Pairs)</td>
</tr>
<tr>
<td>Oreo</td>
<td>82.5%</td>
<td>100%</td>
</tr>
<tr>
<td>SourcererCC</td>
<td>98.5%</td>
<td>100%</td>
</tr>
<tr>
<td>CloneWorks (A)</td>
<td>77.25%</td>
<td>100%</td>
</tr>
<tr>
<td>CloneWorks (C)</td>
<td>95.75%</td>
<td>100%</td>
</tr>
<tr>
<td>CCAAligner</td>
<td>71.25%</td>
<td>100%</td>
</tr>
<tr>
<td>NiCad</td>
<td>94%</td>
<td>100%</td>
</tr>
</tbody>
</table>

The difference is mostly in the precision of Type III clone category. For example, it can be observed for CCAAligner, Oreo, and CloneWorks (A) that their All-types precision is not perfect; however, the type-based experiment shows that they both have perfect (or near perfect) precision in Type I and Type II categories, and the category that lowers their precision is Type III. Also, Oreo and CCAAligner focus on retrieving the harder to get Type III clones (mostly MT3 subcategory), which are more error prone than detecting the earlier Type III subcategories. This explains why the precision numbers for Oreo and CCAAligner lower than the others.

To investigate deeper, we further classified the Type III clone pairs of each tool into different Type III subcategories. We then performed precision experiment for all tools considering only the pairs which fall into the Twilight Zone. The process of classification of Type III clones into different Type III subcategories is explained in Section 5.3.1.

**Twilight Zone Precision Experiment Setup.** The setup is similar to the setup of earlier precision experiments. With this difference that after separating each tool’s Type III clone pairs, we combined the pairs in the MT3 and WT3 to get the clone pairs in the Twilight Zone. From the Twilight Zone pool of clone pairs we made 400 samples from each tool. Then, we aggregated and shuffled the type-based samples of each tool and showed them to
the same three judges. The judges were kept blind from the source of the clone pairs.

**Results.** The results of these experiments are presented in the columns under *Type-based* in Table 5.5. For the sake of comparison, the All-types precision numbers are also presented. CloneWorks(C) and SourcererCC perform very well with precision greater than 90%. Oreo’s precision is better in the Twilight Zone than that of NiCad (64%), CCAligner (59%), and CloneWorks(A) (40%).

Another metric to measure the effectiveness of clone detectors tools is F1 measure. F1 measure (scaled to the range 0 - 100), shown in equation 5.1, for a clone detector is calculated by taking a harmonic mean of its recall and precision values.

\[
F1 = \frac{2 \times R \times P \times 100}{R + P}
\]

The recall values for all clone detectors is close to zero, and therefore the F1 measure for all clone detectors is almost zero. Oreo’s F1 measure in the Twilight Zone, however, is 2.0.

We decided to compute the F1 value for each clone detector for the MT3 category, as their recall values are not zero in this category. To this end, we conducted another set of precision experiments to estimate the precision of each tool in the MT3 category. This set of experiments is also conducted with the same set of three judges who were kept blind from the source of clone pairs. Column *MT3* (fifth column) in Table 5.5 shows the precision values of each tool in MT3 category. Column *F1 for MT3* (sixth column) shows the F1 measure computed for all tools in MT3 category. Oreo Performs the best with F1 score of 41. CCAligner performs second best with F1 score of 17. Rest all other tools have F1 score below 10. Please see Table 5.6 for recall and precision results in the MT3 category.
### Table 5.5: Type-Based Performance

<table>
<thead>
<tr>
<th>Tool Name</th>
<th>All-types</th>
<th>Type III</th>
<th>Twilight Zone</th>
<th>MT3</th>
<th>F1 for MT3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oreo</td>
<td>82.5%</td>
<td>88%</td>
<td>80%</td>
<td>69%</td>
<td>41.8</td>
</tr>
<tr>
<td>SourcererCC</td>
<td>98.5%</td>
<td>98.5%</td>
<td>94%</td>
<td>93%</td>
<td>9.49</td>
</tr>
<tr>
<td>CloneWorks (A)</td>
<td>77.25%</td>
<td>74.75%</td>
<td>40%</td>
<td>44%</td>
<td>5.61</td>
</tr>
<tr>
<td>CloneWorks (C)</td>
<td>95.75%</td>
<td>99.5%</td>
<td>96%</td>
<td>96%</td>
<td>9.50</td>
</tr>
<tr>
<td>CCAAligner</td>
<td>71.25%</td>
<td>67.75%</td>
<td>59%</td>
<td>69%</td>
<td>17.5</td>
</tr>
<tr>
<td>NiCad</td>
<td>94%</td>
<td>93%</td>
<td>64%</td>
<td>62%</td>
<td>1.58</td>
</tr>
</tbody>
</table>

### Table 5.6: MT3 Performance

<table>
<thead>
<tr>
<th>Tool Name</th>
<th>Recall MT3</th>
<th>Precision MT3</th>
<th>F1 MT3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oreo</td>
<td>30%</td>
<td>69%</td>
<td>41.8</td>
</tr>
<tr>
<td>SourcererCC</td>
<td>5%</td>
<td>93%</td>
<td>9.49</td>
</tr>
<tr>
<td>CloneWorks (A)</td>
<td>3%</td>
<td>44%</td>
<td>5.61</td>
</tr>
<tr>
<td>CloneWorks (C)</td>
<td>5%</td>
<td>96%</td>
<td>9.50</td>
</tr>
<tr>
<td>CCAAligner</td>
<td>10%</td>
<td>69%</td>
<td>17.5</td>
</tr>
<tr>
<td>NiCad</td>
<td>0.8%</td>
<td>62%</td>
<td>1.58</td>
</tr>
</tbody>
</table>
The recall and precision experiments demonstrate that among the clone detectors used in this study, Oreo has the best detection performance in the Twilight Zone.

5.3.1 Classification of Clone Pairs

Most tools do not report clone type information along with their clone pairs. Therefore, we devised algorithms to classify the code transformations that underly the definitions of different types of clones. Using these algorithms, we first identify Type I pairs in the reported clone pairs of a tool. The identified Type I pairs are then kept aside. Then, from the remaining pairs, we identify Type II pairs and keep them aside. The remaining pairs are then tagged as Type III pairs. To further classify pairs Type III pairs into different subcategories (VST3, ST3, MT3, and WT3), we devised algorithms following the definitions of these subcategories provided by Svajlenko and Roy [148].

It should be noted that with these algorithms we were not trying to identify a pair as clone or not. These algorithms are simply classifying pairs based on clone type and subcategory definitions. For instance, the two code fragments illustrated in Listing 5.1 fit the Type II definition: they are identical code fragments except for variations in identifier names and literal values. However, a human judge may not classify them as a true clone pair because she may argue that they are not performing the same functionality. If they were clones, they would be Type II; but they are not.

Algorithm 1 Algorithmic implementation of Type I classification

| INPUT: | $C_1$ and $C_2$ are two string variables storing the bodies of two code fragments. |
| OUTPUT: | Boolean |

1: function isTypeOne($C_1$, $C_2$)  
2: $C_1 = \text{RemoveComments}(C_1)$  
3: $C_2 = \text{RemoveComments}(C_2)$  
4: $C_1 = \text{RemoveWhitespacesAndNewLines}(C_1)$  
5: $C_2 = \text{RemoveWhitespacesAndNewLines}(C_2)$  
6: return $\text{MD5}(C_1) == \text{MD5}(C_2)$  
7: end function

We discuss the algorithms in the rest of this section.
Type I Transformations. Type I definition implies that a clone pair can be classified as a Type I if the two code fragments are exact replicas, except for differences in white spaces, comments, and layout. Hence, in order to identify Type I transformations, we parsed each code fragment and removed the white spaces and comments from it. Then we treated the resulting fragment as a string, and calculated the MD-5 hash code of this string, which we call Type I hash. If the Type I hash of two code fragments in a reported clone pair are equal, this pair is marked as a Type I pair. The pseudocode for implementation of these rules is shown in Algorithm 1.

Type II Transformations. Type II definition indicates that two code fragments are classified as Type II if, in addition to Type I differences, they only differ in identifier names and literal values. Hence, we implemented code normalizations on identifiers and literals to identify Type II transformations. That is, after removing the set of Type I pairs from the clone pairs reported by each tool, we applied the normalizations to code fragments of each clone pair. These normalizations include replacing all identifiers with a fixed value, and then, replacing all literal values with fixed values according to literal types (String, Character, Boolean, Integer, Long, Float, Double). This process removes the differences pertaining to Type II cloning, and hence, resulting normalized code fragments can be compared using Type I rules: if two normalized code fragments in a clone pair satisfy Type I transformation

---

1Since Java syntax is not sensitive to layout, we ignored layout differences.
rules, they are categorized as Type II pairs. The pseudocode for implementing these rules is shown in Algorithm 2.

**Algorithm 2** Algorithmic implementation of Type II classification  
**INPUT:** \( C_1 \) and \( C_2 \) are two string variables storing the bodies of two code fragments. **OUTPUT:** Boolean

1. function isTypeTwo\((C_1, C_2)\)
2. \( C_1 = \text{ReplaceIdentifiers}(C_1) \)
3. \( C_2 = \text{ReplaceIdentifiers}(C_2) \)
4. \( C_1 = \text{ReplaceLiterals}(C_1) \)
5. \( C_2 = \text{ReplaceLiterals}(C_2) \)
6. return isTypeOne\((C_1, C_2)\)
7. end function

**Type III Subcategory Classification.**

After classifying clone pairs into Type I, Type II, and Type III categories, we further classify the Type III clone pairs into different Type III subcategories. We use Algorithm 3 to achieve this classification. In this algorithm, we first removed any code comments from the method bodies and then performed Type II normalizations. Then, we count the common tokens in the normalized method bodies and divide this count with the tokens count of the bigger method to give us a similarity score between two methods. Using this similarity score we classify the pair into the subcategories by following the definitions of VST3, ST3, MT3, and WT3 [148]. The pairs in MT3 and WT3 are then combined to get pairs in the Twilight Zone.

**Algorithm 3** Algorithm to classify clone pairs into Type III subcategories  
**INPUT:** \( C_1 \) and \( C_2 \) are two string variables storing the bodies of two code fragments. **OUTPUT:** Boolean

1. function classifyIntoType3Subcategories\((C_1, C_2)\)
2. \( C_1 = \text{RemoveComments}(C_1) \)
3. \( C_2 = \text{RemoveComments}(C_2) \)
4. \( C_1 = \text{ReplaceIdentifiers}(C_1) \)
5. \( C_2 = \text{ReplaceIdentifiers}(C_2) \)
6. \( C_1 = \text{ReplaceLiterals}(C_1) \)
7. \( C_2 = \text{ReplaceLiterals}(C_2) \)
8. \( \text{CommonTokensCount} = \text{CountCommonTokens}(C_1, C_2) \)
9. \( \text{MaxTokensCount} = \text{GetMaxTokensIn}(C_1, C_2) \)
10. \( \text{Similarity} = \text{GetSimilarity}(\text{CommonTokensCount}, \text{MaxTokensCount}) \)
11. classify\((C_1, C_2, \text{Similarity})\)
12. end function
5.4 Scalability

As mentioned before, scalability is an important requirement for the design of Oreo. Most metrics-based clone detectors, including the recent machine learning based ones, tend to grow quadratically with the size of input, which greatly limits the size of dataset to which they can be applied.

We demonstrate the scalability of Oreo in two parts. In the first part, we show the impact of the two-level input partitioning and Action Filter on the number of candidates to be processed. As a reminder, reducing the number of candidates early on in the pipeline, greatly improves the scalability of clone detection tools. The second part is a run time performance experiment.

**Dataset for scalability experiments:** We use the entire IJaDataset [4], a large inter-project Java repository containing 25,000 open-source projects (3 million source files, 250MLOC) mined from SourceForge and Google Code. Only 2 other tools (SourcererCC and CloneWorks) have been shown to scale to this dataset.

**Number of candidates.** To measure the impact of the Action Filter and two-level input partitioning on the number of candidates, we selected 1,000 random methods as queries from the dataset. We then executed these 1,000 queries on our system to see the impact of the Action filter and input partitioning on the number of candidates to be sent to the metrics-based DNN model. The threshold for Action filter was set to 55%. Also we selected 6 as the number of partitions for input partitioning.

Table 5.7 summarizes the impact. The top row shows the base line case where each query is paired with every method in the dataset, except for itself. This is the *modus operandi* of many clone detection tools. In the second row, the Action-filter’s similarity was set to 1% to minimize it’s impact, however, partitions were turned on. For the results in third
Table 5.7: Impact of Action Filter and Input Partitioning

<table>
<thead>
<tr>
<th>Action Filter</th>
<th>Input Partitioning</th>
<th>Num-Candidates</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Filter</td>
<td>No partitions</td>
<td>2,398,525,500</td>
</tr>
<tr>
<td>1%</td>
<td>on</td>
<td>58,121,814</td>
</tr>
<tr>
<td>55%</td>
<td>No partitions</td>
<td>260,655</td>
</tr>
<tr>
<td>55%</td>
<td>on</td>
<td>218,948</td>
</tr>
</tbody>
</table>

row, we had kept the Action filter on at 55% similarity threshold but we switched off the partitioning. The bottom row shows the results for number of candidates when both Action filter and input partitioning were switched on. We can see that Action filter has a strong impact on reducing the number of candidate pairs. The partitioning lets us do in-memory computations; together they both help us achieve high speed and scalability.

Run time and resource demands. We used an Intel(R) Xenon(R) CPU E5-4650 2.20GHz machine with 112 cores, 256G memory, and 500G of solid state disk. We modified the tool configurations to detect clones \( \geq 10 \) source lines of code and we also limited the memory usage of each tool to 12G and disk usage to 100G to simulate the scale experiment conditions as described in [137]. We did not run this experiment for NiCad and Deckard as they were previously shown to not scale to this input at the given experiment settings.

Oreo scaled to this input, taking 26 hours and 46 minutes, SourcererCC took 4 hours and 40 minutes, and CloneWorks took 1 hour and 50 minutes. Oreo took more time than both SourcererCC and CloneWorks. It is worth noting that SourcererCC and CloneWorks validate candidates in the Type-1, Type-2 and early categories of Type-3 before reporting them as clones. They use aggressive heuristics to filter out pairs which are beyond ST3 category. Oreo, on the other hand, evaluates pairs in the Twilight Zone as well, which increases the number of candidates to be evaluated by a non trivial number. Unfortunately, we do not have the number of candidate pairs validated by each tool. Nevertheless, this experiment demonstrates that Oreo scales to large datasets in a reasonable time.
The scalability experiment along with recall and precision experiments, demonstrates that Oreo is a scalable clone detector, capable of detecting not just easy categories of clone, but also in the Twilight Zone with high correctness. In literature we did not find any other software metrics based clone detector which is scalable to such large datasets. Also, as demonstrated by the experiments, Oreo’s performance in the Twilight Zone is better than the other existing tools. At this point I can reiterate my thesis:

*Oreo improves the state of the art in code clone detection by being the most scalable and the most effective technique known so far to detect clones in the Twilight Zone.*

### 5.5 Manual Analysis of Semantic Clones

During the precision study, we saw pairs which were hard to classify into a specific class. We also observed some examples where the code snippets had high syntactic similarity but semantically they were implementing different functionality and vice-versa.

We saw an interesting pair, in which one method’s identifiers were written in Spanish and the other’s in English. These methods offered similar, but not exactly the same, functionality of copying content of a file into another file. The method written in English iterated on a collection of files and copied the contents of each file to an output stream. The method in Spanish copied the content of one file to an output stream. Action Filter correctly identifies the semantic similarities in terms of the library calls of these methods, and later our DNN model correctly recognizes the structural similarity, ignoring the language differences.

Here, we present two examples of clone pairs with high semantic similarity and low syntactic similarity. Listing 5.2 shows one of the classical examples of Type-4 clone pairs reported by Oreo. As it can be observed, both of these methods aim to do sorting. The first one implements *Insertion Sort*, and the second one implements *Bubble Sort*. The Action filter
Listing 5.2: Clone Pair Example: 1

```java
private void sortByName() {
    int i, j;
    String v;
    for (i = 0; i < count; i++) {
        ChannelItem ch = chans[i];
        v = ch.getTag();
        j = i;
        while ((j > 0) && (collator.compare(chans[j - 1].getTag(), v) > 0)) {
            chans[j] = chans[j - 1];
            j --;
        }
        chans[j] = ch;
    }
}
```

```
public void bubblesort(String filenames[])
{
    for (int i = filenames.length - 1; i > 0; i --)
    {
        for (int j = 0; j < i; j ++)
        {
            String temp;
            if (filenames[j].compareTo(filenames[j + 1]) > 0)
            {
                temp = filenames[j];
                filenames[j] = filenames[j + 1];
                filenames[j + 1] = temp;
            }
        }
    }
}
```

Listing 5.3: Clone Pair Example: 2

```java
public static String getExtension(final String filename) {
    if (filename == null || filename.trim().length() == 0 || !filename.contains(".")) return null;
    int pos = filename.lastIndexOf(".");
    return filename.substring(pos + 1);
}
```

```
private static String getFormatByName(String name)
{
    if (name != null) {
        final int j = name.lastIndexOf('.') + 1, k = name.lastIndexOf('/') + 1;
        if (j > k && j < name.length()) return name.substring(j);
    }
    return null;
}
```

Listing 5.4: False Positive Example

```java
public static String getHexString(byte[] bytes)
{
    if (bytes == null) return null;
    StringBuilder hex = new StringBuilder(2 * bytes.length);
    for (byte b : bytes)
    {
        hex.append(HEXCHARS[(b & 0xF0) >>> 4]).append(HEXCHARS[(b & 0x0F)]);
    }
    return hex.toString();
}
```

```java
String sequenceUsingFor(int start, int stop)
{
    StringBuilder builder = new StringBuilder();
    for (int i = start; i <= stop; i++)
    {
        if (i > start) builder.append(',');
        builder.append(i);
    }
    return builder.toString();
}
```
finds many common Action tokens like three instances of ArrayAccess action tokens, and 2 instances of ArrayAccessBinary action tokens, leading to a high semantic match. Further, the trained model finds high structural match as both models have two loops where one is nested inside another; first method declares three variables whereas the second declares four. Oreo does not know that both functions are implementing different sorting algorithms, and hence catching a Type-4 clone here can be attributed to chance. Nevertheless, these two implementations share enough semantic and structural similarities to be classified as a clone pair by Oreo.

Another example is illustrated in Listing 5.3 where both methods attempt to extract the extension of a file name passed to them. The functionality implemented by both methods is the same, however, the second method does an extra check for the presence of / in its input string (line 9). We were unsure whether to classify this example as a WT3/T4 or an MT3 since, although some statements are common in both, they are placed in different positions. Moreover, the syntactic similarity of tokens is also low as both methods are using different variable names. These examples demonstrate that Oreo is capable of detecting semantically similar clone pairs that share little syntactical information.

Besides true positives, we found some false positives too. An example is shown in Listing 5.4. Action filter captures similar occurrences of toString() and append() in both methods and finds a high semantic match. The DNN model also finds the structures of both of these methods to be similar as both contain a loop, an if statement, and both declare same number of variables, leading to the false prediction. Having a list of stop words for Action tokens repeated in many code fragments may help filter out such methods.
5.6 Limitations of this Study

The training and evaluation of models is done only on Java methods. Adaptation to other languages is possible, but requires careful consideration of the heuristics and the software metrics described here. The *Action filter* we propose may not work for small methods, that are very simple and neither make a call to other methods nor do they refer to any class properties. In this study, the minimum threshold of 50 tokens removes the simpler methods, making *Action filter* work well. If we decide to pursue clone detection in small methods, we will explore the option of adding method names or their derivatives to mitigate this concern. The clone detection studies are affected by the configuration of the tools [157]. We mitigate this risk by contacting the authors of different tools and using the configurations suggested by them. The precision study could be affected by human bias. We mitigate it by involving two judges. This bias, however, can be further reduced by involving more judges.

5.7 Chapter Summary

The chapter compares Oreo with four other state of the art tools on a standard benchmark and demonstrates that Oreo is scalable, accurate, and it significantly pushes the boundaries of clone detection to harder-to-detect clones in the Twilight Zone. In future, we will explore the possibilities and impacts of training more models at finer granularities, and training using the clones detected by an ensemble of clone detection tools to improve both the recall and the precision of harder-to-detect semantic clones.
Chapter 6

InspectorClone: Precision Studies Made Easy

6.1 Introduction

The effectiveness of clone detection tools is usually evaluated in terms of precision and recall. The measurement of precision and recall, in general, relies on the existence of labeled datasets. A good labeled dataset provides realistic data and credible labels on all the constituents that should be detected by the analysis tool – in the case of clone detection, all clone pairs are labeled as such. A labeled dataset for clones allows one to measure how many of the clones identified by a certain tool are indeed clones or not (precision), and how many of the true clone pairs are detected by the tool (recall). Publicly available labeled datasets, also known as benchmarks, allow direct inter-tool comparisons without the uncertainty that exists when two tools are compared with different datasets.

In the field of code clone detection, building labeled datasets is particularly challenging.
Unlike other domains, systems like Amazon Mechanical Turk \(^1\) are of limited value here, because code clone labeling requires software expertise and, therefore, cannot be farmed out to large number of people. In addition, manual validation of all the possible clones would require quadratic comparisons, a combinatorial problem that becomes infeasible with growing codebases. Moreover, real world software is complex: methods can exist inside methods, or they can vary widely in size, scope, semantics and nature which, once again, demands deep expertise.

For this reason, most datasets used in code clone studies are either small or synthetically created or are labeled only for a subset of pairs. The dataset by Bellon et al. [18], the dataset by Murakami et al. [112], SOCO 2014 [41] or BigCloneBench [146] have one of the above mentioned limitations.

There has been good progress in measuring recall systematically of clone detection tools. Based on BigCloneBench dataset [146], BigCloneEval [151] estimates recall automatically by measuring how many of the labeled clone pairs are included in the output of a clone detector. However, BigCloneEval stops short of estimating precision because BigCloneBench does not contain labels for all possible clone pairs in it. If a clone detector identifies a clone pair that is not marked as such, only manual inspection can tell whether the pair is a false positive or a true positive. Since manual inspection is a difficult, labor intensive, and time consuming task, most clone detection approaches estimate their precision by sampling a number of their reported clone pairs, and then manually inspecting the sampled set [131, 137, 156]. So, while clone detectors report recall using BigCloneEval, the determination of their precision is still a subjective and a manual process, leading to difficulties in comparing with other tools. The lack of an established labeled dataset for precision creates a number of problems [137]:

- Precision estimation can suffer from sampling bias when sample set is small and not representative of the population.

\(^1\)A crowd-sourcing platform to conduct tasks that demand human intelligence
• Large manual effort is required to conduct precision studies. As each pair in the sample needs to be evaluated, often by multiple judges, the total manual effort required to complete a precision study is substantial.

• The efforts put into the manual inspection of clone pairs are not reused. Each time authors want to estimate their tool’s precision, they typically start from scratch.

To address these problems we present InspectorClone, an approach designed to facilitate precision studies for code clone detectors. InspectorClone helps in evaluating precision of clone detectors and, in the process, creates a dataset of well-known source code clones. InspectorClone automatically resolves as many clone pairs as possible, identifying a subset of pairs where manual inspection is most needed. By showing a fewer number of pairs to humans for manual inspection, InspectorClone reduces the manual effort by 40% on an average.

At the end, the results (automatic and manual) are aggregated to report the precision of the clone detector. Moreover, the human judgments are stored to create a manually labeled dataset of clones. This dataset is beneficial in inter-tool comparison, and also, for the exploration of machine learning and artificial intelligence techniques in clone detection. InspectorClone can be accessed at http://www.inspectorclone.org.

The main contributions of this work are the following:

• A semiautomated, high-precision, approach for classification of clones that reduces the manual effort of precision studies significantly.

• A publicly available web application that enables clone detection researchers to conduct precision experiments of clone detection tools and techniques.

• An evolving dataset of manually validated clone pairs that is publicly available. With
time, as InspectorClone is used, the number of humanly validated clone pairs will increase in the dataset.

This work is organized as follows. In Section 6.2, we present InspectorClone, the tool implementation of our approach. The automatic mechanisms of clone pair resolution, and related concepts are elaborated in Section 6.3, and then it is evaluated in Section 6.4. Section 6.5 presents related work, and threats to validity are explained in Section 6.6. Finally, we present the chapter summary and future work in Section 6.7.

6.2 InspectorClone

Measuring the precision of a clone detector is not a trivial process. To measure the precision, one can choose to manually validate all the clone pairs reported by a clone detector. This process, however, is extremely time consuming and impractical as the number of clone pairs reported by a tool on a standard dataset like BigCloneBench is in millions. A more practical
process is to estimate the precision by humanly validating a random and statistically signifi-
cant sample of clone pairs. This is what researchers do to estimate the precision of clone
detectors [131, 137, 148, 156]. In this process, after running a clone detector on a dataset
and getting the clone pairs, a random and statistically significant sample set of these clone
pairs is assigned to multiple judges for manual inspection. The judges examine each pair
to decide if it is a true clone and/or what type of clone it is. When all sampled pairs have
been validated by all judges, researchers aggregate the judges’ decisions, usually by taking
the majority vote, and report precision.

The above process, though more practical than humanly validating every clone pair, still
takes a non trivial amount of time and effort. Moreover, the effort put into one study cannot
be reused in future studies. To address these issues, we present a web-based tool, named
InspectorClone, that helps clone researchers in expediting the precision estimation process.
InspectorClone helps by mimicking this whole process and also by automatically validating
a subset of sampled clone pairs, thereby reducing the number of clone pairs shown to human
judges. Moreover, by storing human judgments in a centralized database, this tool turns
humans’ manual effort to a long lasting resource that can be reused in future studies.

InspectorClone conducts precision studies on the dataset curated by Svajlenko et al. for
facilitating recall studies [151]. Svajlenko et al. curated this dataset using IJaDataset-
2.0 to conduct recall study using BigCloneEval. The dataset is available for download on
InspectorClone’s website. InspectorClone does not run the clone detection tool; instead, it
expects users to upload the clone pairs reported by their tool (on the aforementioned dataset)
to the website. The work flow is as follows.

A user, John, registers himself and his tool into InspectorClone. After registration, John
can download the dataset of source code and run it on his clone detector. John, then
uploads the clone pairs to InspectorClone where InspectorClone filters out the methods
that are less than 50 tokens, a standard filter used in precision studies [137, 148]. John
now creates an experiment to estimate the precision of his tool. He then invites multiple judges to evaluate the pairs. Once the judges are invited, InspectorClone selects a random and statistically significant sample of clone pairs. From this sample InspectorClone tries to automatically validate as many pairs as it can. All of the remaining pairs of the sample, which InspectorClone did not resolve, are then shown to the judges.

When a judge, Alice, starts an experiment assigned to her, she is shown a web page as shown in Figure 6.1. All unresolved pairs will be shown to her. This page is composed by a split screen with two columns, showing both members of a pair. The code is syntax highlighted to increase the readability. Alice must then decide if this pair does indeed represent a clone or not (if it is a true or a false positive). There are two optional form elements: one to select the clone type, and another to leave a comment. This is for the situations in which a judge is sure that a pair is indeed a clone, but has difficulty in classifying it into a type.

When all of the unresolved pairs have been validated by all judges, InspectorClone aggregates their decisions by taking the majority vote, and creates a precision report. In case there are even number of judges, InspectorClone treats a pair as a true positive only when more than 50% of the judges vote for it to be a clone pair. InspectorClone stores the human judgments in a centralized database. With time, we expect the number of humanly judged pairs to increase in this database, thereby creating a valuable asset for the community.

### 6.3 Automatic Classification of Clones

As explained in the previous section, to estimate the precision of a clone detection tool, InspectorClone needs to validate only a random and statistically significant sample set of the clone pairs reported by the tool. The number of these pairs in such a sample set is small and therefore, InspectorClone can use techniques which are very precise without caring much
about the scalability aspects of the techniques.

Also, an automatic approach must be able to resolve pairs with very high precision; otherwise, researchers will fall back to the completely manual process. With this in mind, we designed a semiautomated approach to conduct precision studies using InspectorClone. The automatic mechanism of InspectorClone has a very high precision but it compromises on recall as it only resolves those pairs on which it has high confidence. The unresolved pairs are then shown to human judges for manual inspection. We note that clone detection tools operate at various granularities like statements, block of code, methods, files, et cetera. Also, clone detection can be carried out for software written in various languages like Java, C, C++, and Python among others. In this work, we narrow down our focus to facilitate precision studies for method level clone detectors which find clones in software systems written in Java.

### 6.3.1 Overview of the Approach

The methodology for clone resolution follows the pipeline presented in Figure 6.2. The two methods in a candidate pair\(^2\) go through a series of steps in which they are checked against

\(^2\)A candidate pair consists of two piece of code reported as clone pair by a clone detection tool. Our approach validates these pairs, and only when they are resolved as true positives they are called clone pairs.
a certain clone type. If at any step a pair is evaluated as a true clone pair, it is marked as a true positive and the system proceeds to the next candidate pair. Otherwise, if all of the steps are failed to evaluate a pair as a true positive, the pair is presented to the human judge for manual inspection. These steps are ordered by computational complexity for system performance (and also by increasing clone type complexity), and are individually described in the next sections.

### 6.3.2 Automatic Resolution of Type I Clones

A pair is a Type I clone if the member methods are exact replicas when neglecting source code comments and layout\(^3\). This makes the validation of Type I candidates similar to a simple string comparison after removing certain elements. We use Algorithm 4 to check if a candidate pair is a Type I clone. Starting with a candidate pair, the algorithm, first, removes all source code comments from both method bodies (lines 2 and 3), then removes white spaces and newlines from them (lines 4 and 5), and finally computes and compares the Hash (SHA-256), of both method bodies (line 6).

**Algorithm 4 Automatic Type I Resolution**

```plaintext
INPUT: M1 and M2 are strings representing the method bodies (including method signature) of two methods for which we want to know if they are Type I clones. OUTPUT: Boolean

1: function IsTypeOne(M1, M2)
2:   M1 = REMOVECOMMENTS(M1)
3:   M2 = REMOVECOMMENTS(M2)
4:   M1 = REMOVEWHITESPACESANDNEWLINES(M1)
5:   M2 = REMOVEWHITESPACESANDNEWLINES(M2)
6:   return Hash(M1) == Hash(M2)
7: end function
```

### 6.3.3 Automatic Resolution of Type II Clones

To resolve Type II pairs automatically, we use two heuristics as described below:

\(^3\)The syntax of Java is not dependent on layout, so we can ease the definition of Type I clones. For layout-dependent syntaxes like the ones found in Python or Haskell, this approach would require a more careful deliberation.
Table 6.1: Method-Level Software Metrics from [131]

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>XMET</td>
<td># external methods called</td>
<td>HEFF</td>
<td>Halstead effort to implement</td>
</tr>
<tr>
<td>VREF</td>
<td># variables referenced</td>
<td>HDIF</td>
<td>Halstead difficulty to implement</td>
</tr>
<tr>
<td>VDEC</td>
<td># variables declared</td>
<td>EXCT</td>
<td># exceptions thrown</td>
</tr>
<tr>
<td>NOS</td>
<td># statements</td>
<td>EXCR</td>
<td># exceptions referenced</td>
</tr>
<tr>
<td>NOPR</td>
<td># operators</td>
<td>CREF</td>
<td># classes referenced</td>
</tr>
<tr>
<td>NOA</td>
<td># arguments</td>
<td>COMP</td>
<td>McCabes cyclomatic complexity</td>
</tr>
<tr>
<td>NEXP</td>
<td># expressions</td>
<td>CAST</td>
<td># class casts</td>
</tr>
<tr>
<td>NAND</td>
<td># operands</td>
<td>NBLTRL</td>
<td># Boolean literals</td>
</tr>
<tr>
<td>MDN</td>
<td>maximum depth of nesting</td>
<td>NCLTRL</td>
<td># Character literals</td>
</tr>
<tr>
<td>LOOP</td>
<td># loops (for,while)</td>
<td>NSLTRL</td>
<td># String literals</td>
</tr>
<tr>
<td>LMET</td>
<td># local methods called</td>
<td>NNLTRL</td>
<td># Numerical literals</td>
</tr>
<tr>
<td>HVOC</td>
<td>Halstead vocabulary</td>
<td>NNULLTRL</td>
<td># Null literals</td>
</tr>
</tbody>
</table>

**Action heuristic**: Action tokens of a method form a more stable semantic signature for the method than the identifiers or types chosen by the developer. This is because identifiers and types often change in duplicating methods, while Action tokens tend to remain the same. The reason is that methods and class attributes, represented by Action tokens, bring pre-implemented functionalities, which reduce the burden of coding, and hence, are not probable to be removed or modified after cloning.

**Metric heuristic**: Software metrics, measuring different characteristics of source code, can capture structural information of a method. These measurements are resilient to changes in identifier names and literals – a useful property in the detection of Type II clones. Hence, we use 24 method level software metrics shown in Table 6.1 for Type II resolution. The details of these metrics can be found elsewhere [131, 134]. A detailed explanation about the application of Action tokens and software metrics in clone detection can be found in [131] and also in Section 4.2.

We use Algorithm 5 to check if a candidate pair is a Type II clone. First, we get a list of action tokens for both methods (line 2 and 3). Then, we compare if these lists are identical (line 4), that is, the contents along with their order of appearance in these lists match. If the
lists are identical, we get a list of metrics for both methods \( \text{(line 5 and 6)} \) and then return true if these lists are identical \( \text{(line 7)} \), else return false.

This algorithm ensures that a candidate pair is resolved as Type II only when there is a 100% match in both the metrics and the Action tokens. The rational is that Type II clones differ in identifier names and literal values while their structure (captured by metrics), and their method calls and accessed class fields (captured using Action tokens) remain the same.

**Algorithm 5 Automatic Type II Resolution**

**INPUT:** \( M_1 \) and \( M_2 \) are strings representing the method bodies (including method signature) of two methods for which we want to know if they are Type II clones. **OUTPUT:** Boolean

1: \( \text{function } \text{IsTypeTwo}(M_1, M_2) \)
2: \( \quad \text{ListATofM}_1 = \text{GetActionTokens}(M_1) \)
3: \( \quad \text{ListATofM}_2 = \text{GetActionTokens}(M_2) \)
4: \( \quad \text{if } \text{IsIdentical(ListATofM}_1, \text{ListATofM}_2) \text{ then} \)
5: \( \quad \quad \text{ListMetM}_1 = \text{GetMetrics}(M_1) \)
6: \( \quad \quad \text{ListMetM}_2 = \text{GetMetrics}(M_2) \)
7: \( \quad \quad \text{return } \text{IsIdentical(ListMetM}_1, \text{ListMetM}_2) \)
8: \( \quad \text{end if} \)
9: \( \quad \text{return } False \)
10: \( \text{end function} \)

### 6.3.4 Automatic Resolution of Type III Clones

Typically, syntactic clone detectors detect clones in ST3 and VST3 categories. This is because there is a high probability that code snippets with less than 70% syntactical similarity are coincidentally similar. Moreover, to detect clones between 0-70% similarity range, detectors may need to capture the semantic similarity, a harder problem in clone detection. Therefore, achieving very high precision in the automatic resolution of all of these subcategories is considered hard. As we want to make sure whatever candidate pair our approach resolves as a clone pair, is indeed a true clone pair, we focus on the first two subcategories, namely VST3 and ST3.

To resolve Type III candidates automatically, we first make the candidate pairs go through an *Action filter*, and the ones that survive this filter are fed to a deep learning classifier that predicts whether they are true clone pairs. Placing *Action filter* before the classifier
ensures that candidate pairs, whose methods do not share a specific amount of action tokens, are filtered out early, and shown to judges instead of being resolved automatically; hence, increasing precision.

In the following subsections we first explain the training set used in training the deep learning model, and next, we describe the details of the trained model. Finally, we provide the results of a sensitivity analysis we did for selecting the proper Action filter threshold to resolve Type III clones with high precision.

### 6.3.4.1 Dataset Curation

Since the machine learning classifier is supposed to resolve Type III candidates, we need a training set with clone pairs from this category. Also, to resolve clone pairs with very high precision, we want our dataset to contain true clone pairs which are very similar in terms of both their semantics and structure. To generate such dataset, we use two token based state of the art clone detectors, CloneWorks (Aggressive mode) [153] and SourcererCC [137]. The configurations of these tools are shown in Table 6.6. These clone detectors detect Type III clone pairs up to ST3 category, where the methods in each clone pair have high structural similarity. On the other hand, we ensure high semantic similarity in the methods of each clone pair in our dataset by using Action Filter with threshold set to 90%. The starting dataset used to generate our training dataset is BigCloneBench.

The numbers related to dataset creation process are reported in Table 6.2. The training set includes equal number of both assumed positives (clones) and assumed negatives (non-clones). To get the set of assumed positives, we took an intersection of the clone pairs detected by the two tools (RowId 3 in Table 6.2). We then removed all Type I and Type II pairs from this intersection and selected the pairs which satisfy our Action filter (RowId 4). To ensure that these pairs are true clone pairs, we randomly sampled 1,851 pairs (a
Listing 6.1: Example VST3 Clone Pair

```java
private boolean doPurgeStudy(DirWriter w, DirRecord parent, int[] counter) throws IOException {
    boolean matchAll = true;
    LinkedList toRemove = new LinkedList();
    for (DirRecord rec = parent.getFirstChild(true); rec != null; rec = rec.getNextSibling(true)) {
        if (doPurgeSeries(w, rec, counter)) {
            toRemove.add(rec);
        } else {
            matchAll = false;
        }
        if (matchAll) {
            return true;
        } else {
            for (Iterator it = toRemove.iterator(); it.hasNext(); ) {
                counter[0] += w.remove((DirRecord) it.next());
            }
            return false;
        }
    }
}
```

```java
private boolean doPurgeInstances(DirWriter w, DirRecord parent, int[] counter) throws IOException {
    boolean matchAll = true;
    LinkedList toRemove = new LinkedList();
    for (DirRecord rec = parent.getFirstChild(true); rec != null; rec = rec.getNextSibling(true)) {
        File file = w.getRefFile(rec.getRefFileIDs());
        if (!file.exists()) {
            toRemove.add(rec);
        } else {
            matchAll = false;
        }
        if (matchAll) {
            return true;
        } else {
            for (Iterator it = toRemove.iterator(); it.hasNext(); ) {
                counter[0] += w.remove((DirRecord) it.next());
            }
            return false;
        }
    }
}
```

statistically significant sample with 99% confidence level and 3% confidence interval), and validated them manually. Two judges, who are also the authors of this paper, independently went through these clone pairs and unanimously found all pairs to be true clone pairs.

Listing 6.1 shows an example of true clone pair (VST3) found by the judges. Both methods in this example seem to have a very similar aim: first, they fill a `LinkedList` (line 6 and 26) and then they iterate over the `LinkedList` to remove its contents (lines 14 to 16 and lines 34 to 36). The methods not only share many Action tokens, their structures also look very similar. Moreover, the line and token similarity between the methods are high, making this pair a good example of a true positive.
Table 6.2: Dataset Creation Process Statistics

<table>
<thead>
<tr>
<th>RowId</th>
<th>Dataset</th>
<th>Number of Pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SourcererCC Pairs</td>
<td>909,409</td>
</tr>
<tr>
<td>2</td>
<td>CloneWorks Pairs</td>
<td>8,053,303</td>
</tr>
<tr>
<td>3</td>
<td>SourcererCC &amp; CloneWorks Intersection</td>
<td>699,389</td>
</tr>
<tr>
<td>4</td>
<td>Intersection after Removal (Clone Pairs)</td>
<td>53,058</td>
</tr>
<tr>
<td>5</td>
<td>Non-clone pairs at 90% Action filter</td>
<td>18,195,489</td>
</tr>
<tr>
<td>6</td>
<td>Union of Pairs by SourcererCC, CloneWorks, Nicad</td>
<td>8,408,734</td>
</tr>
<tr>
<td>7</td>
<td>Non-clones after Removing Union Pairs</td>
<td>18,135,188</td>
</tr>
<tr>
<td>8</td>
<td>Non-clones after Random Sampling</td>
<td>53,058</td>
</tr>
<tr>
<td>9</td>
<td>Total Rows in Final Dataset</td>
<td>106,116</td>
</tr>
</tbody>
</table>

The training set needs not only positive samples of clones, but also negative ones. Getting these pairs is considerably more difficult—while there is an enormous amount of code pairs that are not clones of each other, for machine learning purposes, it is not useful to include pairs that have no similarities whatsoever. Ideally, we would like to include pairs that we know with high certainty are not clones, but that are sufficiently similar that they could be confused as clones.

To get such assumed negative pairs, we modified Oreo [131], a clone detector designed to detect Type III clones even in harder clone categories, to predict non-clones such that they have at least 90% similarity in their Action tokens (RowId 5). The original source code of Oreo is available at [130]. Then, we took a union of the clone pairs reported by three state of the art clone detectors: CloneWorks, SourcererCC, and NiCad [127] (RowId 6). NiCad’s configurations are shown in Table 6.6. To ensure high confidence in the non-clone pairs, we removed any non-clone pair which is present in the union set (RowId 7). Finally, we did a manual analysis similar to what we did for true positives to gain more assurance about the non-clone pairs. The same two judges, independently as before, went through a random sample of 400 pairs. They found many examples which were definitely non-clones, and also found some examples of MT3 and WT3/4 clones, where the pairs shared high semantic similarity but the structural similarity was weak. This is useful in increasing the precision.
of the machine learning model since it learns to classify these harder pairs, which are closer to the threshold boundary, as non-clones. This is a desirable behavior as these harder cases are then left for human judgment.

Listing 6.2 shows an example of an MT3 pair found by the judges. Both methods in this pair are semantically similar as they both intend to copy the contents from an `InputStream` to an `OutputStream`. The structural and token similarity between the two methods, however, is low, making it harder to detect as a clone pair by many token based clone detectors. Similarly, Listing 6.3 shows another pair that semantically, are performing the same task, but the structural similarity between the two methods is very low. Such methods are good candidates that should be left for human judgment.

We then took a random sample of 53,058 pairs (RowId 8) from the above obtained pairs (RowId 7) to have the number of non-clone pairs matched with the number of true clone pairs (RowId 4). Finally, we aggregated the pairs from RowId 4 and RowId 8 to create a dataset (RowId 9) which we used for training and validating the machine learning model. Each row of this finalized dataset contains a method pair represented as a vector of 48 metrics (24 metrics of Table 6.1 for each method), and a label denoting whether this pair is a clone or not.
6.3.4.2 Deep Learning Model

To classify Type III clones we are using Siamese architecture to train a Deep Neural Networks (DNN) model. We carried out model comparison analysis on the training dataset at hand and found Siamese model to outperform other models. Model comparison results are explained later in this section. The architecture of this model is same as the model we trained for Oreo. The differences between the two models are mostly driven by the purpose for which we want to train these models. For Oreo, we wanted a good balance between recall and precision but in InspectorClone our goal is to maximize the precision. To fulfill this need, we curated a separate train dataset for InspectorClone’s model. The dataset is smaller in comparison to Oreo’s training dataset and therefore the number of neurons in each component of InspectorClone is relatively smaller than that of Oreo.

Figure 6.3 shows the architecture of the Siamese model we trained for our approach. It consists of three components: i) two identical subnetworks, ii) a comparator unit, and iii) a classification unit. The input to the model are the feature vectors of each method (24 metrics) in the candidate pair. These feature vectors are then transformed and processed by the two subnetworks and the comparator. Finally, the classification unit outputs a number
Figure 6.3: Siamese architecture

Table 6.3: Precision and Recall on the test set for the Siamese Neural Network model using different thresholds.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.970</td>
<td>0.920</td>
</tr>
<tr>
<td>0.7</td>
<td>0.981</td>
<td>0.882</td>
</tr>
<tr>
<td>0.8</td>
<td>0.989</td>
<td>0.844</td>
</tr>
<tr>
<td>0.9</td>
<td>0.996</td>
<td>0.700</td>
</tr>
</tbody>
</table>

between 0 and 1, representing the probability of a pair being a clone. A more detailed explanation of this architecture and its components can be found elsewhere [131].

To perform the model selection experiments, the training dataset of 116,000 code pairs is randomly divided into 80% for training and 20% for testing. Furthermore, 5,000 pairs from the training set are set aside for validation purposes, i.e. for hyperparameter tuning. First, we explored the hyper-parameter tuning for the Siamese model. The best performing model is the one shown in Figure 6.3. Each of the two subnetwork layers in this model has 4 layers, each with 128 neurons and the comparator has four fully connected layers of sizes 128-64-32-16. The output of the comparator is then fed into a single classification neuron.
with sigmoidal (logistic) activation function. The output of this neuron is a value between 0 and 1. Normally, the values more than 0.5 are assigned label 1, and values less than 0.5, are assigned label 0. However, since our goal in this problem is to achieve almost perfect precision (so that the number of false positives tends to zero), during production (testing), we set the threshold to announce a pair a true clone pair to be 0.9. The code pairs which have prediction values between 0 to 0.9 are sent to human judges for further inspection. Table 6.3 shows the Precision and Recall values on the test set at different thresholds. As it is observed, using this deep learning approach with a threshold of 0.9 yields almost perfect precision (0.996).

We also compared the Siamese DNN to other models with different architectures, including: (1) a plain fully connected neural network (Plain DNN) with similar number and sizes of hidden layers as the Siamese one; (2) a shallow neural network (Shallow NN) with one hidden layer and similar number of parameters; and (3) a logistic regression model. Since our final goal is to achieve a high Precision, all the comparisons are done when the thresholds for all models are set to be 0.9. We first compared their performance during the training stage. Figure 6.4 shows that the Siamese DNN outperforms the other models in terms of accuracy on the validation set. The accuracy of the Siamese DNN converges to 96.0%, while the accuracy for plain DNN and Shallow NN converges only to 94.0%. Figure 6.5 shows that for the validation loss also, the Siamese structure is superior to the other models. The average
Table 6.4: Precision and Recall values on test set

<table>
<thead>
<tr>
<th>Threshold=0.9</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.984</td>
<td>0.828</td>
</tr>
<tr>
<td>Shallow NN</td>
<td>0.991</td>
<td>0.734</td>
</tr>
<tr>
<td>Plain DNN</td>
<td>0.983</td>
<td>0.841</td>
</tr>
<tr>
<td>Siamese DNN</td>
<td>0.996</td>
<td>0.700</td>
</tr>
</tbody>
</table>

loss value for the Siamese DNN converges to 0.103 (as apposed to Plain DNN: 0.139; Shallow NN: 0.162; Logistic regression model: 0.222). Thus in short, the Siamese DNN better fits the training data.

Next, the model performance is compared at the testing stage. Table 6.4 shows that the Siamese network has the highest Precision, equal to 0.996. In short, this shows that the Siamese network has better generalization performance than the other models used in the comparison.

6.3.4.3 Sensitivity Analysis

We did a sensitivity analysis to find the optimum threshold of *Action filter* with the goal of not having any false positives, and maximizing the number of pairs resolved automatically.

**Methodology.** We used the clone pairs reported by SourcererCC on the BigCloneBench Dataset. We ran InspectorClone with four different threshold values of *Action filter*: 60%, 65%, 70%, and 75%. One author manually inspected the clone pairs that are automatically resolved by InspectorClone to figure out the number of false positives in them. Results of this analysis are denoted in Table 6.5. The first column of this table shows the examined thresholds, and the next three columns, respectively, denote the number of automatically resolved Type I, Type II, and Type III clone pairs. The next three columns show the number of false positives observed at each clone category, and the last column depicts the number of clone pairs that need the manual validation by humans. At 60% and 65% thresholds, we
<table>
<thead>
<tr>
<th>Threshold</th>
<th>Auto Type III</th>
<th>Auto Type III FP</th>
<th>Manual</th>
</tr>
</thead>
<tbody>
<tr>
<td>60%</td>
<td>124</td>
<td>16</td>
<td>68</td>
</tr>
<tr>
<td>65%</td>
<td>78</td>
<td>17</td>
<td>121</td>
</tr>
<tr>
<td>70%</td>
<td>49</td>
<td>0</td>
<td>149</td>
</tr>
<tr>
<td>75%</td>
<td>18</td>
<td>0</td>
<td>174</td>
</tr>
</tbody>
</table>

observed some false positives, whereas at 70% and 75% thresholds, no false positives were observed. The number of automatically resolved clone pairs at 70% threshold (49) is greater than this number at 75% threshold (18). Consequently, this threshold was selected to be used in *Action filter*.

### 6.4 Evaluation

As discussed earlier, the main goal of our approach is to automatically resolve as many clone pairs as possible with high precision. Hence, to evaluate it, we designed an experiment using InspectorClone, and seven clone detectors. The goal of this experiment is twofold: i) to understand the impact of our approach on the reduction of manual effort, and ii) to measure the precision of the automatic clone resolution approach.

We include SourcererCC, iClones [47], NiCad, CloneWorks, SimCad [155] as popular examples of modern clone detectors that support Type III clone detection. CloneWorks comes in two different modes, Aggressive and Conservative; we tested InspectorClone on both of these modes. We also include two recent tools, Oreo and CCAligner [156]. While all these tools detect clones in Type I, Type II, and early categories of Type III (*VST3* and *ST3*), Oreo and CCAligner are capable of detecting clones beyond *ST3* categories such as *MT3*. We also wanted to include Deckard [64] and CPD [1]; however, they both detect clones beyond method boundaries. At this time, we cannot reliably conduct a meaningful experiment with
them on InspectorClone, which only supports method level clone detectors as of now. Also, both of these tools report their results as clone classes and not as clone pairs. When we ran processes to generate clone pairs from these clone classes, they both produced large amount of clone pairs. We killed the processes after generating more than 175G of clone pairs for each of them as these are very big files for InspectorClone to process.

We ran all tools on the recall dataset of BigCloneBench and obtained the clone pairs reported by each tool. We then uploaded the clones reported by each tool to InspectorClone, and calculated the number of clone pairs automatically resolved in each category, and the number of pairs left for manual validation. We configured InspectorClone to consider only those pairs that have methods with at least 50 language tokens, a standard size filter used in precision studies [131, 137].

To gain high confidence in our experiment results, we conducted 2 rounds of experiments for each tool (a total of 16 experiments, with 7 tools and CloneWorks being executed in two modes). In each round, InspectorClone sampled 400 random candidate pairs from the output of each tool. InspectorClone then automatically resolved some clone pairs as assumed positives, leaving the rest for manual validation. To measure the precision of the automatic resolution part, five judges, who are also authors of this paper, independently went through the whole set of 2,545 automatically resolved clone pairs to look for possible false positives. The judges were also asked to report the time they took to complete each round of experiment. In total, it took around 58 man hours to complete all 80 experiments (16 rounds per each judge).

The results of this experiment are shown in Table 6.6. The first column shows the name of the tool. The next three columns denote, respectively, the number of Type I, Type II, and Type III candidate pairs that were automatically resolved by InspectorClone. The fifth column shows the number of candidate pairs that could not be automatically classified, and needed manual validation by humans (out of the sample of 400). The sixth column
Table 6.6: Reduction of Manual Effort

<table>
<thead>
<tr>
<th>Tool</th>
<th>Automatically Resolved</th>
<th>Manual Inspection</th>
<th>FP</th>
<th>Tool Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1 T2 T3 (out of 400)</td>
<td></td>
<td></td>
<td>MIL=6, Θ = 60%</td>
</tr>
<tr>
<td>CCAAligner</td>
<td>18 38 60</td>
<td>284</td>
<td>0</td>
<td>e=1, q=6</td>
</tr>
<tr>
<td></td>
<td>18 31 64</td>
<td>287</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>CloneWorks(A)</td>
<td>118 27 34</td>
<td>221</td>
<td>0</td>
<td>MIT=1, Θ = 70%,</td>
</tr>
<tr>
<td></td>
<td>118 35 37</td>
<td>210</td>
<td>0</td>
<td>Mode=Aggressive</td>
</tr>
<tr>
<td>CloneWorks(C)</td>
<td>53 43 36</td>
<td>268</td>
<td>0</td>
<td>MIT=1, Θ = 70%,</td>
</tr>
<tr>
<td></td>
<td>54 58 26</td>
<td>262</td>
<td>0</td>
<td>Mode=Conservative</td>
</tr>
<tr>
<td>iClones</td>
<td>254 59 26</td>
<td>61</td>
<td>0</td>
<td>MIT=50,</td>
</tr>
<tr>
<td></td>
<td>256 63 15</td>
<td>66</td>
<td>0</td>
<td>min block=20</td>
</tr>
<tr>
<td>NiCad</td>
<td>99 35 159</td>
<td>107</td>
<td>1</td>
<td>MIL=6, BIN=True,</td>
</tr>
<tr>
<td></td>
<td>115 26 165</td>
<td>94</td>
<td>0</td>
<td>IA=True, Θ = 30%</td>
</tr>
<tr>
<td>Oreo</td>
<td>0 0 0</td>
<td>400</td>
<td>0</td>
<td>MIT=15,Θ = 55%,</td>
</tr>
<tr>
<td></td>
<td>0 0 0</td>
<td>400</td>
<td>0</td>
<td>Γ = 60%</td>
</tr>
<tr>
<td>SourcererCC</td>
<td>155 25 8</td>
<td>212</td>
<td>0</td>
<td>MIT=1,</td>
</tr>
<tr>
<td></td>
<td>149 24 12</td>
<td>215</td>
<td>0</td>
<td>Θ = 70%</td>
</tr>
<tr>
<td>SimCad</td>
<td>15 0 2</td>
<td>383</td>
<td>0</td>
<td>GT=True</td>
</tr>
<tr>
<td></td>
<td>10 2 3</td>
<td>385</td>
<td>0</td>
<td>US=True,MIL=6</td>
</tr>
</tbody>
</table>

(FP) contains the number of false positives (after considering majority vote) observed by human judges in the automatically resolved pairs. And finally, the seventh column shows the configurations which were used to run the tools. These configurations are based on our discussions with their developers, and also the configurations suggested in [148]. In the table, MIT stands for minimum tokens, MIL stands for minimum number of lines, BIN and IA, respectively stand for blind identifier normalization and literal abstraction used in NiCad. Θ stands for similarity threshold (for NiCad, it is difference threshold, and for Oreo it is Action filter threshold), Γ is the threshold for input partition used in Oreo. In CCAAligner’s configurations, e stands for edit distance, and q is the window size. GT and and US stand for greedy transformation and unicode support used in SimCad.

As the table shows, InspectorClone reduced the number of pairs that need manual analysis
for all tools except for Oreo. On an average, there is a 39% reduction in the number of
clone pairs that are left for human judges. Most reduction is observed for iClones (84%) and
NiCad (74%), while for SimCad (4%) and Oreo (0%), we observed little to no reductions.
The reduction for rest of the tools ranges from 28% to 47%.

To understand why InspectorClone did not help in reducing the number of pairs for Oreo
and SimCad, two judges went through the samples of one of the two experiments conducted
for both tools. For SimCad, the judges reported 358 out of 400 pairs as false positives of the
SimCad tool itself (10.5% precision). The presence of large number of false positives in the
pairs of SimCad explains why InspectorClone did not help much in resolving its pairs. For
Oreo, the judges reported a much higher precision of 80%, where they reported 80 out of 400
pairs as false positives of the tool. Almost all of the clone pairs in the sample of Oreo were
found to be in harder to detect Type III categories ($MT_3$ and $WT_3$). An example of such
a pair is shown in Listing 6.4. Both methods in this example are reading an object from an
input stream, and then, they cast this object into the type they received in their arguments.
Though they are performing similar tasks and hence, are semantically similar, they differ
significantly in their structural properties. This qualifies such pairs to fall in harder to detect MT3/WT3 categories, making them good candidates for human inspection.

If we remove Oreo and SimCad, which are two special cases, from the analysis, on an average, InspectorClone resolves 52% of the clone pairs. The results demonstrate that InspectorClone can have a key role in reducing the burden of manual effort needed by users in precision studies.

Apart from the reduction in manual effort, the precision of the automatic classification is of a great importance. Out of 1,432 Type I, and 466 Type II clone pairs resolved by InspectorClone, judges found no false positives, giving InspectorClone perfect precision scores in these categories. The judges reported some false positives in the Type III pairs. We report the precision for InspectorClone with following two strategies: i) Strategy-A, when majority vote is considered (numbers in column 6 of Table 6.6 are based on this strategy), and ii) Strategy-B, when a pair is considered false positive if any of the judges report it as a false positive. In Strategy-A, one false positive was found out of 647 Type III pairs, giving InspectorClone a precision score of 99.8%. With this strategy, the precision of InspectorClone for all types of pairs combined (2,545 pairs) is 99.96%. The methods in this false positive pair are big in size (≈140 NOS). Both of these methods make around 100 calls to add() method of a list object, which results into a high match in their Action tokens. Also, the arguments to these add() method calls in both of these methods are String Literals, thereby increasing the match count in the NSLTRL metric, which in turn contributes to a high structural match, making InspectorClone resolve the pair as a Type III clone. However, the String Literals are very different and there exists a loop in one of the methods, which led the judges to mark this pair as a false positive.

In Strategy-B, 11 false positives were found, giving InspectorClone a precision score of 98.3% in Type III pairs. If pairs of all types are combined, this strategy gives a precision score of 99.57%. In their judgments of 2,545 pairs, the judges were unanimously in agreement on
When asked about these false positives, all judges mentioned that except for two or three pairs, all of these pairs are borderline cases. For instance, one judge noted: "I am on the fence about this pair". And for a different pair another judge noted: "I hesitate if it is a clone or not". This shows that identification of clones is a subjective task which involves cases that are hard to judge even by humans. We note, that the judges are well aware of the clone definition and clone types and all of them have previously contributed to the research involving software clones or clone detectors.

The results show that the strict thresholds used for automatic clone validation are appropriate, if not prefect, and that we can rely on the automatically resolved pairs with high confidence.

6.5 Related Work

Measuring the detection capabilities of clone detection tools is an important part of source code cloning research. This demands the existence of labeled and standardized datasets that can assist with this measurement. Therefore, development of such datasets have been the focus of research throughout the years. Unlike the vast majority of areas for which the tasks for producing labeled datasets are accessible to a large number of people (without any special expertise being required), developing labeled datasets related to source code cloning requires significant expertise in a narrow topic: programming. For example, image or speech recognition can be done by everyone; some examples of platforms that assist people with these tasks are Amazon Mechanical Turk, or the population of College students. However, such platforms cannot be used in preparation of source code cloning datasets due to the need for the related knowledge. For this reason, researchers have tried to build such labeled
datasets in other ways. Most of these works have been successful in estimating the recall since recall estimation does not require the comprehensive labeling of all pairs, which is needed in measuring the precision. Here, we briefly discuss a set of these efforts.

BigCloneBench (BCB) dataset [146, 148] is probably the most related work to ours. We have also used it in the evaluation of our approach with InspectorClone. The underlying corpus of Java source code used by BCB is IJaDataset-2.0⁴. This dataset represents a large inter-project Java repository containing 25,000 open source projects, with 2.3 million source files and 365M lines of code [148]. BCB contains a subset of IJaDataset curated by human judgment, and it contains over 8 million known clone pairs within IJaDataset. It is the result of using IJaDataset, selecting a series of known algorithms (sorting algorithms is one example), and tracking possible implementations of these across the dataset. Hence, not all possible clone pairs are tagged in this dataset, and there exist many pairs that are not tagged. As a result, this dataset cannot be used to measure the precision of clone detectors, but it has been used by BigCloneEval (BCE) [151] to estimate the recall of clone detector tools automatically.

Another dataset is created by Bellon et al. [18]. To prepare this dataset, Bellon manually validated 2% of the clones reported by then (year 2002) contemporary clone detectors for eight software systems. Svajlenko et al. [148] found that this benchmark is not suitable for accurate evaluation of modern clone detection tools. They attributed many of the problems in the dataset to it being built using tools that are now outdated. It has also been found to have other problems as we see next.

Murakami et al.’s dataset [112] is an improvement on the Bellon et al.’s dataset. Murakami et al. found out that since Bellon dataset does not contain locational information of gapped lines (i.e. lines that are present in a pair but missing in the other), it has not evaluated some Type III clones correctly. Hence, they added this information and improved the dataset with

⁴Available at https://sites.google.com/site/asegsecold//projects/seclone (March 2018).
Another effort has been made in SOCO 2014 [41]. SOCO was a challenge defined for detection of source code pairs that are reused. The task was carried out at document level, and in C/C++ and Java. Two datasets were provided: train and test. Train dataset was labeled and used to train an algorithm that can find source code pairs in which one pair is developed reusing the other one. The test dataset was used to evaluate the accuracy of the developed algorithm with respect to recall, precision, and F1\textsuperscript{5}. SOCO contains only 259 Java files and 79 C files, and these examples do not represent realistic software projects (the origin of the source code is unclear).

6.6 Threats to Validity and Limitations

The measurement accuracy of our approach, and its reduction in manual effort was performed manually and independently by five expert judges over a large sample of clone pairs detected by seven different clone detection tools. However, these five judges were also authors of this work and more importantly, like any work that relies on human action, practical limitations related to bias and cognition could have affected our analysis. We mitigated this issue by strictly adhering to the definition of the clone types during manual classification and also by sharing the data for researchers to verify.

The tools used to generate clone pairs and validate our approach can have an impact on the validation of our approach. For example, if a tool has a tendency to detect large clones, then the validation will be performed on the large clones too. To compensate for this bias and to gain more confident in our approach we evaluated it with seven different clone detectors.

Another important consideration is that our approach focuses on Java methods and is eval-

\textsuperscript{5}The F1 score is a measurement provided by the harmonic mean between precision and recall.
uated for methods with 50 tokens or more. It is possible to apply this methodology to other granularities of source code and to methods smaller than 50 tokens, but doing so would require modifying the existing components of our approach, specifically the software metrics.

We measure manual effort involved in precision studies as the number of clone pairs that need manual inspection. The effort, however, to inspect clone pairs of different types and sizes varies significantly and therefore may not be linear to the number of pairs.

6.7 Chapter Summary

We have presented a semiautomated approach and a tool, InspectorClone, that facilitate precision studies. We evaluated the precision of the automatic clone resolution part of this approach on seven different clone detectors. Our experiments show that the precision of InspectorClone is very high (≈99.5%) making it suitable for conducting precision studies. Further, we demonstrated that the number of clone pairs resolved by InspectorClone is significant.

InspectorClone is available to the community and it provides a beneficial framework to access community efforts and to contribute back to them.

As future work, we are looking at the implementation of this approach in different programming languages, with different granularities (classes or files instead of methods for example) and on different scales (clone with less than 50 tokens).
Chapter 7

Conclusion

7.1 Dissertation Summary

There has been a tremendous increase in the amount of source code available today in the Web-hosted open source repository services such as GitHub, BitBucket and SourceForge. Such large corpora present the opportunity to improve the state of the art in various modern use cases of clone detection. Some of these use cases include studying the extent of cloning within and across code hosting repository platforms [99, 162], studying patterns of clone evaluation [17, 79], conducting empirical studies to understand the characteristics of clones [133], detecting similar mobile applications [28], license violation detection [44, 85], mining library candidates [60], reverse engineering product lines [44, 56], code search [74], and finding the provenance of a component [32]. Though these opportunities are exciting, scaling such vast corpora poses critical challenge making scalability a must-have requirement for modern clone detection tools. SourcererCC and CloneWorks are two such tools to have addressed the scalability related challenges. These tools are designed to detect clones up to early Type III subcategories, namely VST3 and ST3. However, in our experience, we have
observed that there exist more clone pairs in the Twilight Zone (MT3 and WT3 subcategories) than in the early Type III subcategories, making it desirable to push the boundaries of scalable clone detection to cover the Twilight Zone. Maintaining high accuracy while addressing the prohibitive problem of candidate explosion makes scalable clone detection in the Twilight Zone a hard problem. This dissertation presents Oreo, a tool to conduct accurate and large scale clone detection in the Twilight Zone. Oreo uses concepts from software metrics, information retrieval and machine learning to address the scalability challenges while maintaining high recall and precision across Type I, Type II, Type III as well as in the Twilight Zone.

To address the challenge of candidate explosion I proposed a novel semantic filter named Action filter along with two level input partitioning to filter out a large number of unlikely clone pairs. In an experiment to demonstrate scalability, we found Oreo scales to IJaDataset, a large inter-project repository containing 25,000 open-source Java projects, and 250 MLOC on a standard workstation. Oreo is the only clone detector designed to operate in the Twilight Zone which has shown to scale this dataset.

We measure Oreo’s recall using BigCloneBench, a standard benchmark of real world software clones. Oreo performs at par with the state of the art near miss Type III clone detectors on Type I, Type II, and early categories of Type III clones. Oreo performs significantly better than the other accurate Type III clone detectors by finding an order of magnitude more clones in the Twilight Zone. In the blind experiments consisting of two judges, we found that Oreo’s precision is at par with the other state of the art tools in the Type I and Type II clone categories. Oreo’s precision is found to be 82.5%, which is lower than the best performing clone detectors in the Type III clones. Given that Oreo detects clones in the Twilight Zone, a territory where other tools are not designed to operate, a precision of 82.5% is considered to be very good. The only other tool designed to find clones beyond the ST3 category is CCAligner, with both recall and precision (71.25%) significantly lower than
that of Oreo.

7.2 Lessons Learned

During the development of Oreo I experimented with different machine learning algorithms before settling with the Deep Neural Networks. We ran our experiments with multiple classifiers: K-Nearest Neighbors (KNN) [160], Naive Bayes [160], Classification and Regression Trees (CART) [160], Logistic Regression (LR) [36], Linear Discriminant Analysis (LDA) [62]. To this end, we used the dataset of 3,562 Java projects which I created in one of my previous work [133]. The dataset consists of 3,562 Java projects hosted on Maven [104]. The comprehensive list of projects with their version information is available at http://mondego.ics.uci.edu/projects/clone-metrics/.

During my experiments with these algorithms, I learned several important lessons which I summarize below.

• Software metrics have a great potential for being used in finding code clone pairs. It is important to manually inspect the true positives, false positives, true negatives and false negatives produced by such approaches to get insights into how to engineer the features using software metrics.

• For many algorithms in machine learning it is advised to remove the features which are highly correlated [53]. Random-Forrest however, does not get affected much by correlated features. The decision-trees used in Random-forest, during training, calculate the information gain for each feature at every step and then learn to make a decision. The highly correlated features, at a given step, will have a very similar information gain and therefore only one of them will be used to make a decision on that step. This makes having correlated features redundant yet not affecting the model negatively. As a result,
we did not have to analyze the correlations among features heavily. However, we found some interesting patterns in features that needed attention: We noticed that NLOC and NOS values for a very similar code could be different. This is because NLOC captures the number of lines of code, whereas NOS captures the number of statements in code. For example, one could write three statements in one line, decreasing the NLOC value without affecting the number of statements, which will still be three. Thus, NLOC would not have useful information gain for our model; hence, we removed NLOC and reserved NOS. We also removed MOD, which captures the number of modifiers in a method. It is a binary feature (0 or 1) and we noticed that it has no correlation with is_clone label.

- While analyzing false negatives we noticed that Percentage Difference between the metric values is a good feature but there were many false negatives in our predictions. Analyses showed that percentage difference could mislead our model while training; let’s see this with the help of an example. Consider a candidate pair \( M_1, M_2 \) where \( M_1 \) has \( n_1 \) loops and \( M_2 \) has \( n_2 \) number of loops such that \( n_1 > n_2 \). The percentage difference between their number of loops, is given by following expression.

\[
\frac{n_1 - n_2}{n_1} \times 100
\] (7.1)

The percentage difference does not scale well when we increase \( n_1 \) and \( n_2 \). If \( n_1 \) is 2 and \( n_1 \) is 1, the percentage difference is 50. However, if \( n_1 \) is 10 and \( n_2 \) is 9 the percentage difference is 10. Notice in both cases the absolute difference is 1. Also, if \( n_2 \) is 0, then for any natural number value of \( n_1 \), the percentage difference will be 100%; so there is a definite need of feature scaling. We addressed this by using a very simple technique: We added a constant \( c \) to both \( n_1 \) and \( n_2 \), where \( c \) is a natural number. For most of our metrics which needed scaling, their metric values were in range of 0 to 15. Hence, a very big value of \( c \) would have removed important information from the features and a small value like 1 would not scale the features. Considering this and assessing different
numbers, we decided to set \( c \) to 11. The result of this was to use the formula shown in 7.2 for Feature Engineering.

\[
Percentage - diff(f_1, f_2) = \frac{|f_1 - f_2|}{\text{Max}(f_1, f_2) + 11} \times 100
\]  

(7.2)

- Random Forest algorithm performs better than other non DNN algorithms for this problem on the dataset and metrics that we used.

- Analysis of false positives revealed many code fragments that are not real clone pairs, but have identical structures. Hence, one needs additional features that beside capturing the structural similarity, can recognize semantic similarity.

- Machine learning approaches are susceptible to the problem of *Candidate Explosion* as every possible method pair needs to be compared in order to classify pairs as clones or non clones.

- Action filter not only addresses the candidate explosion problem but also ensures that the method pairs that pass this filter share high semantic match. This removes/mitigates the need of capturing semantic features making feature engineering easier and faster.

- Concepts from information retrieval such as creating in-memory indexes can speed up the detection process by many folds. In Oreo I use two level input partitioning where I create self contained partitions such that I can efficiently create in-memory indexes and restrict the query to only one partition. This strategy not only helped me in reducing the number of candidates, but also in fast retrieval of candidate clones.
7.3 Future Work in Clone Detection

This dissertation emphasized on the importance of developing scalable and accurate code clone detectors. To this end we presented Oreo which is not only scalable but also accurate. Oreo contributes to the state of the art by pushing the boundary of clone detection to the Twilight Zone. Oreo’s approach and components provide opportunity to build clone detectors with better recall and precision in the Twilight Zone. One can use concepts from information retrieval to improve the performance of Oreo. For example, concepts like stemming, stop words, and synonyms can be used to improve recall. Analysis of false positives in the output of Oreo reveals that many of these false positives have methods which use too many `asserts` or `append` method calls. This false positives can be avoided by tagging such words as stop words or by assigning weights to different words. Important concepts like $TF-IDF$, could play vital role in assigning weights to Action tokens.

Oreo uses software metrics to find structural similar methods. More metrics can be added to the already existing metrics to compare methods on wider points. Some of these new metrics could focus on the properties of literals like average length of string literals. Such metrics could play important role in improving the precision of the approach. In our approach we trained our machine learning model using a labeled dataset which was produced using SourcererCC. It could happen that Oreo learned characteristics of clone pairs that are more dominant in the output of SourcererCC. A humanly curated dataset containing equal number of instances for different types and structural properties of clone pairs could be beneficial to train a model. This raises a need to curate datasets which can be used for machine learning purposes.

Apart from finding method level clones across and within projects, Oreo can be modified to find clones at other granularities. Our approach can also be modified to be used on languages other than Java. Moreover, finding similar pieces of code written in different language is also
possible. Such modifications would require a careful selection of software metrics and also changes in the semantic filter.

Going forward, clone detection techniques should not be limited to detecting clones in source code. These techniques can be used (after modifications) in finding similarity across other artifacts like bug-reports, binary code, and requirement documents among others. New use cases of clone detection such as code search opens up many possibilities like automatic code repair and code completion. Code synthesis is another exciting area of research which can benefit from clone detection.
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Appendices
A Experience Report on Using Software Metrics for Clone Detection

Metric-based approaches are not new to detect clones in software systems. Ottenstein in 1976 used Halstead complexity measures to detect plagiarism in software [118]. Since then other researchers have also proposed metrics based approaches to detect similar code in software [35, 81, 105]. Software metrics based approaches show good promise if the goal is to detect very similar code clones, which usually fall into Type I and Type II clone categories. The intuition is that if two code snippets are copy-paste clones, then the metrics computed on these two snippets should be very similar. Therefore, instead of comparing tokens of the two snippets, one can compare these metrics values and identify clones if the absolute difference is less than or equal to the delta threshold defined for each of the corresponding metrics. However, as the structural differences between the snippets start to increase, for example in Type III clones, it becomes difficult to manually configure these delta values for each of the metrics used in clone detection technique. Moreover, different combinations of these delta values are needed to be considered to identify clones with good accuracy, a configuration explosion problem. It becomes very difficult to humanly analyze all different configuration which makes it difficult to use metric based approaches to detect clones with high accuracy. Moreover, metric based approaches also suffer from candidate explosion problem which makes it very difficult for them to scale large datasets. During my work on using software metrics for clone detection I also faced these issues first hand.

My work on comparing cloned methods to non cloned methods [133] seeded the idea to use software metrics for clone detection. I along with Farima, a fellow Ph.D. student, started exploring the idea of using software metrics to reduce the comparisons between the code snippets. We tried an approach where we calculated some simple metrics for every code snippets. These metrics include number of language tokens, number of unique language
tokens, number of characters, and number of operators. We wanted to retrieve the possible clone candidates of a query method in constant time. To this end, we calculated the above metrics for every method in our dataset. Then, we sorted these methods based on the number of tokens in these methods. To get all candidate clones of a query method, we did two binary searches on this sorted dataset to find the upper and lower index of the methods such that the number of tokens in these methods are similar to that of the query method. The idea behind this approach was that two methods in a clone pair should have similar number of tokens. Using this approach, we were successful in filtering out a large number of methods without performing any comparisons between them and the query method. Now, the next challenge was to compare the query method with all candidate methods to identify clone pairs. To this end, we explored with comparing the remaining metrics of every candidate pair. Soon we realized that for each metric comparison we need to manually set the threshold values. We did not know what should be these thresholds. For example, should we say that a pair is a clone pair if their number of tokens are with in 80% and number of unique tokens are within 90% and so on. To get this threshold values we decided to manually look at the clone pairs and their corresponding metric values. After multiple iterations of manually setting the threshold values and computing clone detection using our approach, we learned that our approach is not good in terms of precision.

To overcome the configuration explosion challenge, we decided to use machine learning. To this end, we used the dataset of 3,562 Java projects which I created in one of my previous work [133]. The dataset consists of 3,562 Java projects hosted on Maven [104]. The comprehensive list of projects with their version information is available at http://mondego.ics.uci.edu/projects/clone-metrics/.

**Dataset Artifacts and Properties:** We used following artifacts from the dataset described above:

1) **Clone-pairs.** Intra-project method-level clone detection results for 3,562 projects. The
clone detection was carried out using SourcererCC. Overall, 412,705 cloned and 616,604 non-cloned methods were identified by SourcererCC in this dataset.

2) **Method-level metrics.** This artifact consists of method-level metrics calculated for the methods in this dataset. The metrics were calculated at the using version 6 of the JHawk tool [63]. JHawk has been widely used in academic studies on Java metrics [3, 6, 7, 20, 51]. Table A.1 shows the 25 metrics for which the computed values were available in the artifact. Many of these metrics are standard metrics. A set of metrics are derived from the Software Quality Observatory for Open Source Software (SQO-OSS) [138]. SQO-OSS is composed of well-established and validated software quality metrics, which can be computed either from source code or from surrounding community data. More details on these metrics and the dataset can be found elsewhere [133].

### A.1 Train and Test Data Creation

We separated the whole dataset at hand randomly to two parts: 60% for *train* dataset, and the rest *test*. We produced features for both datasets, and for train dataset, we integrated each Feature Vector with its corresponding *is(clone)* label based on SourcererCC.

To have a manageable sized dataset, we filtered out pairs for which the percentage difference in NOS is more than 30%. Having the dataset ready, the first step to train the target clone detector model was to select a classification model which fits our needs and has a satisfactory performance both in terms of accuracy and timing. This process is explained in Section A.1.1. The trained model was then tested on the reserved unseen test data; results of this process is explained in Section A.1.2.
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>XMET</td>
<td>External methods called by the method</td>
</tr>
<tr>
<td>VREF</td>
<td>Number of variables referenced</td>
</tr>
<tr>
<td>VDEC</td>
<td>Number of variables declared</td>
</tr>
<tr>
<td>TDN</td>
<td>Total depth of nesting</td>
</tr>
<tr>
<td>NOS</td>
<td>Number of statements</td>
</tr>
<tr>
<td>NOPR</td>
<td>Total number of operators</td>
</tr>
<tr>
<td>NOA</td>
<td>Number of arguments</td>
</tr>
<tr>
<td>NLOC</td>
<td>Number of lines of code</td>
</tr>
<tr>
<td>NEXP</td>
<td>Number of expressions</td>
</tr>
<tr>
<td>NAND</td>
<td>Total number of operands</td>
</tr>
<tr>
<td>MOD</td>
<td>Number of modifiers</td>
</tr>
<tr>
<td>MDN</td>
<td>Method, Maximum depth of nesting</td>
</tr>
<tr>
<td>LOOP</td>
<td>Number of loops (for,while)</td>
</tr>
<tr>
<td>LMET</td>
<td>Local methods called by the method</td>
</tr>
<tr>
<td>HVOL</td>
<td>Halstead volume</td>
</tr>
<tr>
<td>HVOC</td>
<td>Halstead vocabulary of method</td>
</tr>
<tr>
<td>HLTH</td>
<td>Halstead length of method</td>
</tr>
<tr>
<td>HEFF</td>
<td>Halstead effort to implement a method</td>
</tr>
<tr>
<td>HDIF</td>
<td>Halstead difficulty to implement a method</td>
</tr>
<tr>
<td>HBUG</td>
<td>Halstead prediction of number of bugs</td>
</tr>
<tr>
<td>EXCT</td>
<td>Number of exceptions thrown by the method</td>
</tr>
<tr>
<td>EXCR</td>
<td>Number of exceptions referenced by the method</td>
</tr>
<tr>
<td>CREF</td>
<td>Number of classes referenced</td>
</tr>
<tr>
<td>COMP</td>
<td>McCabe's cyclomatic complexity</td>
</tr>
<tr>
<td>CAST</td>
<td>Number of class casts</td>
</tr>
</tbody>
</table>
A.1.1 Model Selection

To select a target model, we performed 10-fold cross validation, (a common form of N-fold cross validation \[124\]), with various algorithms. However, since our training dataset was 45GB in size, training multiple models using 10-fold cross validation(CV) was not feasible in terms of timing. Hence, we selected three different random samples from this dataset: a sample with 10 thousand rows, a sample with 50 thousand rows, and another with 100 thousand rows. Having three different samples could help us get assured that the model selection process is general and independent of characteristics of a single dataset sample. Each of the three sampled datasets were split into 70% train and 30% test. 10-fold cross validation was performed on the training dataset, and then each model was trained on the whole training dataset and tested on testing dataset. The purpose was to reserve an unseen portion in each sample and compare the results of 10-fold cross validation with results on an unseen bunch of data. The results of this 10-fold cross validation is given in the Table A.2.

We ran our experiments with multiple classifiers: K-Nearest Neighbors (KNN) \[160\], Naive Bayes \[160\], Classification and Regression Trees (CART) \[160\], Logistic Regression (LR) \[36\], Linear Discriminant Analysis (LDA) \[62\]. For these models, we measured the Precision and Recall (with respect to SourcererCC) , and also, the time each of them takes. Performance of each classifier after being trained on 70% training dataset and validating on the 30% unseen testing data is given in Table A.3. In this table, $T_L$ denotes time taken for learning a model, $T_P$ stands for time taken to predict clones, and time measurements are in seconds. Precision and Recall numbers are measured with respect to the reference clone detector (SourcererCC).

Based on the experiments we selected CART as it had better accuracy and speed than others. However, classification models are prone to get biased and over fitted to train data and not to generalize to unseen data well. As a result, we tested Random Forest \[58\], which builds several Decision Trees and takes the majority vote among them as the final vote. As
it was expected, Random Forest improved accuracy, while taking more time than CART. However, the increase in time was negligible. Hence, Random Forest was selected as the final model. The next step was to select an optimal configuration for Random Forest. To this end, we decided to run experiments on our sampled datasets and then proceed with a select set of configurations to the whole train dataset. After doing 10-fold cross validation, and training on 70% of data and testing on 30% of it, using multiple parameters on the sampled datasets, we found 5 configurations that were performing better than others. Results for these shortlisted configurations on the 100 thousand rows dataset are given in Table A.4.

Having shortlisted 5 classifiers, we selected the configuration presented in first row as the best one. The decision was made on the basis of F1 score and prediction time taken by each model. We then proceeded to train this model on the whole train dataset and predict using it on the unseen 40% reserved portion of data.

A.1.2 Evaluation

To measure the performance of the selected model on unseen data, we decided to train a model on the whole train dataset. However, after analyzing the this dataset, we observed that there exists approximately 7 times more cloned pairs than non-cloned pairs. Hence, we did an inclusive sampling over the data in which equal number of clones and non-clones were present. This ensured us that the model is being trained correctly and accurately. Testing the trained model on the 40% unseen test data, resulted in 88% Precision and 97% Recall with respect to SourcererCC’s results. Model train took 570 seconds and Prediction took 345 seconds for the whole test dataset which were promising numbers. These numbers gave us the confidence in using machine learning to address the problem of configuration explosion.
Table A.2: Results of 10-fold Cross Validation on Sampled Rows from Train Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>10 Thousand Rows</th>
<th>50 Thousand Rows</th>
<th>100 Thousand Rows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Prec.</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>KNN (K=5)</td>
<td>92%</td>
<td>92%</td>
<td>92%</td>
</tr>
<tr>
<td>KNN (K=10)</td>
<td>91%</td>
<td>94%</td>
<td>93%</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>89%</td>
<td>93%</td>
<td>90%</td>
</tr>
<tr>
<td>CART</td>
<td>89%</td>
<td>95%</td>
<td>91%</td>
</tr>
<tr>
<td>SVM</td>
<td>96%</td>
<td>89%</td>
<td>93%</td>
</tr>
<tr>
<td>LR</td>
<td>92%</td>
<td>94%</td>
<td>93%</td>
</tr>
<tr>
<td>LDA</td>
<td>87%</td>
<td>94%</td>
<td>90%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>93%</td>
<td>94%</td>
<td>94%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>93%</td>
<td>93%</td>
<td>94%</td>
</tr>
</tbody>
</table>
Table A.3: Results of Training Models and Validating Them on Unseen Portion of Sampled Rows from Train Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>10 Thousand Rows</th>
<th>50 Thousand Rows</th>
<th>100 Thousand Rows</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prec.</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>Model</td>
<td>Prec.</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>KNN</td>
<td>90%</td>
<td>92%</td>
<td>91%</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>86%</td>
<td>92%</td>
<td>89%</td>
</tr>
<tr>
<td>CART</td>
<td>88%</td>
<td>95%</td>
<td>91%</td>
</tr>
<tr>
<td>SVM</td>
<td>93%</td>
<td>89%</td>
<td>91%</td>
</tr>
<tr>
<td>LR</td>
<td>89%</td>
<td>93%</td>
<td>91%</td>
</tr>
<tr>
<td>LDA</td>
<td>87%</td>
<td>94%</td>
<td>90%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>91%</td>
<td>93%</td>
<td>92%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>89%</td>
<td>94%</td>
<td>91%</td>
</tr>
</tbody>
</table>
Table A.4: Performance of Random Forest Classifier on 100 Thousand Rows Sample

<table>
<thead>
<tr>
<th>#Est.</th>
<th>Max D</th>
<th>Min S</th>
<th>Min L</th>
<th>Max F</th>
<th>10-Fold Cross Validation</th>
<th>30% Unseen Data (2-Fold Cross Validation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Prec.</td>
<td>Recall</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>10</td>
<td>5</td>
<td>Sqrt(#Features)</td>
<td>95%</td>
<td>96%</td>
</tr>
<tr>
<td>5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>95%</td>
<td>97%</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>20</td>
<td>5</td>
<td>Sqrt(#Features)</td>
<td>94%</td>
<td>95%</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>–</td>
<td>–</td>
<td>Sqrt(#Features)</td>
<td>95%</td>
<td>86%</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>–</td>
<td>–</td>
<td>Sqrt(#Features)</td>
<td>95%</td>
<td>96%</td>
</tr>
</tbody>
</table>
B Running Oreo

B.1 Prerequisites

B.1.1 System Requirements

You need Linux OS (We have not tested Oreo on any Operating System other than Linux-CentOs), and at least 12 GB of RAM to run Oreo. Also, you need to have Java 8, and Python 3.6 installed. After installing these two, follow the following instructions to download all the prerequisites.

B.1.2 Required Dependencies

Oreo needs that the TensorFlow library for Python is installed; this is needed for running the deep learning part of Oreo. The best way to install TensorFlow and other required dependencies is by creating a virtual environment (venv) for Python.

- Create a virtual environment using the following command:
  \[
  \text{python3} -m \text{venv}/\text{path/to/new/virtual/environment}
  \]

- Start the virtual environment:
  \[
  \text{source}/\text{path/to/new/virtual/environment/bin/activate}
  \]

- Change to \text{/path/to/new/virtual/environment}, and there, change to \text{oreo/python_scripts/dependencies/} directory and run the following command to install all the required dependencies:
  \[
  \text{pip install -r dependencies.txt}
  \]
B.2 Generate Input for Oreo.

Oreo uses a combination of metrics, machine learning, and information retrieval to produce its pairs. Hence, as a preprocessing step, we need to have metrics for the methods in its input ready. Metrics calculation is a one-time process, and when you prepare the metrics for an input dataset ready, you can run the clone detection part on these metrics for as many times as you want. In order to make the execution of this artifact simple, we have generated the needed metrics file for the BigCloneBench, and put it at https://drive.google.com/open?id=1AUC2uA7ik7ZWrQ4x9ZcKGyyX6YNStGy (The metrics file is for the reduced version that is used by BigCloneEval in recall studies, and we also used it for evaluating Oreo’s recall. The name for this file is blocks.file). You can skip to Section B.4 if you want to run Oreo with this file. Also, since executing Oreo on the whole dataset of BigCloneBench can take time, we are providing a quick way of running Oreo using a small sample of BigCloneBench dataset (10,000 methods); to run Oreo using this sample, skip to Section B.5. Otherwise, follow the steps below to generate the metrics for your input dataset. To generate the input metrics file, the Metric Calculator tool, which we provide with Oreo, is used. The tool needs to know the absolute path of the dataset for which this input file needs to be created. The path should point to the directory under which the Java files are included. Java files need to be located at the second level of hierarchy in this directory (it means that the path should point to the directory containing some folders where each folder has the Java files). Metrics calculator calculates metrics for the methods found in these Java files, and it creates an output file where each line corresponds to the metrics for one method. This file is then used as the input to Oreo. Follow the following steps to generate the input file:

- In a terminal, go to the root folder of Oreo (/path/to/new/virtual/environment/oreo), and then change directory to java−parser. Then, run ant command to create the needed jar file: antmetric
• Then, again change the directory to the root folder of Oreo

(/path/to/new/virtual/environment/oreo), and then change to python scripts directory; there, you need to run the metricCalculationWorkManager.py script that launches the jar file for metric calculation. This script should be run as follows:

`python3 metricCalculationWorkManager.py` 

You need to replace `<absolutepath to input dataset>` with the absolute path to the directory containing the input Java source files. As mentioned earlier, Java files need to be located at the second level of hierarchy of the directory whose address is provided. Please note that we are providing the BigCloneBench dataset source files. It is located at https://drive.google.com/open?id=1AUC2uA7ik7ZWwrQ4x9ZcKGYyX6YNStGy, under the name `bcbdataset.zip`. You can download this file, unzip it, and provide the path to the unzipped directory to the above command. After issuing the above two commands, look for two files in the current directory: `metric.out` and `metric.err`. Any possible error will be printed in `metric.err` file, and `metric.out` shows the progress of metric calculation process. Once the process is ended, there will be a `done!` printed in the last line of `metric.out` file. It will take about 8 minutes on a system with 4 cores and 32GB of RAM to generate the metrics. When the process ends, you will have a folder named `1_metric_output` inside the current directory (python scripts). Inside this folder, there will be a file named `mlcc_input.file`. This file will be used as the input for Oreo.

### B.3 Setting Up Oreo

In order to proceed to clone detection step, we need to place metrics file in the appropriate place for Oreo to use it. To this end, follow these steps:

• If you are using the metrics file provided by us: Download `blocks.file` from this link and place it inside
• If you are using the metrics file that you generated in Section B.2: First, copy the generated *mlcc_input.file* file to this path:

  
  /path/to/new/virtual/environment/oreo/clone−detector/input/dataset/,  
  
  and then, re-name it to *blocks.file*. Please make sure that there is no other file present at this location.

### B.4 Running Oreo

After completing the setup, follow the following steps to run Oreo clone detection. Note that we have run the clone detection process on a Linux system, with Intel(R) Core(TM) i5-4670 CPU @ 3.40GHz having 4 cores, using 12 GB of RAM, and it took 65 minutes to complete the detection process.

• Change the directory to the root of Oreo, and then to *clone−detector*. There, run the following command:

  
  `pythoncontroller.py`

• Now, open another terminal and change directory to

  
  /path/to/new/virtual/environment/oreo/python_scripts.

Then, run the following command:

  
  `./runPredictor.sh`

Once the clone detection process is finished, the clone pairs will be reported in several .txt files located at

  
  /path/to/new/virtual/environment/oreo/results/predictions/

You need to concatenate them in one file to have them all in one place. Please note that each time you want to run Oreo after one round of execution, you need to run
B.5 Quick Execution of Oreo

In order to make the execution of Oreo simpler and quicker, we are providing a smaller version of input metrics file so that readers can go through the execution of Oreo faster. This file is located at the `example/input/` folder of repository, and it is named `blocks.small.file`. In order to do the fast execution, copy this file to `/path/to/new/virtual/environment/oreo/clone−detector/input/dataset/`, and rename the file to `blocks.file`. Then, follow the instructions in Section B.4 to run Oreo on this input. Please note that no other file is placed in this location. It would normally take about 2 minutes for this input to complete the clone detection.