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ABSTRACT

Recent observations have shown that the scatter in oeiti®ng coeval segments of the
Ly« forest increases rapidly at> 5. In this paper, we assess whether the large scatter can
be explained by fluctuations in the ionizing background ia plost-reionization intergalac-

tic medium. We find that matching the observed scatter at 5.5 requires a short spatially

averaged mean free path

912>

< 15h~! comoving Mpc, a factor of 3 shorter than

direct measurements at= 5.2. We argue that such rapid evolution in the mean free path
is difficult to reconcile with our measurements of the gloHal photoionization rate, which
stay approximately constant over the intervak 4.8 — 5.5. However, we also show that
measurements of the mean free path at 5 are likely biased towards higher values by the

quasar proximity effect. This bias can reconcile the shaides of(\%12

mip) that are required to

explain the large scatter in opacities. We discuss the gaptins of this scenario for cosmo-
logical reionization. Finally, we investigate whether@tistatistics applied to the > 5 Ly«
forest can shed light on the origin of the scatter. Comparedthodel with a uniform ionizing
background, models that successfully account for the escktad to enhanced power in the

line-of-sight flux power spectrum on scalesS 0.1 hMpc

—1. We find tentative evidence for

this enhancement in observations of the high-redshift forest.

Key words:. intergalactic medium — quasars: absorption lines — diffaséation — dark ages,
reionization, first stars — cosmology: theory

1 INTRODUCTION

The high-redshift Ly forest provides our most robust ob-
servational constraints on the end of the cosmologicalnreio
ization process. The fact that most < 6 segments of
the forest show any transmission indicates that reiorumati
was largely complete by: =~ 6, when the Universe was

one billion years old [ (Fan etlal. 2006a; Gallerani étal. 2008
McGreer, Mesinger & D'Odori¢o_2015). In addition, hyforest

measurements of the metagalactic ionizing backgrounahgttne
(e.g. Fan et al. 2002; Bolton & Haehnelt 2007; Becker & Bolton
) and of the thermal state of the intergalactic mediu&M)
(e.g. [Schaye et hl. 2000: Lidz et al. 2010; Becker etal. |2011;
I4) serve as important boundary conditionthés
oretical models of reionization (see the revie,
and references therein).

The opacity of the Ly forest is often quantified by the ef-
fective optical depthyeg = — In(F) 1. Here,F' = exp(—TLya)
is the transmitted fraction of the quasar’s fluxy. is the opti-
cal depth in Ly, and(...)r denotes a line-of-sight average over

* Email:anson@u.washington.edu
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a segment of the forest of lengih The Ly« optical depth scales
asTLya o T7°7AZ/Tu1, whereT is the gas temperature),
is the gas density in units of the cosmic mean, @hd is the
H | photoionization rate (which scales with the strength oflthe
cal ionizing background). Previous studies have noted epste
crease in both the mean efs and its dispersion among coeval
segments of the forest around= 6. Some authors have inter-
preted these trends as signatures of the last stages oizagion
(Gnedin 20004; Fan etlal. 2006a; Becker ét al. 2015). Wheltieer
quick evolution in the mean of.g signifies the end of reion-
ization is a topic of debate, however, as rapid evolution may
be possible even after reionizatidn (Lidz, Oh & Furlanetee,
IMcQuinn, Oh & Faucher-Giguére 2011; Mufioz et al. 2014).
Evolution in the dispersion of.¢ may hold more promise
for studying reionization. Improving upon previous measoents,
I.@S) showed that the dispersion.inamongst co-
eval L = 50n~" Mpc segments of the > 5.5 forest far exceeds
the expected dispersion from density fluctuations aloneyTdt-
tributed this finding to the presence of large spatial flubous in
the ionizing background, indicative of the final stages adnmza-

tion. |D’Aloisio, McQuinn & Trac (2015) proposed an alterivat

scenario in which the excesss dispersion is generated by residual
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temperature inhomogeneities in the IGM, imprinted by thieipa
reionization process. In their model, the observed ang#itf r.q
fluctuations implies a late-ending & 6) and extended reioniza-
tion process, with roughly half of the volume reionized:za®, 9.
While such large-scale temperature variations, if confitmeould
be a unique signature of patchy reionization, it is impdrtamote
that strong fluctuations in the ionizing background do natese
sarily indicate the final stages of reionization. They cdutdof a
simpler origin, reflecting instead the abundance and dingtef
the sources, as well as the mean free path ofdtizing photons,
Ai, through thepost-reionizatiodGM. The latter sets the spatial
scale above which'yr is expected to fluctuate significantly.

Models of the post-reionization ionizing background typi-

cally assume that stellar emissions from galaxies are th@rdmt
source of ionizing photons at > 4 (e.g..[Faucher-Giguere et al.

the z > 5 ionizing background._Chardin etlal. (2015) proposed
a model in which the dispersion is driven primarily by theitsar
and brightness of the sources. In this model, active galacitlei
(AGN) account for a significant fraction( 50%) of the H1 ion-
izing emissions at > 5 (Chardin, Puchwein & Haehnelt 2016).
We explore these AGN-driven models further in a companion pa
per [D'Aloisio et all 2016, henceforth “Paper 1I”). There weyue
that the photoheating from the earlier onset ofiHeionization in
these models is in tension with recent measurements of the IG
temperature.

In this paper we will assess the model of Davies & Furlahetto
M) under the standard assumption that galaxies areothe d
nant sources. Since the background fluctuations in this harde
generated entirely by the interplay between galaxy clirgjeand
large-scale variations in the mean free path, we will effety as-

[2009;[Haardt & Madal 2012). This assumption is based on mea- sume that reionization concludes early enough for gas atitax

surements of the mean transmission in thexlfprest and the
rapid decrease in the quasar abundance observed at 3

effects and residual temperature fluctuations from reation to
be negligibleﬂ Whereas the calculations bf Davies & Furlarletto

(e.g.Bolton & Haehnelt 2007; Becker & Boltdn 2013; Fan étal. (2016) were based on semi-numerical simulations of stradtar-

mation and an approximate model for the opacity of the fgrest,

2015). Most models have adopted the approximation of a spa- we will utilize mock absorption spectra extracted from amokog-

912

tially uniform A,

However, this approximation is unlikely to be valid on thelss
of interest for thez > 5 Lya forest. Using cosmological hy-
drodynamics simulations post-processed with radiatiemdtfer,

with values guided by direct measure-
ments of the mean free path from quasar absorption spec-

tra (Prochaska, Worseck & O'Meara_2009: Worseck et al, [2014) = ~ 5.5 opacity variations in_Becker et}

ical hydrodynamics simulation withx 2048° resolution elements.
Foreshadowing, irff2 we confirm that matching the large

al. (2015) requires that

(A < 15h'Mpe. This is a factor of> 3 shorter than

the direct measurement of Worseck et al. (20D)2, = 44 +

10h~'Mpc atz ~ 5.2 (the highest redshift currently available). In

-Giguére (2011) showed that the mean §3, we argue that such a rapid evolution in the mean free palif is

free path should vary with the strength of the local backgcou

ficult to reconcile with the remarkably flat evolution in thielgal

as \212 pil/13*3/4_ These variations reflect the enhancement photoionization rate, as measured from the mean flux of the Ly

mfp
(suppression) of self-shielded absorbers in regions wiherback-
ground is weaker (stronger). This mutual feedback betweg

andT'r amplifies fluctuations if'yr over a model with uniform

912
)‘mfp'

At present, it is prohibitively expensive to capture thefe e
fects in fully numerical simulations, as doing so requiresotv-

ing the absorbers that regula }fp and sampling the cosmologi-

cal scales I > \212) over whichI'y; varies. To bridge this gap,
Davies & Furlanetio (2016) developed a semi-numerical rhotle
the post-reionization ionizing background that accouts the
effects of variations inA?,}Ep over cosmologically representative
scales. The amplitude af.g fluctuations in their model depends
on the spatial average of the mean free paﬂﬂ}fi), with smaller
(\212) leading to larger fluctuations. They found that the- 5.5

mfp

opacity fluctuations observed t015) faveinart
value of (A\J)2) ~ 10h~" (comoving)Mpc. This scenario leads
to a very different opacity structure than the low-redshiftest;
regions that are underdense in sources, i.e. cosmic vaielgha
mostopaque(highestr.g) L = 50 h~Mpc segments of the for-
est, while density peaks rich with sources are the mostrnasive

(lower 7eg).

forest. However, irffd, we show that the quasar proximity effect
can bias measurements of the mean free path higher(&jgaa )

by up to a factor ofz 2. This bias can reconcile the measurements
with the short values o(fAEﬁé) that are required to explain the large
opacity variations. We discuss the implications of thisnsc® for
observations of the > 5 Ly« forest and for cosmological reion-
ization. In§5, we explore the use of other statistics applied to the
Ly« forest to probe the large opacity fluctuations. Finallyjéhwe
offer concluding remarks. From here on all distances arerteg in
comoving units unless otherwise noted. For all computatioa as-
sume a vanillaA\CDM cosmology withQ2,,, = 0.31, Q, = 0.048,

h = 0.68, 0s = 0.82, ns = 0.97, andYu. = 0.25, consistent with

recent measurements (Planck Collaboration &t al.|2015).

2 OPACITY FLUCTUATIONSIN THE HIGH-REDSHIFT
LYo FOREST

2.1 Numerical methodology

To model the galaxy population, as well as the density and tem

Recentlyl Gnedin, Becker & Fah (2016) claimed to reproduce Perature structure of the byforest, we ran a cosmological hy-

the 7.4 measurements
diative hydrodynamics simulations without the need for arsh

al. (2015) in fully-coupled ra- drodynamics simulation using a modified version of the cofle o

[(20d4), withVa,, = 2048° dark matter particles and

mean free path. We will argue here that their method of combin Neas = 2048° gas cells, in a periodic box with a side length of

ing a suite of small-volume simulations (Withbex < Adf,) to
model fluctuations on scales larger than their box size &liko
overestimate the amplitude afg fluctuations due to the effects of
periodic boundary conditions (see Appendix A).

The small values of)\%'?) that seem necessary to account
for the observations “ al. (2b15) have led somieoasit

to question whether galaxies are actually the dominantcesuof

Lipox = 200k~ Mpc. These parameters strike a balance between
the large volumes required to capture large-scale flucmsiin the

ionizing background (Davies & Furlaneito 2016), and thénhigs-

olutions required to model the highLy« forest mr

L We will, however, discuss the implications of these assionptbelow.

(© 0000 RAS, MNRASD00, 000—-000
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Figure 1. The three models fofAIgI}pr) used in this paper (thick curves).
The blue/short-dashed, green/long-dashed, and redtsolgs correspond
to our “fiducial,” “intermediate,” and “short” mean free pamodels, re-
spectively. Values 0()\3)1{2;) in these models are reported in Table 1. The
data points are measurements, while the thin black/dotte¢ecshows the

empirical fit o Worseck et al[ (2014).

) The reionization of His modeled in a simplistic way by in-
stantaneously ionizing and heating the box uniformly tonagera-
ture of 7" = 20, 000 K atz = 7.5 (see D'Aloisio, McQuinn & Trac
[2015 for more details on our simulation methodology). Using
smaller test simulations, we find that the distributionrgf fluc-
tuations is insensitive to the particulari lieionization temperature
and redshift in the absence of relic temperature fluctuatfoom
patchy reionization, which the simulations here do notragteto
model. We assume that photoheating from the reionizatidteof

is negligible at the redshifts of interest for this paper{ 5), con-
sistent with standard models of Heereionization (semm
[2015, and references therein).

Halos were identified on-the-fly using a spherical over-
density criterion in which the enclosed mass Ad200
(47 /3)2005.m R0, Wherep,, is the cosmic mean matter density,
and Rz is the radius below which the mean over-density of the
halo is> 200p,,. For galaxies we abundance match the halo cat-
alogs to an extrapolation of the luminosity function measupy
Bouwens et al! (2015) (see Trac, Cen & Mansfield (2015) foremor
details on the halo finder and the abundance matching scheévae)
assume that all halos with masses abbfigi, = 2x10'°h2~! Mg
host a star-forming galaxy, which corresponds to a lowermitade
limit of MagB,1600 ~ —17.5 atz = 5.5. This minimum threshold
of ~ 300 dark matter particles per halo was chosen for complete-
ness of the halo mass function. We note thatzhe 5 luminosity
function measurement of Bouwens et al. (2015) extends down t
Mag, 1600 &~ —16.4, such that the sources in our simulations are
above detection limits. As we discuss below, modeling sesite-
low detection limits would only act to make our main conoturs
stronger.

Following |Becker etal. |(2015) and_Davies & Furlanetto
), we assume a flat spectrumiat> 912 A, with a break of
fose/Ao12 at 912 A, where Agio = L, (1600A)/L, (9124) rep-
resents the Lyman break from absorption in stellar atmagshe
and fesc is a free parameter representing the escape fractioniof H
ionizing radiation into the IGM. fesc also effectively encapsulates

~
~

(© 0000 RAS, MNRASD00, 000-000
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Table 1. Values of(\?] ) for the models in this paper.

Redshifts 48 5 52 54 56 5.8

Fiducial 54 46 40 35 30 27
Intermediate 35 30 26 23 20 18
Short 27 23 20 17 15 13

“In units of comovingh~Mpc.

uncertainties indg12.) We adopt a nominal value olg12 = 6,
representative of the expected value for young stellar jadipuas,
but we note thatly;» can be as low a8 — 3 (Leitherer et all. 1999;
Bruzual & Charldl 2003; Eldridge & Stanway 2012; see Fig. 1 of
[Siana et di. 2007). We further assume thate v 2 for A < 912

A. None of these assumptions affect our main conclusionaussc
the H1 photoionization cross section scales steeply with frequen
(on1 o v~28), such that most df g1 owes to photons with wave-
lengths just belowh = 912 A.

We model fluctuations in the ionizing background in post-
processing using the approach_of Davies & Furlahetto (2006
approach takes into account spatial varlatlonsfﬂﬁ) from modu-
lations in the ionization state of optically thick absohéne refer
the reader to this paper for technical details. In summaeysolve
for the spatially varyingl'y: field iteratively under the assump-
tion that the mean free path scales\§ (x) « 'yl (z)/A(z),

whereA(x) is the local matter density. Thé2 /.~ scaling is moti-
vated by the analytical model lof Miralda-Escudé, Haeh@idRees
(2000) (see alsd_Furlanetto & Oh 2005), and is consistent
with the scaling found in the radiative transfer simulasioof
[IMcQuinn, Oh & Faucher-Giguére (2011). (In the next sectiga
will discuss the effect of varying this scaling relation erA —*
scaling takes into account the bias of optically thick abecs
with respect to the underlying density field. We find that cex r
sults are insensitive to the particular form of this scalisge
also Davies & Furlanetfo 20116 and Chardin, Puchwein & Hakéhne
M). We comput&xr on a uniform grid of N = 643 cells, such
that our cell size ofAz = 3.125 h~'Mpc is much smaller than
(Ai) at all redshifts considered.

We use our models of the fluctuating ionizing background
along with our hydro simulation to model the distributionlgfo
forestr.z. We trace 4000 skewers of lengih ! Mpc at ran-
dom angles through our hydro box, rescaling the Kensities
along these skewers according to the values in our background
models (assuming photoionization equilibrium). We thenstauct
synthetic Ly forest sight lines using the method|of Theuns ét al.
(1998). We compare theg fluctuation amplitude in our models to
the measurements 015) by computing theilcum
lative probability distribution ofresr, P(< 7esr). At each redshift,
we rescald gy by a constant factor to match the observed mean
value of (F')so. This procedure fixes the spatially averaged pho-
toionization rate and emissivity'n1) and(eo12), effectively pro-
viding a measurement of these quantities e In AppendiX B,
we use a suite of higher resolution test simulations to sthaivdur
Tes distributions are reasonably well converged at the resoluf
our hydro simulation.

2.2 Modes

In what follows, we will consider three models for the meagefr
path. The values ofA%)7,) are summarized in Tablé 1. F[g. 1 com-
pares these models against a compilation of recent obamTaht
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Figure 2. Models of fluctuations in the Hionizing radiation background at = 5.6. Top left: a slice through the gas density field in our hydradation
with Lpox = 200h~! Mpc, N = 20483, The slice thickness i50h—! Mpc. Top middle: galactic sources in the same slice as in the#efel. The sizes
and colors of the points scale with the magnitude of the ssuror clarity, we have displayed all galaxies in the slit W/ A5, 1600 < —20.5, but only a
randomly selected 25% of galaxies wittia 1600 > —20.5. Top right: The Hi photoionization rate in our fiducial model with?12 ) = 30h~!Mpc. Here

mfp

we show a slice of thickness 125k~ Mpc, situated in the middle of the0h—! Mpc slice in the left two panels. Bottom left and right: spatiatiations in
the mean free path in our “short mean free path” model, Mﬁfg)) = 15h~Mpc (left), and corresponding fluctuations Iihs; (right). The amplitude of
'y fluctuations is much larger in the short mean free path model.

measurements. For reference, the black/dotted curve ghevesn-

pirical fit of \Worseck et gl (2014),

Ay = 130 2~ "Mpc (

912

142 —4.4
5 .

In our “fiducial” model, (\},;;,) () is consistent with the extrapo-

lation of the measurements|in Worseck étlal, (2014) to higber

912

shifts. In our “short mean free path” modgh,,s,

@)

) is a factor of
two lower than the fiducial case, while the “intermediate”dab

ies with MaB,1600 = —20.5. In the bottom row, we show a slice
through the mean free path field (left panel) and the corrmdipg
fluctuations in"ur (right panel) for our short mean free path model.
In this case, the fluctuations Ify; are much larger.

2.3 Results

Fig.[d comparesP(< 7.x) in our models to the measurements
of Becker et all. 5) (black histograms). The blue/skaghed

falls halfway between these models. The top left, middled an curves show our fiducial model. The light blue shaded regsbiosv

right panels of Figi2 show slices through the gas densitgxga
distribution, and photoionization rate, respectivelypimr fiducial

the 90% confidence limits obtained by bootstrap samplinghfro
the model the same number of sight lines in each redshift $in a

model atz = 5.6. The left and middle slices are of thicknesses the observations, where we fix the me@dn)so of each sample to

10h~' Mpc, while theT'y; slice is of thickness.125h~" Mpc,

the observed value. For reference, the black dotted cuwigsh

situated in the middle of the0h ! Mpc slice. In the middle panel are barely distinguishable from the blue/short-dashesesyrcor-
the sizes and colors of the points scale with the magnitudaeof respond to a model in whichyr is assumed to be uniform. The

galaxy. For clarity, we have displayed all galaxies in theeslith

red/solid curves show the short mean free path model in which

Mag, 1600 < —20.5, but only a randomly selected 25% of galax- (A?,}é) is a factor of two shorter. In the- 5.6 and 5.8 bins, the

(© 0000 RAS, MNRASD00, 000—-000
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Figure 3. Ly« forest opacity variations in the > 5 Ly« forest from fluctuations in the mean free path and ionizingkgeound. The black histograms
show the cumulative probability distribution ofg, P(< 7eg), measured irs0h ' Mpc segments of the forest m @015). For referehee
black/dotted curves (barely distinguishable from the tslnert-dashed curves) correspond to a model in which th@Hbtoionization rate is assumed to be
uniform. The blue/short-dashed curves show our fiducial eharbnsistent with extrapolating recent observationahsneements of the mean free path at
z < 5.2 4). The light blue shaded regions shov@@ confidence limits obtained by bootstrap sampling of itislel. The red curves
correspond to our short mean free path model in ka,ﬁé) is a factor of two shorter than in the fiducial model. In the= 5.6 andz = 5.8 bins, the

green/long-dashed curves correspond to our intermediateasio, which interpolates between the fiducial and shodets. The insets show— P (< 7o)
on a logarithmic scale, providing a detailed view of the haglacity tail of P(< 7o ).

green/long-dashed curves correspond to the intermediateso.
The insets in Fig3 show — P(< 7.¢) on a logarithmic scale,
providing a detailed view of the high-opacity tail 6f(< 7).

Let us begin by considering the models with unifoifa;
(black/dotted). These models are marginally consistetit miost
of the observed distribution at = 5.2 and atz = 5.4 They
do, however, fail to account for the highest opacity measergs
at those redshifts. The discrepancy with observationglglgeows
with redshift as shown in the = 5.6 andz = 5.8 bins. Compar-

2 Our companson of the observda < Teg) to our models differs from
the comparisons in Becker et . (2D15) in an important MI
m) rescaled'y; such that the|r model distributions are equal to the
observed distribution at a fixed point at lowg (see e.g. their Fig. 11).
In contrast, we rescal&€; to match the mear{F')5o to the observed
value. Not only does our procedure yield a higher meag it also yields

a somewhat broadeP(< 7.g) because of the nonlinear relationship,
Teff = — In(F)50. Thus, normalizing to the meafF)5 alleviates some
of the tension between the uniforiiiy;; model and observations, especially
atz < 5.5. Fitting the observed.g distribution with the free parameter
(I"'uz) may further alleviate the tension.

(© 0000 RAS, MNRASD00, 000-000

ing the blue/short-dashed and black/dotted curves in[Fraindvs
that P(< 7es) in our fiducial model is very similar to that in the
uniform 'y model. This indicates that background fluctuations
have a minimal impact on the.s distribution if (A7) is simi-

lar to expectations from measurementszatS 5.2. In Appendix
we extend our models to include Dampedilgystems (DLAS).
There we show that this conclusion is unaffected by the pse
of DLAs under reasonable assumptions about their abundénce
the other hand, our short mean free path model is able to+epro
duce the full width of the observeds distribution. This is qual-
itatively consistent with the results of Davies & Furlane2016),
except that even smaller valuds\{\?,) ~ 10h~" Mpc atz = 5.6)
were favored — a difference that likely owes to their lowenmi
imum halo mass of\/,in = 2 x 10° Mg, for hosting galactic
sources. Lower values Gf/i, results in smaller fluctuations be-
cause less massive halos are more weakly clustered. Finadly
note that our conclusions are relatively insensitive tositeding of
the localA,z, with T'ur. We find that models with\J)?, oc I'%°,

i.e. the steepest scallng found in the radiative transfeuksitions of

gre_(2011), yieldgs distributions
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Figure 4. Measurements of the spatially averaged photoionization rate
(top) and of the ionizing emissivity (bottom). The blue sgsacorrespond
to our fiducial model for<>\9n1f2> consistent with observational measure-
ments of the mean free path at< 5.2 (see Tabl€]l and Fif] 1). The thin
dashed curves represent uncertainties in the thermahistthe IGM. For
the red triangles, we assume our short mean free path modetdt.6 and

z = 5.8, i.e. the values o(Ai}ﬁp) favored by the observed amplitude of
Ly« forest opacity fluctuations (here the thermal history uradeties are
represented by dotted curves for clarity). This plot shdwved the ionizing
emissivity of the galaxy population is required to evolveabfactor of~ 2

in the ~ 100 million years betweerr = 5.2 — 5.6 to be simultaneously
consistent with the observed opacity fluctuations at 5.6 and the mean
free path measurementszax 5.2.

that are onlyl — 2 line widths wider than those in Fifi] 3 (which
assume\2 oc T7/%).

We conclude this section by noting that our results are dis-
crepant with those of Gnedin, Becker & Fan (2016). They cl@m
reproduce the measurement2015) in fally c
pled radiative hydrodynamics simulations without requgra short
mean free path. The set of simulations used there have bex sz
10 Liox = 40h~ " Mpc, comparable to or smaller thax,?, in the
simulations. To compensate for the small boxes, each stionla
was run with a unique spatially constant overdensity addetDC
mode” — to model overdensities and underdensities on slzatper
than the simulation volume (Sitko 2005; Gnedin. Kravtsov Gdet
M) Although individually these volumes are much smahan
those that are required to capture large-scale spatiaufitions
in the ionizing background (see elg. Davies & Furlahbtto6301
Gnedin. Becker & Fan (20116) combinedd.jorest skewers drawn
from the different DC mode simulations to approximate flaetu
tions on scales larger thdn, .. As discussed in detail in Appendix
[Al we have investigated whether such a procedure adequapty
tures the influence of Ly.x scales onP(< Teg). IN summary,
we mimic their procedure by dividing our simulations (whitve

Liox = 200h~" Mpc) into cubical sub-volumes. We then recom-
pute the fluctuatind w: fields in each sub-volume, imposing pe-
riodic boundary conditions for the sources. Finally, we athan
equal number of skewers through each sub-volume and combine
them to construciP(< 7.¢). We find that this procedure yields
Tew distributions that are significantly wider than the “cotredis-
tributions (see Fig_Al). We thus conclude that the prooedir
IGnedin, Becker & Fari (20116) likely leads to spuriously large

fluctuations, explaining the discrepancy with our results.

3 THE GLOBAL PHOTOIONIZATION RATE AND
IONIZING EMISSIVITY

Rescaling{T'u1) in our models to match the observed mean trans-
mission in the forest effectively yields a measuremenlaf;) and

of the global ionizing emissivity(eg12). In this section we present
new measurements of these quantities at 4.8 — 5.8 based on
the T.¢ measurements al. (2015). Whereas previous
measurements at lower redshifts have assumed a uniforairigni
background, ours account for fluctuations in the backgroamdl

in the mean free paﬁl.‘l’ablel] reports the measurements from our
fiducial and short mean free path mod&She top row gives our
estimates of the mean transmission in the forest, obtaioed the
mean values of F')s in[Becker et al.[(2015)

The blue squares in Fifi] 4 show the measurement¥ of)
(top) and(eg12) (bottom) from our fiducial model. The thin dashed
curves bracketing these data points correspond to geneppes
and lower limits on the effect of the IGM thermal state, as de-
scribed in Appendiﬂﬂ Although these limits do not represent
the full range of uncertainties in our measurements, we tiae
they are the dominant modeling uncertainties. For compayithe
black “x” in the top panel shows the highest redshift meamen
of Becker & Boltoh /(20113). We find a somewhat lower value for
(T'm1) at z = 4.8. The difference is mostly due to an offset in
the mean flux between the datalof Becker & Balton (2013) and
I.5), where we have used the latter for our mea
surement. The vertical arrow at= 4.8 shows the higher value of
(T'sr) that is obtained by normalizing our simulations to the mean
flux in [Becker & Bolton [(20113). The red triangles at= 5.6 and
5.8 correspond to our short mean free path model (recall that thi
model better accounts for the observed dispersiondnat those

3 For comparison, we also performed our measurements asg@mini-
form I'yr. We find that it leads t@I'y1) that are onlys — 10% lower than
our fiducial measurements including fluctuations. This rsststent with the
finding of[Mesinger & Furlanettd (2009) that fluctuationsTif have only
a mild impact on Lyv forest measurements (fp1).
4 Our measurements dtg;2) include a crude correction to account for
the contribution of recombination radiation to the iongimackground. As-
suming an IGM temperature @ = 10,000 K, (ap — aB)/aa ~ 40%
of radiative recombinations produce an kdnizing photon, wherex and
ap are the case A and case B recombination coefficients, regggcOnly
a fraction of these photons escape the optically thick aysia which they
are produced. Under standard assumptions about the dtgiribof opti-
cally thick absorbers, the fraction of photons that escapgproximately
one half. We therefore scale down our emissivities2b§%. We note that
this crude estimate is consistent with more detailed ssudiich have ob-
tained a correction ok 10—30% at these redshifts (Faucher-Giguére ét al.
[2009).

5 Appendi{Q also describes how we correct th@dg;) and(e 912> values
to account for the effects of finite simulation resolution.
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Table 2. Measurements of the global Hphotoionization rate and the ionizing emissivityzadz 4.8 — 5.8

Redshifts 47<2z<49 49<z<b51l 51<2<b3 53<2z<55 55H5<2z<HT 5T7<2<59

Mean transmissich 0.16 £0.01 0.14 £0.01 0.10 £0.01 0.080 £0.006  0.06 £ 0.005  0.022 £ 0.005

Fiducial
(D)t 0.5875:98 0.5375:% 0.487919 047912 0.457912 0.297011
(e912)* 0.7610 38 0.7240 32 0.68%053 0.68755¢ 0.697537 0457013

Short Mean Free Path
(T'ur) 0.607598 0.5575:30 0.51751% 0.507513 0.487913 0.297013

(€912) 1.327047 1.327023 1.3019-28 1.3919:37 1.4415-46 0.8870-33

* From the mean values ¢F) 50 in l&e_ckﬂLe_t_dl.ms). Here we show only statistical uraieties estimated by bootstrap sampling.

T In units of 10712 s~1. The upper and lower limits on all values @f11) and{eg12) generously bracket uncertainties in the thermal stateeof th
IGM (see Appendik ).

¥ In units of x102° erg s~! Mpc—3 Hz~ 1.

redshifts). For clarity we depict the thermal state undeties for fesc ~ 0O for fainter galaxieﬁ In this scenario, the ionizing emis-

this model as thin dotted lines. sivity is driven by galaxies with space densify 10~* Mpc 32
The global photoionization rate stays remarkably flat okert  We note that this would differ from the situation at ~ 3,

interval z ~ 4.8 — 5.6, before decreasing sharply at: 5.8. Our where observations indicate that > 0.5L* galaxies with large

measurements of the corresponding emissivities reveaslzgm- fesc are extremely rare (e.g. Vanzella etlal. 2010; Mostardilet al
atic feature of the short mean free path model. Becélge) (z) is 2015;| Siana et al. 2015; Grazian etlal. 2016). Alternatjvetyne
so flatforz < 5.6, increasing)\?,}fi) by a large factor between= authors have proposed models in which AGN contribute signifi

5.6 andz — 5.2 (where the mean free path has been measured to becantly to thez > 5 H 1 ionizing background (Chardin et/al. 2015;
~ 44 h~"Mpc ) requires a decrease {Bo12) by a similarly large Chardin, Puchwein & Haehnelt 2016). However, in Paper Il we a

factor. This effect is shown in the bottom panel of Elg. 4.|6wing gue that these models are in tension with recent constraintke
the central red/dotted curve, we find tHas:2) has to evolve by a thermal history of the IGM. In the next section, we will exgdhe
factor of~ 2 over thex 100 million years between = 5.2 — 5.6. possibility that measurements of the mean free path arediag
This time interval is substantially shorter than the Hulibtee of a quasar line-of-sight effects.

billion years, which is (within a factor of a few) the time seaver
which we should expect such a large change in the output of the
galaxy population. Note that the required evolutiords ») would

only be steeper if our simulations included the less biasdaixies

that have luminosities below current detection limits, if&V/min

4 THE EFFECT OF QUASAR PROXIMITY ZONESON
MEASUREMENTSOF THE MEAN FREE PATH

were lower than our assumed value2ok 10'°h~" Mg . Finally, The arguments presented in the last section rely on the g@éisum

it is unlikely that feedback on dwarf galaxies from the pietat- that the measurement o2 (z &~ 5.2) = 44 + 10h~" Mpc by

ing of the IGM by reionization can induce such a rapid evoluiti MWorseck et al.[(2014) is equivalent to a measuremer(t)\ﬁﬁ)).

in the ionizing emissivity, as simulations show that thisdback is In this section we will show that the measurement may in fact b
more gradual (e.g. Gnedin 2000b: Dijkstra €t al. 2004: Heeé. biased significantly higher thap\}.) owing to the enhanced ion-
2006; Okamoto, Gao & Theuns 2008: Sobacchi & Mesinger2013; izing flux along quasar sight lines

INoh & McQuinii 2014). The measurements lof Worseck etial, (2014) were obtained by

In these models, there are two ways to avoid the problem of a stacking rest-frame quasar spectra and fitting a simple hfode
rapidly evolving(eo12) while at the same time accounting for the  der the assumption of a uniform ionizing background) fortiean
large dispersion i atz 2 5.6 transmission blue-ward of the Lyman limit. These authoistumut
that such measurements could be affected by the enhanced tra
mission in the proximity zones of the quasars in the stackjga
ularly at high redshifts, Worseck etlall. (2014) concludeat this
effect is likely negligible for their: ~ 5.2 measurement in part

(i) Fluctuations in the ionizing background are driven byrees
that are much rarer and brighter than faint, dubgalaxies. Such
a scenario would remove the need for a short mean free path.

(i) The direct measurement of the mean free path at 5.2 by because it is consistent with an extrapolation of measumesreat
\Worseck et 8l.[(2014) does not prob)i2 ), but is instead biased = < 5 (which, they argue, are less affected by proximity zones).

extend over spatial scales that are comparable to or lahger t
In Appendix[E, we explore models in which the escape fraction (A})7). As a simple illustration of this, we compute the radius
increases with UV luminosity, such that the ionizing enviggi R at which the contribution td'ur from a quasar with specific
is weighted towards rarer, brighter galaxies than in ourdiiu

model. We show that accounting for the observge fluctuations
atz = 5.6 requires thaffesc > 50% for galaxies withMag 1600 < 6 In our fiducial model, the escape fraction is already regitiooefesc >
Mjp.1600 ~ —21 (corresponding td/200 > 10''A~" Mg), and 10 %.

~
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Figure 5. Probability distribution function for measurement of thean
free path from stacked quasar spectra. We use simulatiotiseoioniz-
|ng background around th89 quasars in thés < z < 5.5 sample
in Worseck et d1.[(2014). The quantltg/kt912 YLos, represents the “mea-

sured” value i.e. the mean distance to optlcal depth uaitgraged over

the ensemble d39 quasars. Here we adopt our short mean free path model,

with (A\212) = 20 h~'Mpc, as shown by the vertical dashed line. The
enhanced ionizing flux along quasar sight lines leads to tesored value
being a factor ot~ 2 longer than(A)2). This bias shows that\?)?2 )
might be substantially shorter at> 5 than current measurements suggest.

intensity J, o« 1/R? is equal to the background valug;/ .
Foraz = 5.2 quasﬂ with Mag 1450 = —27, correspondlng

to roughly the mean luminosity of the < z < 5.5 sample

in Worseck et &l. 2014, we fin® ~ 81,36 and 26 (comoving)
h~'Mpc for T8 = 0.1,0.5, and 1 x 107257, respectively.
We further note that the proximity zone need not extent out to
R = (A?jé) to have a significant impact on measurements of the
integratedLyman limit opacity along sight lines emanating from
the quasar. In addition, the quasars likely reside in hidiised
halos, such that the local ionizing background is furthéragiced

by the overdensity of neighboring sources, making the mesm f
path longer than in an average region.

R(1912 = 1), along each sightline. We then select one sight line
from each quasar and compute the averB¢e,;» = 1) over the
sample, which we denote ?ﬁé)Los- This average value rep-
resents the mean free path that is measured from the quashr st
(Note that this procedure yieldd), 000 realizations of the mea-
surement.) The red histogram on the right side of Elg. 5 shows
the distribution of{ A2 )Los, while the blue histogram on the left
shows the case in which the quasars are switched off. Thiealert
dashed line shows the input valugy,i,) = 20 A~ "Mpc. We find
that(A\))2 )Los & 45 h~'Mpc, more than a factor df longer than
the input value. Curiously, this biased value is consistettt the
measurement af4 + 7 h = Mpc by|Worseck et &ll (2014). We find
that the bias comes primarily from the enhanced ionizing ¢lox-
tributed by the quasar. To illustrate this, we add the qasaour
“quasars-off” simulation in post-processing, such thatdeenot
model the “back-reaction” of the quasars on the contriloutiod 111
from the local galaxy population. In this case, we find thatrtfean
value of (A2 )Los is 39 A~ ' Mpe. This is only= 15% lower than
in our “quasars on” simulations. Note also that there is argjight
bias in the “quasars off” case, which is caused by the cartidh
from galaxies neighboring the host halos of the quasars.
From these results we are led to conclude thaly,) (=
5.2) could be up to a factor o€ 2 shorter than indicated by direct
measurements. In this casée?jfi) is similar to the values required
in our short mean free path model to account for the largeedisp
sion inT.g. If confirmed, this scenario has implications for the ion-
izing photon budget during reionization. Adopting valué$,\f‘}f2p>
that are a factor of two shorter than were assumed in pregimias
ies results in ionizing emissivities that are a factor of taxger.
To illustrate this, we comput®/io, = (ng) ! f;’;z dve, /(hpv),
where (ng) is the mean hydrogen number density aig is
Planck’s constant. At = 5.6, we find thatNi,, = 2 — 4 photons
per hydrogen atom per Gyr in our fiducial model W(ﬂuﬂ}fi) =
30 hflMpcﬁ This number is revised upwards M., = 4 — 8
photons per hydrogen atom per Gyr(k}\2) = 15 h~'Mpc.
Such a revision implies that reionization was less photanved
and therefore of shorter duration than previous studiesiealg

(Bolton & Haehnelt 2007; Becker & Bolthn 2013).

We conclude this section with some important caveats. Our

Here we quantify the impact of these effects on measurements calculations assume that the quasars shine isotropicadiywath

of the mean free path by simulating the ionizing backgrouodiad
the39 quasars in thé < z < 5.5 sample o 14.
We perform one simulation for each quasar by assigning iits-lu
nosity to one of th&9 most massive halos in our hydro simulation
box. As before, we iteratively solve faty; around the quasar us-
ing the procedure of Davies & Furlanétto (2016). This praced
approximates the Lyman continuum absorption along a $ighdls

a smooth function of distance. In reality, the mean free piihg
any given sightline likely depends more on the incidencenobpe
tically thick absorber. However, the smooth approximatssuffi-
cient for our purposes given that we are ultimately conagrmith
the mean free path frostackedquasar spectra. In all of the simu-
lations we sefT'ar) = 4.8 x 107 s, consistent with the value
measured at = 5.2 (seedd), and(A\}\2) = 20~ 'Mpc. The
latter corresponds to the short mean free path model f28.
We shootl0, 000 randomly oriented sight lines from each quasar,
measuring the distance to a Lyman limit optical depth of ynit

7 Here and throughout this section, we assume a quasar Spesttiu spe-
cific luminosity L, oc v=%% at\ > 912 A, andL, o v~ 7 for A < 912
A, consistent with the stacked quasar spectrum m)

constant luminosity over the age of the universe. Sincedhizéd
fraction in the proximity zone responds over the timesdsi¢ to
changes in the local radiation intensity, our calculatioray/ over-
predict the measurement bias if the luminosities of the ajsaim
the sample dﬂALo_Ls_e_Qk_e_tJdL_(Zd)M) were, on average, dimweer o

a past timespan d]‘ 1 < 50,000 yrs. We have also assumed that
A2 o T2 throughout the IGM, but this scaling could poten-

mfp
tially be shallower in regions of enhancégy; around quasaB

8 Here, the range itV; o, brackets the thermal histories in Hig:IC1, and we
have assumed a spectral indexcof= 2, consistent with our models from

m and with the fiducial value [n Becker & Boltdn (2013).

9 This effect can be understood using the simple analyticatiehof

Miralda-Escudé. Haehnelt & Rdz-OO) (see also FuttageOH [2005;
[McQuinn, Oh & Faucher-Giguéte 2011 Mufioz e al. 2014)which it is
assumed that gas self-shields at densities above the tfdedh. In this
model,

2 o / Ay P(Ay) oc A2/, @
whereP(Ay) is the probability distribution o\, and the last proportion-
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Compared to our current model, a shallower scaling nearagsias
would lead to shorteA))7, in those regions, which would reduce
the measurement bias. For these reasons, we caution tlezi the
lations presented above likely represent an upper limihereffect
of quasar proximity zones on direct measurements of the rfinean

path. We will quantify these effect in greater detail in fietwvork.

5 OTHER STATISTICS
Following[Becker et &1.[(2015), most studies of the> 5 opac-

ity fluctuations to date have focused exclusively on theithistion

of Teg for L = 50 h~*Mpc segments of the forest (see however
IGnedin, Becker & Fan 20116). We have explored whether adtditio
insights can be gained by applying other statistics to thefoyest.
We first considered varying the pathlength over whigh is mea-
sured, i.e. measuring (< 7.g) for L = 10,25, 75,100 h~"Mpc.
We found that using different does not bring out differences be-
tween our models any more than in the= 50 h~*Mpc case.
Moreover, we note that current data does not provide enoaigh s
ples to constrainP(< 7eg) for L > 50 h~! Mpc. We also con-
sidered the distribution of dark gaps and the recently pegdo
peak height/width distributions of Gnedin, Becker & Fan 1@p
We found that these statistics are sensitive to the effddtstru-
mental resolution and noise, which are difficult to remowe&frcur-
rent data sets due to their highly inhomogeneous naturewand
additionally found that our models are less reliable fosthstatis-
tics (see remark at the end of this section). In this secti@focus
exclusively on the line-of-sight power spectrum of the sraitted
flux, which is robust to the effects of finite spectral resioiaton
the scales of interest for our models. As we will see, the powe
spectrum offers a complementary view of the highy« forest; it
probes the opacity fluctuations across all scales, butsskssitive
to high7.q excursions thai® (7.g).

lonizing Background Fluctuations 9

blue-ward of the Ly emission line to avoid the proximity effect.
We also truncate the spectra at rest-frarfé0A to avoid Ly3 and
O vI absorption, as well as uncertainties in the quasar continuu
from the presence of I and OvI broad emission lines. This re-
sults in somewhat fewer quasars with spectral coverage-ab.2,
whereas the\v = 10 km/s cut precludes a reliable measurement
of the power spectrum at= 5.8 with our spectra.

The one-dimensional flux power spectrum is defined to be
~ 2
(5,7(1«)‘ @
Here,0r(\) = F(N\)/(F(\))—1is the contrast in transmitted flux
at wavelength\, where(. . .) denotes an average over the total path
length L, andd (k) denotes its Fourier transform. We use redshift
intervals ofAz = 0.2 and we assume a piecewise linear interpola-
tion of (F'(\)) across redshift bins. We measure logarithmic band
powers using the estimatdPz (k) = 6(k)raw6 (k)i aw — Px, Where
&(k)raw cOrresponds to the raw data, af is the noise power
spectrum, estimated from the variance in a given redshift e
power spectrum is obtained by an ensemble average overasalqu
spectra, in which each spectrum is weighted (8% + Ps)™ ",
where “S” denotes “signal.” For simplicity we do not accotmt
instrumental resolution, since the finite resolution of eimula-
tions prohibits any meaningful comparison to the measunesn
the affected scales. We also do not correct for contamiméatyain-
terloping metal lines from lower redshift absorbers, sittey are
expected to affecP, at only the< 1% level at the redshifts of
|nterestMI 20

We have tested for the effects of evolution in the mean trans-
mission across a redshift bin and of fluctuations in the queia-
tinuum over these scales. These effects are the dominartesou
of systematic uncertainty faPr (k) on the largest scales that our
measurements probé, ~ 0.15 hMpc~'. To gauge the impact

We present a new measurement of the flux power spectrum Of evolution, we compared our fiducial measurement to one in
atz = 5.2 — 5.6 using the sample of 21 quasars presented in Which (¥'(1)) is assumed to be constant across a redshift bin.

McGreer, Mesinger & D'Odorico| (2015). We refer the reader to

this paper for details on these spectra. In summary, terirspeere

obtained from the Eschellette Spectrograph and Imager) (&SI
the Keck Il telescope, three were obtained with MagellarhElsc
lette (MagE) spectrograph on the Magellan Clay 6.5m telesco

We found an approximately).2o difference between the two
methods for our lowesk-bin (and even smaller differences at
higherk). To test for continuum fluctuations, we examined a sam-
ple of continuum fits for40 quasars aR.1 < z < 4.7 from

IDall’Aglio, Wisotzki & Worseck (2008). We found that the con

one was obtained with the Red Channel spectrograph on the MMT tinuum power is a factor 050 — 100 lower than Pr (k) in our

6.5m telescope, and seven were obtained with the X-showeui
ment on the VLT 8m Kueyen telescope. (For redundant spettra i

McGreer, Mesinger & D’'Odori¢b 2015, we use the spectrum with

the higher signal-to-noise.) Quasar continua were fittetie¢dro-

ken power law UV continuum model of Shull, Stevans & Danforth
(2012). We conservatively exclude regionsab = 10* km/s

ality uses the power-law approximatidf(A,) o Ab’” at the relevant
densities — a reasonable approximation for M exb) measured from sim-
ulations [(Miralda-Escudé, Haehnelt & Reées 2000: Bolton&Qr-Q

@11) Adoptidy; oc F 3 from the

lM_chun._Qh&_Eaugh_QL@gud
arguments df Schaye (2001), we find that

T/,

912
Amfp

(©)

Our assumed scaling of) |7 o 1“2/ is recovered ifp = 2.5, but this
scaling becomes shallower for smaller valueg.ofhus, if the density PDF
is shallower (i.en < 2.5) for the higher-densities that are required for self-
shielding at locations close to a quas)e?;}fi could scale more weakly with
the locall'gr.
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lowestk-bin. From these tests we conclude that our measurements
are robust to the effects of evolution in the mean transimisand
continuum fluctuations.

The data points in Fid.]6 show our measuremeni\gf =
kPr(k)/m. The error bars represeit uncertainties obtained by
calculating the noise-weighted effective number of modéfe.
compare our measurements to a model that assumes a uniform io
izing background (black/solm, the short mean free path model
from g2 (blue/short-dashed), and two alternative modelsTlig
90% AGN model from Paper Il (red/dot-dashet).this model,
we populate the most massive halos in our simulation with AGN
according to a rescaled version of the luminosity functidn o
Giallongo et al. [(2015). We tune the escape fraction of gatax
such that the AGN emissions account$6f% of (I'u1). This model
is otherwise identical to the models in this paper, wWit) (=)
set to our fiducial values (see Tahle 1); (lipe relic temperature

10 For this comparison, we use a unifoiiy;; model with higher resolu-

tion from(D'Aloisio. McQuinn & Trat (2015).
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Figure 6. The line-of-sight power spectrum of transmitted flux in the- 5 Ly« forest. The data points show our measurement of the powetrspefrom

the 21 unique quasar spectralin McGreer. Mesinger & D’Odd)OlEor reference, the black/solid curve corresponds to defria which the ionizing
background is assumed to be uniform. The blue/dashed chowessour short mean free path model frg@h The magenta/dot-dashed curve corresponds to
a model from Paper Il in which AGN emissions accountd68% of (g1 ). The green/solid curves show the model of D'Aloisio. McQu#a Tra¢ ) in
which the opacity fluctuations are driven by residual terapee fluctuations from the patchy reionization processtemd of by fluctuations in the ionizing
background. All models exhibit enhanced large-scale pawer the uniforml'yz; model at scales of < 0.1 hMpc~!. Future measurements of the flux
power spectrum on these scales may rule out density flushsagilone as the origin of the large-scale opacity fluctnatambserved HMMMS).

fluctuation model df D’Aloisio, McQuinn & Tra¢ (201E].In this

model the excess opacity fluctuations are generated byuedsid
homogeneities in the IGM temperature imprinted during ey
reionization process. Here we show a model in which reiditina
begins at ~ 13 and ends at ~ 6, with an instantaneous reioniza-
tion temperature dfyeion = 30,000 K (see the red/solid curves in

Fig. 4 of. D'Aloisio, McQuinn & TraH 2015) The ionizing back-

11 We note that the hydro simulations used for the temperatuieuf
ation model in_D’Aloisio. McQuinn & Tr. 05) have a sigodntly
higher spatial resolution ahz = 12.2 h~'kpc, compared to the\z =
97.7 h~'kpc of the larger-scale simulation used for the fluctuating back
ground models in this paper.

12 The instantaneous reionization temperature correspandset high-
est temperature achieved behind an ionization front. Nwa€X,cion =

ground is assumed to be uniform in this model. The shadednegi
atk > 3 hMpc ! correspond to scales that are affected by the res-
olution of our hydro simulation grid, as indicated by the ggssed
power in our short mean free path and AGN models.

All of the models are broadly consistent with the measure-
ments atk < 0.3 hMpc™'. At these scales, the opacity fluctu-

30,000 K represents the upper limit of expected temperatui
@) However, we caution that a similar amplitude of ofyaftuctuations
may be generated in models with low&f.;.,. The multi-scale approach
of [D’Aloisio. McQuinn & Tra¢ [2015), which combines largeale semi-
numerical simulations of reionization with high-resoduti hydro simula-
tions, does not capture the correlation between local teasd redshift of
reionization, z,.ion - If included, this correlation would increase the ampli-
tude of opacity fluctuations for a givéR.c;on -
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ations are driven by fluctuations in density, as indicatecthsy
agreement with the uniforiig; model. However, the models begin
to diverge from the uniform model on larger scales as theippac
fluctuations transition to being driven by large-scale atons in
the ionizing background or temperature. Although theggelacale
variations generate substantially more power at scalesspond-
ing tok < 0.2 hMpc™!, we note thatPr (k) in the fluctuating
background and temperature models are quite similar. Tthwidl i
likely be difficult to discriminate between these modelsiggsinea-
surements ofPr (k) alone. Nonetheless, in contrasti§< 7eg),
Pr (k) contains information about the scales on which the opacity
variations are no longer driven by density fluctuations.nfritbhe
excess power & ~ 0.15 hMpc ™' observed in three redshift bins,
our measurements disfavor density fluctuations alone asrigi

of the opacity fluctuations at thew level. Future measurements
may improve this limit by extendin@= (k) to lower k. However,
this would require larger redshift bins than the: = 0.2 used
here, and we caution that quasar continuum uncertaintieseah
shift evolution could complicate the interpretation oflsmeeasure-
ments.

We conclude this section by noting an interesting propefty o
the short mean free path and% AGN models, which both have
rather low resolutions. Even though they do not resolve thalls
scale features in the forest well (as evident in the preradall off
in power at highk), they appear to capture the large-scale prop-
erties of the forest fairly robustly. This is evidenced by taw-
resolution simulations matching both our measuRedk) and our
higher-resolution simulations at intermediate scalegre/tidensity
fluctuations still dominatek{ = 0.2 — 2 hMpc!). This result is
similar to our findings in AppendikIB, and @Ql
that when low-resolution mock spectra are mean flux norredliz
they yield P(< 7.g) that are very similar to higher resolution
simulations. While the large-scale predictions of our niedee
similar, it may be that small-scale statistics can diff¢ign be-
tween them. Unfortunately, simulations with much highesote-
tions are likely necessary to capture small-scale stedistich as
the peak height and dark gap statistics. Thus, there ardisagn
challenges to comparing these models — which require bokés w
Luox > 200~ 'Mpc, and hence cannot resolve the small-scale

~

forest — with statistics beyond those considered here.

6 CONCLUSION

Observations have shown that the dispersion in the ffyr-
est 7ox increases quickly at > 5, exceeding the dispersion
predicted by simple models that assume a uniform ionizing

background [(Fanetall 2006b; Becker etal, 2015).

Several
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the global Hi photoionization rate, which stays remarkably con-
stant at4.8 < z < 5.6. A model in which(A})7) evolves from

< 15 R 'Mpc atz = 5.6 to 44 h™'Mpc at z = 5.2 requires
an unnatural factor ofz 2 decrease in the ionizing emissivity of
the galaxy population in just 100 million years. However, we
also identified a plausible resolution to this apparent lerob We
showed that direct measurements of the mean free path (femi-s
ing quasar spectra) can be biased higher t@q‘iﬁ) by up to a
factor of ~ 2, owing to the enhanced ionizing flux along quasar
sight lines (i.e. the “proximity effect”). It is thus likelhat (\2)2))

is shorter than the measured valligh ' Mpc atz ~ 5.2.

If confirmed, the short(A})2) favored by the model of

lDasLLe_s_&_EULLan_e_tiol_(ZQitS) has implications for reionigatiand
for the structure of the high-Ly« forest. In this scenario, reion-
ization is a factor ofa 2 less photon-starved than has been
claimed in previous studies, implying a shorter duratiomeddn-
ization. The model also predicts that the most opaque (tmeas
sive) L ~ 50 h~'Mpc segments of the Ly forest correspond, on
average, to voids (overdensities) where the ionizing bamka is
weaker (stronger). Interestingly, this is the opposite bétis pre-
dicted by the model of D’Aloisio, McQuinn & Tra¢ (2015), whic
ties the opacity variations to relic temperature fluctuzidrom
reionization. In that scenario, the overdensities (votdsg to be
the most opaque (transmissive) regions because they arezesi
earlier (later); hence they are colder (hotter) by 5.5. Thus if
the model of Davies & Furlaneito (2016) is correct, it wotikaly
imply that reionization occurred over a short time interfeansis-
tent with the higher ionizing emissivities), minimizingetimpact
of temperature fluctuations, which would otherwise act tocea
the effect of the background fluctuations. Conversely, éf todel
of D’Aloisio, McQuinn & Tra¢ (2015) is correct, it would impla
longer mean free path, minimizing the impact of the backgdou
fluctuations. A more complete model of the> 5 Ly« forest will
need to synthesize these effects, as well as possible gastieh
effects if reionization is ending at= 5.5 — 6.

At present we are left with three viable models for the large
opacity fluctuations, each with very unique implications Fb |
reionization:

(i) AGN contributed significantly ¥ 25%) to thez > 5 ionizing
background [(Chardin etlal. 2015; Chardin, Puchwein & Hakhne
). This would imply that AGN were more ubiquitous in the
z > 5 Universe than previously thought, and that they contrithute
more to Hi reionization than in most existing theoretical models.
However, in Paper Il, we show that these AGN could not have
emitted appreciable numbers of Heionizing photons or they
would have heated up the IGM well above observational bounds

(D’Aloisio et all[2016).

models have been proposed to account for these observationdii) The mean free path at~ 5.5 was much shorter than expected,

(D:Aloisio. McQuinn & Tra¢ [2015; [ Davies & Furlanefto_2016;
Gnedin, Becker & Fan | 20016 | Chardin, Puchwein & Haehnelt
M). In this paper we have explored in further detail theleho
of [Davies & Furlanetfo[ (2016) for the post-reionization imng
background. This model accounts for spatial variationhérmean
free path from the enhancement (suppression) of optichlkt
absorbers where the background is weaker (stronger).

We showed that accounting for the ~ 5.5 opacity fluc-
tuations requires a short spatially averaged mean free gfath
(Ani) < 15h~" Mpc. These values are factor gf 3 shorter
than the direct measurement af 44 + 7Th™' Mpc at
z ~ 5.2 (Worseck et al. 2014). We further showed that rapid evo-

lution in the mean free path is at odds with our measurement of

(© 0000 RAS, MNRASD00, 000-000

e.g.(\ ?j@) < 15h~! Mpc if galaxies were the dominant sources

of the ionizing background (Davies & Furlanétto 2016, areldhr-

rent paper). As noted above, shorter values for the meampéte
imply a less photon-starved and quicker reionization psckn ad-
dition, a shorter mean free path could indicate the finalestad the
reionization itself.

(i) The opacity fluctuations were not driven by the ioniz-
ing background, but were instead driven by relic tempera-
ture fluctuations from reionization. This would be the signa

of a late-ending £ ~ 6) and extended reionization process

(D’Aloisio. McQuinn & Tra¢l2015).

All of these models can account for much of thg distri-
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bution, but in all models the probability of occurrance=ef150
(comoving) Mpc dark troughs, such as in the sightline to ULAS
J0148-0600 5), is low. Determining which of the
above models captures the conditions of the post-reiaoiz&&EM

will yield new insights into the reionization process.
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APPENDIX A: OPACITY FLUCTUATIONSIN
SMALL-VOLUME RADIATIVE TRANSFER 10— e
SIMULATIONS o gk DS

In §2, we found that the observed amplitude afs fluc- -
tuations favors our short mean free path model. Recently, & 0.6
Gnedin. Becker & Fan| (2016, henceforth GBF2016) claimed to
reproduce the observed fluctuations in t@B®smic Reioniza- - 04
tion on Computers(CROQ simulation suite [(Gnedirl 2014; A

Gnedin & Kaurol 2014t Kaurov & Gnedin 2015). These authors 0.2

attribute the large fluctuations to “radiative transfereef§” not

|

1-P(< e

-3 L L I
20 25 3.0 35 4.0 4.

i L L B I

Teff

captured in any previous model. Here we will address thesmsl 0.0 P T TR S
At present, itis prohibitively expensive to run fully coeplira- 2.0 2.5 3.0

diative transfet-hydrodynamics simulations with resolutions high 10—

enough to accurately model the dyforest, and volumes large 5.3<2<5.5

enough to capture fluctuations in the metagalactic ionitiagk- 0.8 N

ground. Recently, GBF2016 made great strides towards ibgdg — —
the gap using th€ROCsimulations. The set of simulations used &
there consists of three in boxes with., = 40h~! Mpc as well &
as six realizations Witlh,ox = 20h~! Mpc. Each simulation was l// 04
run with a unique spatially constant overdensity added — & “D

0.6

mode” — to model overdensities and underdensities on sleabper 0.2
than the simulation volume (Sifko 2005: Gnedin. Kravtsov &dt

AU B I

@). Although individually these volumes are much smahan 0.0
those that are required to capture large-scale spatiaufitions

in the ionizing background (see elg. Davies & Furlangtto€301 1.0
GBF2016 combined Lyman-forest skewers drawn from the dif-

ferent DC mode simulations to approximate fluctuations @esc 0.8
larger thanLp ox.-

GBF2016 found that the.g distribution in any single real-
ization is similar to that in a reference simulation with tpidy
homogeneou¥ i, suggesting that the ionizing background is ap- 204
proximately uniform within each simulation. However, thedom- ,
bined 7.¢ distribution (sampling all their DC mode simulations)
is much wider and generally a good match to the observed dis-
tribution. Since their simulations assume a standard soonadel 0.0
in which the ionizing background is dominated by faint, sub- 2 3 4
galaxies, their result appears to obviate the need for rsauith a Teff
short mean free path, rare sources, or relic temperaturteiditicns
from reionization.

Given that the bulk of the.s distribution width in GBF2016 Figure Al. lllustrative model showing that the methodology of
originates from their DC-mode-simulation-averaging jahare, Gnedin. Becker & Farl (20116) may overestimate the amplitddsy a for-
here we investigate whether such a procedure adequatelyreap est opacity fluctuations. We reanalyze our simulations img that mimics
the influence of> Ly, scales. Foreshadowing, we find that the re- their approach, in which the.¢ distribution is approximated by averaging
sults of GBF2016 likely overestimate the amplitudergf fluctua- over a handful of small-volume, “DC mode” radiative tramsfgnulations.

. L . . Vi — -1 i i i i -
tions by a significant amount. Let us first explain why, andtive We divide ourLyo, = 200h™" Mpc simulation box into cubical sub
will present a toy example. The DC mode simulations of GB201 YOIWES’ each with s.'de length dku, < Lpox. We then recompute .the
represent over- or under-dense regions on the scale ofrthéasi ionizing background in each sub-volume independentlypreitig periodic

. o . . boundary conditions as though each sub-volume were anéndept sim-
tion. However, the periodic boundary conditions make eaohls- ulation. Finally, we construcP (< 7.g) from an equal number of skewers

“\IB"““‘-IT- T
»

\

0.6

< Teft)

AU I B I

]
T

tion effectively its own universe with unique cosmic meansisy, traced through each sub-volume. Here we chabs@, = 50k~ Mpc
leading to inflated variations in the ionizing backgroundoagst (red solid curves) and..,, = 25k~ Mpc (green long-dashed curves),
the simulations (especially whe‘tﬂ}fp 2 Lyvox). FOr example, con- similar to theLy,,, = 40h~! Mpc and Ly, = 20h~! Mpc simulations

sider a simulation with an overdense DC mode. Owing to périod employed by Gnedin, Becker & Fan (2016). The thick and thiadicorre-

boundary conditions, a fiducial point in the IGM “sees” a larg ~ spond to the\}i2 )sun = (AR12 )box Model and the model of equation

number of sources than if it were an actual overdense region o &I, respectively. Applying this approach to our simuatiyields much

the universe, because photons from periodic copies of thebo- larger fluctuations compared to our fiducial calculationt Federence, the

tribute to the radiation intensity at the point. Conversélgcause blue short-dashed curve and black dotted curves corresppomat fiducial
derd imulation box i d d b iodi calculation (i.e. the correct calculation) and the unifdfpy model, respec-

an underdense simulation box is surrounded by perio icesopi tively.

itself, a fiducial point in the box sees fewer sources. Anotre

tifact of the GBF2016 scheme stems from not sampling the Ly

forest over skewers that intersect regions with differemt-bcale

DC modes when computing.s (but rather using a Ly forest

(© 0000 RAS, MNRASD00, 000-000
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skewer from a single DC-mode simulation for eagh and then
combining ther.g among simulations). In the GBF2016 scheme,
the50h~ Mpc skewer used to estimates through an overdense
simulation samples only the enhanced ionizing backgroaritlis
simulation. In reality, on&50h~* Mpc skewer may sample the
background in both an overdense region as well as a neigtgori
underdense region.

We can estimate the size of these effects by dividing our
simulations (which havel,., = 200h~' Mpc) into cubical
sub-volumes with side lengths,. In what follows we choose
Lew, = 50h™! Mpc and 25~ Mpc, similar to the Lyox =
40k~ Mpc and20h~! Mpc simulations used in GBF2016. This
gives us an ensemble of simulations with sub-volume-scaée-o
densities that sample the correct cosmological distidioutiVe
then rerun our fluctuating ionizing background computatien-
forcing periodic boundary conditions in each sub-volunmeour
model, the local mean free path scales\d¥, o I'7;’, con-
sistent with the scaling found in the radiative transfer idam
tions of[McQuinn, Oh & Faucher-Giguere (2011). Followiriget
scaling relations derived i§4.1 of that paper, this implies that
No12 o 72/%, wheren, is the ionizing emissivity, i.e. the num-
ber of H1 ionizing photons per unit time, per unit volufie Thus
in our model the spatially averaged mean free path in each sub
volume should be

)4/3

where(n )sub IS the average emissivity within the sub-volume, and
(A2 ) box and (7 ) box respectively denote the mean free path and
emissivity averaged over the ent{iz00h " Mpc)® volume. How-
ever, it is unclear whether such a scaling is an appropriatéein
for the simulations of GBF2016. Thus, below we will also ddes

the case Wheré\)l7 Ysub = (Ain)box, Fepresenting the opposite
limitin which the local mean free path does not depend ondball
emissivity. For comparison against our fiducial model fr§an3,

we set(AL? Ynox = 40,35, and30 h~' Mpc atz = 5.2,5.4, and

5.6, respectively. We shoot an equal number of skewers through
each sub-volume to produce synthetiedfprest spectra, again en-
forcing periodic boundary conditions so the skewers stayiwi
their respective sub-volumes. Finally, we constrifg 7es) by
combining the skewers from all sub-volumes. This procedhira-

ics the DC mode averaging procedure of GBF2016, except huere o
(200h~* Mpc)® volume effectively allows us to more finely sam-
ple the DC mode distribution. We emphasize that the models pr
sented below are intended solely for illustrative purpptesy are

not intended to reproduce the results of GBF2016 in detail.

Fig. [ATl compares theg distributions obtained from the
above procedure against the correct results ff. The red solid
and green long-dashed curves correspond.dg, = 50k~ and
25h~! Mpc sub-volumes, respectively. The thick and thin lines
correspond to thé\)\? Yeub = (A7) box Model and the model of
equation[(Al), respectively. The blue short-dashed cuskiess the
correct results, while the black dotted curves show theoumifi 1
model for reference. The.q distributions from the sub-volume
calculations are significantly wider than the correct disttions.
From these results we conclude that the DC mode averagig{pro

<A91f2 >b ( <7.7w>sub
mip ox .

A912 ) _
< mfp>aub <n'y>box

(A1)

13 To distinguish this quantity fromg2, here we use the notation,, as

opposed to the used il McQuinn, Oh & Faucher-Gigugfe (2011).

dure of GBF2016 likely overestimates the amplitude-f fluctu-
ations.

We conclude this section by noting two substantial differ-
ences between our illustrative model and the results of GBE2
(1) The 7eg fluctuations in our model are generally much larger
than those found by GBF2016. (Note, however, that the fluctu-
ation amplitude in our model with.pex 50k~ Mpc and
(Ani)sub = (Ao box is similar to theLyox = 40" Mpc
results in their Fig. 1); (2) The fluctuation amplitude in enodel
increases more dramatically &s,, decreases. While this increase
is qualitatively similar to their Fig. 1, which shows thateth
Liox 20~ Mpc simulations yield larger fluctuations than
those withLpex = 40h~* Mpc, we find substantially larger differ-
ences between out.,, = 50k~ and25h ! Mpc calculations.
These differences may stem from the more biased nature of our
sources (recall that our sources hae > 2 x 10'°A~! Mpc)
and/or the small number of DC-mode simulatioBgq sims in their
20/40h~! Mpc box) used in GBF2016 not sampling the extremes
of the rg distribution.

APPENDIX B: NUMERICAL CONVERGENCE

In this section we discuss the numerical convergence of ydiroh
simulation with respect to resolution. To test this coneece, we
ran a suite of smaller simulations at various resolutiorith a/fixed
box size of Lyox = 25k~ Mpe. Like in our production run, we
model the reionization of Hin a simplistic way by instantaneously
ionizing and heating the boxes uniformly20, 000 K at z = 7.5.
We constructr.g distributions from mock Ly spectra in the man-
ner described if2.1. At each redshift we rescale the nomifiak
of the simulation by a constant factor in post-processinmaich
the observed mean value @F')s0. For simplicity, all of the results
presented in this section assume a unif@hm.

Figure[B1 shows the effect of numerical resolution B
Tert) for three redshift bins. As before, the black histogramswsho
the observational measurementMe@ZOlS)ctﬁlms
correspond to different resolutions as indicated in thé lplgends.
The N = 256 cases (red/solid) correspond to the same resolution
as in our production run (for whichyeyx = 200~ MpcandN =
2048%). Figure[B1 shows that theg distributions at the resolution
of our production run are reasonably well converged, witithbr
resolution runs having £(< 7.q) that is narrower by a few line
widths at most.

On the other hand, we find that numerically converging on the
global photoionization rate is considerably more diffichian for
the 7.g distribution. This difficulty originates from the fact that
for models with uniforml"y1, the transmission in this highly satu-
rated highz regime of the forest is dominated by cosmic voids with
characteristic under-densities &f, ~ 0.2 — 0.3. Table[B1 shows
for each test simulation thEy; values that have been adjusted to
match the observed mean value (@)so. The simulations with
lower resolution require a highéry; because their voids are not
as deep as in the simulations with higher resolution. Thufsxed
T'ur, the lower resolution simulations yield a higher overakoity
than the higher resolution simulations,IS@: must be increased in
the former to produce a fixed mean value(&f) 5. While this has
very little impact on our models of the.s distribution, we must
take it into account in our measurements of the spatiallyame
photoionization rate and ionizing emissivity 8. In the next sec-
tion, we describe how we correct for this finite resolutiofeef in
our measurements.

(© 0000 RAS, MNRASD00, 000—-000
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Figure B1. The numerical convergence with respect to simulation tesol
tion for the cumulative probability distribution @fg . Here we show results
from a suite of simulations withi, ., = 252~ Mpc in which the Hi pho-
toionization rate is assumed to be uniform. The black histeg show the

observedr. distributions of Becker et Al (2015).

Table B1. The Effect of Simulation Resolution on the Mean Transmissib
the Ly« Forest.

Néasg Nl i e i S
2048 1 1 1 1 1 1
1024 1.04 1.04 1.06 1.06 1.08 1.09
512 1.17 1.18 1.21 1.22 1.26 1.29
256 1.41 1.44 1.49 151 1.57 1.64
128 1.47 1.47 15 1.52 1.58 1.53

* All simulations in this table havéy,., = 25h 1 Mpc. Values of'yy
are given in units of th& in the Ngas = 20483 run.
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APPENDIX C: MEASURING THE GLOBAL
PHOTOIONIZATION RATE AND IONIZING EMISSIVITY

Here we present technical details for our measurements eof th
spatially averaged photoionization rat€1), and ionizing emis-
sivity, (¢23,), presented irf3. In the last section we found that
the finite resolution of our hydro simulation leads to an ever
estimate of(I'ur) (and consequently ofeg12)). We have there-
fore applied redshift-dependent correction factors etjutile ratio
Tai(N = 2048%)/Tur(N = 256%), whereT'yr(N) is the pho-
toionization rate in the test simulation from Appenfik B kwies-
olution IV (see Tabl€Bl1). (Recall that these test simulations have
Lpox = 25h~ ! Mpc, so theN = 256 run has the same resolu-
tion as ourLpex = 200k~ Mpc, N = 2048 production run.)
For example, to correct for resolution effectsat 5.6, we divide

the (I'ur) from our production simulation by a factor vf57.

One of the biggest sources of uncertainty in these measure-
ments is the thermal history of the IGM, as an evolving ther-
mal state could mimick evolution ifl'ur) and (e£3}). For a
fixed Lya opacity, hotter IGM temperatures imply lowé;.
We quantify this uncertainty by augmenting the thermaldmist
from our hydro simulation with two semi-analytical modetls i
which the IGM is reionized and heated instantaneously tara te
perature 0f20,000 K at zreion = 6 and zreion = 10 (see
Upton Sanderbeck, D'Aloisio & McQuinh 2015 for technical-de
tails on these models). These models bracket the range wdipla
ble IGM thermal histories & < z < 6, assuming that the heat-
ing from He reionization is negligible at these redshifts. This is
a reasonable assumption in the standard scenario whenrdegala
dominate the ionizing background at> 5.

The thermal state of the IGM is typically parameterized by a
temperature-density relation of the forfi(A) = ToA"~*, where
Ty is the temperature at the cosmic mean density,-asgecifies
the logarithmic slope of the relation (Hui & Gnedin 1997) €Ttop
and bottom panels of Fif_C1 shdly and~ in our hydro simula-
tion (solid curves) and in our semi-analytic models (shimshed,
Zreion = 6; long-dashedz,.ion = 10). For reference, the datapoint
at z = 4.8 shows the highest redshift temperature measurement
of Becker et al.[(2011), extrapolated to the mean densityguiie
temperature-density relation of our hydro simulation. Tacdket
the effects on(I'ur) and (¢5%), we rescale our measurements to
the thermal histories of our semi-analytic models usingsttaing

relations of Becker & Boltan (2013),

FHI(TO, 7) o Tof()45756047"/. (Cl)

These limits are depicted by the thin dashed and dotted sunve
the top and bottom panels of FId. 4. We emphasize that these li
its bracket only the uncertainty in the thermal history, aodnot
represent the full range of uncertainties in our measurésndvie
note, however, that the former is the dominant source of timagle
uncertainty.

APPENDIX D: THE EFFECT OF DAMPED LY« SYSTEMS
ON HIGH-REDSHIFT OPACITY FLUCTUATIONS

Our hydro simulation lacks the resolution and the galaxynfor
tion physics required to model accurately the most opticlick
absorbers in the Ly forest — the so-called damped d.systems
(DLAS). In this section we use a simple model to show that DLAs
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Figure C1. IGM thermal histories used in our measurement$laf;) and

(eg12) in 3. The top and bottom panels show the temperature at the mean

density, Ty, and the slope parameter of the temperature-density aBlati
~. The thick solid curves show the thermal state in our hydnaouation,
in which the IGM is instantaneously reionized and heate20td@00 K at

z = 7.5. For reference, the datapointat= 4.8 shows the highest redshift
temperature measuremen @Oll), extragobta the mean
density using the temperature-density relation of our bgiimulation. The
thin curves correspond to thermal histories from a semiyéinal model
that we use to quantify the effect of uncertainty in the therhistory. The
thin short-dashed and long-dashed curves show scenaridsch the IGM
is instantaneously reionized and heate@0000 K at z = 6 andz = 10,
respectively. These models bracket the range of plaugéiéthermal his-
tories after Hi reionization, and before the beginning of Heeionization.

are unlikely to have a significant effect on the distributafnres
fluctuations in the: > 5 Ly« forest.

We model the population of > 5 DLAs by randomly draw-
ing absorbers with column densitiéés; > 10" cm™2 from a
column density distribution function (CDDF, i.e. the numhoé
absorbers per unit column, per unit redshiif\'/0z ONm =
F(Nur)Ho(1 + 2)?/H(z), where H(z) is the Hubble parameter,
and

if Ng1 <

2% 10%° ¢cm ™2

—-1.1 _IOglO(l — )1/57

019 cm—2

logyo f(Nux) =
—1.1 — log,,20"/®

otherwise

(D1)
Equation [D1) is a simple parametrization that is conststgith
observational measurements at a mean redshit ef 3.7 (see
McQuinn, Oh & Faucher-Giguére 2011, and references therei
We note that applying this form to higher redshifts assurhasthe
CDDF does not evolve significantly with redshift, which ikely
a reasonable approximation given the weak evolution in hBE

observed by Sanchez-Ramirez etlal. (2016). We generatesam-

N1
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Figure D1. The effect of DLAs on the distribution of Ly forest opacity
fluctuations. The black histograms show the observatioredsurements
of@l.m& The red/solid curves show a modelhitivDLAs
are drawn from a H column density distribution that is consistent with ob-
servations at lower redshifts (equation]lD1). The greeghAdashed curves
show a model in which the column density distribution is edsd by a fac-
tor of three to boost the abundance of DLAs. The blue/shashidd and
black/dotted curves respectively show our fiducial modein§2, and a
uniform I"'y; model, both of which do not include DLAs. The blue shading
shows 90% regions estimated by bootstrap sampling of theiéidonodel.
These results show that DLAs are unlikely to have a signifiedfect on
the distribution ofr.g fluctuations.

ble of sight lines, each witlf, = 50h~! Mpc, by randomly throw-
ing down absorbers with Lorentzian line profiles. We then td
opacities from these absorbers to the sight lines extrdobed our
simulations (which are presented in the main text).

Fig.[DI compares th® (< 7. ) including the absorption from
DLAs to those in our fiducial model from the main text (bluegh
dashed), which does not include DLAs. The red/solid cunges c
respond to the CDDF of equation (D1), while, for the greemgto
dashed curves, we rescalé¢Nur) in equation[(DIL) by a factor of

(© 0000 RAS, MNRASD00, 000—-000



three to explore a scenario with a larger abundance of DLAs. F
reference, the black/dotted curves correspond to the nmifa;
model. (Note that all curves in Fif_ID1 are so close that they a
indistinguishable.) In all models, the globak; has been rescaled
to match the observed mean transmission of the forest. Asdyef
the blue shading shows the 90% levels estimated by bootstirap
pling of the fiducial model. These results show that DLAs have
negligible effect on the width of the.s distribution. Even a model
in which the DLA abundance is 3 times greater than indicated
by observations has little impact on ther fluctuations.

APPENDIX E: ALTERNATIVE MODELSFOR THE
ESCAPE FRACTION

The models presented in the main text adopt a constant eBeape
tion for all galaxies. In those models, the exponentiallgliténg
abundance of halos with mass results in the ionizing backgto
being dominated by ubiquitous faint galaxies near our mimm
halo mass limit of Myin = 2 x 10'°A~! Mg, corresponding
to MaB, 1600 —17.5 at z ~ 5.5. With this magnitude limit,
the galaxies are bright enough to be detected in currenegsirv
Thus our sources are already much rarer than in models which
extrapolate the galaxy luminosity function below detettiionits.
Nonetheless, in this section we will test whether the: 5.5 Teg
dispersion can be reproduced by varying our assumptiongtabo
fesc- In particular, we will consider toy models for the escaefr
tion that increase the contribution from yet rarer and beghalax-

ies to the ionizing background.

Recall that the Lyman break in the spectra of galaxies is
parameterized in our simulations b¥s./Ag12, where Agi12 =
L, (16004)/L, (912A) represents the intrinsic Lyman break due
to absorption in stellar atmospheres, gagd represents the escape
fraction of H1 ionizing photons into the IGM. The parametéts.
andAy: 2 are completely degenerate; only their ratio, i.e. the dvera
break, is fixed by matching the meéh')so to observations. Thus
extracting a value fof.s. requires specifyingiosi12, which depends
on the star formation history of the galaxy. In addition, vh&ie of
fesc depends on the highly uncertain thermal state of the IGM- Hot
ter temperatures will yield lowef... and vice versa. Here we shall
adopt Ag12 = 2, which is approximately the lower limit of ex-
pected values for young stellar populations (Leitheret &t$99).

We will also rescale our results to the hotter thermal hisbor=ig.
[C1. with these choices, the valuesfaf. quoted in this section can
be thought of as rough lower limits for the escape fraction.

The top panel of Fig_B1 showss. as a function of absolute
magnitude for three out of the four toy models consideredis t
section. The top axis shows the corresponding halo mastzset
by abundance matching (see main text). The blue/shortedeeshd
red/solid curves correspond to constgnt models. In the former
we setMouin = 2% 10*°A~! My, the same as in our fiducial mod-
els, whereas in the latter we skf,,;, = 2 x 10**h~! My. The
magenta/long-dashed curve corresponds to an intermedizdel
where fesc increases with luminosity. Below, we also consider a
model in which we allow a random fraction of the galaxy popula
tion to havef.sc = 1. This models are not represented in the top
panel of Fig[EL.

The bottom panel of Fig_E1l showB(< 7.x) at z
5.6 for these models, assuming our fiducial value(af,7)
30h~! Mpec. Let us first consider the green/dot-dashed curve
(hardly distinguishable from the blue/short-dashed omgyesent-
ing a model in which a random 1% of galaxies, corresponding to

~
~
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Figure E1. Ly« forest opacity fluctuations in alternative models fat..
The curves in the top panel correspond to lower limitsf@n in our models
(see text in AppendiXJE). In all models we assu(ﬁ%}é) =30 h~Mpec.
The vertical dotted line in the top panel shows, ; 4, for the luminos-
ity function measurement bf Bouwens et Al. (2015). The sh@t-dashed
curves show our fiducial model from the main text. The gresgidashed
curve (barely distinguishable from the blue/short-dastde) in the bot-
tom panel corresponds to a model in which a randd of galaxies are
given fesc = 1.

2,108 halos in our simulation box, are givefasc = 1. The 7es
fluctuations in this model are not significantly larger thaase in
the fiducial model (blue/short-dashed). This is becauseotiok-
ground is still dominated by the faint galaxies near thi,i,
threshold, and the small fraction of galaxies wjth. = 1 are typ-
ically not bright enough to introduce substantial largaksdluctu-
ations in the background. The magenta/long-dashed curaksas
quite similar to the blue/short-dashed curve. Despite #ut that
fesc increases steeply with luminosity in this model, the iomigi
background still receives a large contribution from thessabtial
population of51, 854 halos withMaoo > 5 x 10'°2~* Mpc in our
simulation box.

The amplitude ofr. fluctuations in the red/solid model is a
significantly better match to the observations. In this nhotte
ionizing background is sourced entirely by the mére40 halos
in our box with Magy > 2 x 10"*h™' M. However, the top
panel shows that achieving the required background stiemigh
this small source population requires thfai. = 0.5. Such large
mean escape fractions for the most luminous galaxies dieutlif
to reconcile with recent observations (cite). We emphaalize that

the values off.s. quoted here are conservatively low, owing to our
choices forAg12 and for the thermal state of the IGM. We thus con-
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clude that matching the observeg; fluctuation amplitude with
these models requires that the ionizing background is dateéh
by extremely rare galaxies with implausibly largig. .
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