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Abstract

After many years of neglect, the topic of mental im-
agery has recently emerged as an active area of debate.
One aspect of this ongoing debate is whether an im-
age is represented as a description or a depiction of its
components. This paper is not so concerned with how
mental images are stored, as with what machine repre-
sentations will provide a basis for imagery as a prob-
lem solving paradigm in artificial intelligence. In fact,
we argue that a knowledge representation scheme that
combines the ability to reason about both descriptions
and depictions of images best facilitates the efficient im-
plementation of the processes involved in imagery.

1 Introduction

Numerous experimental and neuropsychological stud-
ies have been carried out and several, often conflicting,
models of mental imagery have been proposed. This pa-
per does not present another computational model, but
instead treats imagery as a problem solving paradigm
in artificial intelligence (AI). Our thesis is that there
exists a concept of computational imagery, which has
potential applications to problems whose solutions by
humans involve the use of mental imagery. In order to
define the concept of computational imagery, we require
a knowledge representation scheme. Although psycho-
logical theories are used as a guide to the properties of
mental imagery that our scheme should preserve, when-
ever possible we attempt to overcome the limitations of
the human information processing system. Thus, our
primary concerns are efficiency, expressive power and
inferential adequacy.

The knowledge representation scheme for computa-
tional imagery includes three representations - the deep
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representation, the symbolic array representation and
the surface representation - each appropriate for a differ-
ent kind of processing. While the deep representation is
used as a permanent store for information, the symbolic
array and surface representations are only constructed
when retrieving spatial information not explicitly stored
in the deep representation.

2 Mental Imagery

Although no one seems to deny the existence of the phe-
nomenon called imagery, there has been an ongoing de-
bate about the structure and the function of imagery in
human cognition. The imagery debate is primarily con-
cerned with whether images are represented as descrip-
tions or depictions. It has been suggested that descrip-
tive representations contain symbolic, interpreted infor-
mation, whereas depictive representations contain geo-
metric, uninterpreted information (Finke, Pinker & Far-
rah 1989). The debate can also be expressed as whether
images are epiphenomenal or not, where epiphenomena
are effects that do not play any causal role in the brain’s
information processing (Block 1981).

This paper does not attempt to debate the issues
involved in mental imagery, but to describe effective
computational techniques for storing and manipulating
imagery-related representations. To achieve this goal,
though, we believe it is necessary to better understand
the processes involved in mental imagery.

Results in the area of cognitive psychology have sug-
gested several properties of mental imagery that the
proposed knowledge representation scheme should at-
tempt to capture. Finke summarizes these properties by
proposing five “unifying principles” of mental imagery:
the principles of implicit encoding, perceptual equiva-
lence, spatial equivalence, transformational equivalence
and structural equivalence (Finke 1989).

While individual experiments attempt to explain a
limited number of imagery phenomena, theories are


mailto:janice@qucis.queensu.ca

more general and attempt to explain a large number
of such phenomena. Pylyshyn, a forceful proponent of
the descriptive view, argues that mental imagery simply
consists of the use of general thought processes to simu-
late perceptual events, based on tacit knowledge of how
these events happened (Pylyshyn 1981). He disputes
the idea that mental images are stored in a raw uninter-
preted form resembling mental photographs and argues
for an abstract format of representation called proposi-
tional code. Kosslyn’s model of mental imagery (Koss-
lyn 1980) is a depictive theory, which claims that im-
ages are quasi-pictorial. According to Kosslyn’s model,
mental images are working memory, surface represen-
tations generated from long-term memory, deep repre-
sentations. A set of procedures serves as an interface
between the surface representations and the underlying
data structures, which may be decidedly non-pictorial
in form.

Interesting findings, provided by the study of patients
with visual impairments, have been interpreted by some
researchers, for example (Kosslyn 1987), as suggestive of
two distinct components of mental imagery: the spatial
and the visual. The spatial component of imagery pre-
serves information about the relative positions of the
meaningful pars of an image. The wvisual component
preserves information about how (size, shape, etc.) an
image looks.

We do not propose a computational model for im-
agery. Rather, we present a knowledge representation
scheme that attempts to capture the functionality of
mental imagery. Although the scheme is similar to Koss-
lyn's in some ways, it extends his approach by defining
image representations that are 30 and hierarchical. Qur
approach also considers two working memory represen-
tations, corresponding to the visual and spatial compo-
nents of imagery.

3 Knowledge Representation

Al programs rely on the ability to store domain de-
scriptions and formally manipulate these descriptions
to derive new knowledge about the given domain. Tra-
ditional approaches to knowledge representation include
logic representations, which denote the objects and rela-
tions in the world in terms of logic rules, and structural
representations, which denote concepts and relations in
terms of hierarchies. In addition to general knowledge
representation schemes, there exist specialized schemes
concerned with the representation of shape, volume and
other spatial qualities of images. These include dis-
crimination trees (McDermott & Davis 1984), quadtrees
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(Samet 1980) and simple primitive volumes (Biederman
1985). A major contribution in representational for-
malisms for visual images is the progression of primal
sketch, 2-1/2D sketch and 3D sketch (Marr & Nishihara
1978).

Kosslyn, in a discussion of the implementation of his
computational model for mental imagery, expresses frus-
tration with existing computational tools as well as the
need for a metadescription for theories of imagery:

There 1s a major problem with this approach
however; the program will not actually run
without numerous “kluges”, numerous ad hoc
manipulalions required by the realities of work-
ing with a digital computer and a programming
language like ALGOL or LISP... The ideal
would be a precise, explicit language in which
to specify the theory and how it maps into the
program. (Kosslyn 1980)

A formal theory of arrays provides such a meta-
language. Array theory is the mathematics of nested,
rectangularly-arranged collections of data objects (More
1979)(Jenkins & Glasgow 1989). Similar to set theory,
array theory is concerned with the concepts of nesting,
aggregation and membership. Array theory is also con-
cerned with the relative spatial positions of data objects
in a collection.

Nial, an interactive programming language that com-
bines concepts from LISP and APL, constitutes an im-
plementation of array theory (Jenkins, Glasgow & Mec-
Crosky 1986). Thus, the langnage of array theory pro-
vides for a specification of the representations and func-
tions for computational imagery as well as a mapping
into Nial programs.

3.1 Deep Representation

Research in vision and imagery has focused almost ex-
clusively on the format of the on-line conscious repre-
sentations, to the exclusion of that entailed in long-term
storage. In our view, the deep representation falls more
within the limits of research in long-term memory than
imagery. Thus, we base its implementation on the hier-
archical network model of semantic memory (Collins &
Quillian 1969). This network model is suitable for stor-
ing images since it can be used to denote the decomposi-
tion and classification hierarchies involved in imagery, as
well as the features of concepts and instances of images.

There are two kinds of hierarchies in the network
representation: the AKO (a kind of) and the PARTS.
The AKO hierarchy provides property inheritance: an
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image can inherit features from more generic images.
The PARTS hierarchy is used to denote the structural
decomposition of images into their meaningful compo-
nents.

For the implementation of the deep representation in
our scheme we use a frame language, in which each im-
age frame contains (or inherits) all the salient informa-
tion about the image. This information includes propo-
sitional knowledge, in addition to encodings that permit
the reconstruction of the working-memory representa-
tions.

A frame corresponding to the image of a map of Eu-
rope and part of the semantic network for a geographic
map domain is illustrated in Figure 1. Each node in
the network corresponds to an individual frame and the
links describe the structural and conceptual relation-
ships between frames.

The frame implementation of the deep representation
has several attractive properties. First it provides a
natural way to represent knowledge since the hierarchi-
cal structure of an image is captured by the network
structure. It also incorporates the concept of seman-
tic networks in a computational implementation that
provides features, such as multiple hierarchies and pro-
cedural attachment (ability to attach procedures to slot
values). The non-monotonic feature of defaults in the
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frame structure corresponds to the cognitive ability to
make conjectures and infer information when the exis-
tent knowledge is incomplete.

Despite its attractive properties, the deep representa-
tion is not the most suitable representation for all com-
putations. Certain tasks, such as determining the spa-
tial relations between image components, surface pat-
tern matching and image scanning, require information
that is not explicitly stored in long-term memory. Thus,
the construction of representations corresponding to the
visual and spatial components of imagery are required
to facilitate the efficiency of the scheme.

3.2

Unlike the deep representation, which is used for the
permanent storage of information, the working-memory
representations of an image exist only while the image
is active (when visual or spatial information processing
takes place).

Working-Memory Representations

3.2.1 Surface Representation

The surface representation corresponds to the visual
component of imagery, and it can either be recon-
structed from the underlying deep representation or gen-
erated from low level vision processes. Similar to Koss-
lyn’s skeletal image (Kosslyn 1980), the surface repre-
sentation is depictive and incorporates geometric infor-
mation, including shape and volume. Unlike these rep-
resentations, we assume that the surface representation
can be 3D. In such cases, we assume an object-centered
description of an image.

For the current implementation of the surface repre-
sentation we use occupancy arrays. An occupancy array
consists of cells, each mapped to a local region of the vi-
sual field and representing information such as lightness,
color, texture, edge orientation or depth about this re-
gion. Objects are depicted in the arrays by patterns of
filled cells isomorphic in shape to the objects. Figure
2 illustrates a 2D occupancy array corresponding to a
map of Italy. Even at low resolution, this surface repre-
sentation contains information about the shape and size
of the country.

3.2.2 Symbolic Array Representation

A primary characteristic of a good formalism for knowl-
edge representation is that it makes relevant properties
explicit. While an occupancy array provides a represen-
tation for the visual component of imagery, it is basically
uninterpreted. For the spatial component of imagery we
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Figure 2: Occupancy array

are best served by a descriptive representation that de-
notes the spatial relations between meaningful parts of
an image. Thus we use a multidimensional symbolic ar-
ray to depict the spatial structure of an image, where el-
ements of the array denote the meaningful components
of an image. The symbolic array captures the spatial
relationships of image components, but not necessarily
relative sizes or distances. The interpretation of the
spatial relations in a symbolic array is dependent on
the given domain. If, for example, we use the scheme to
represent mental geographic maps, interpretations could
include predicates such as north, east, south and west;
if the array is used to represent the image of a room,
then the interpretation would involve predicates such as
above, behind, lefi-of, beside, etc.

Symbolic arrays can be generated using the frame’s
procedural attachment facility. The information to de-
fine this representation can either be stored explicitly,
as in the example of Figure 1 where the PARTS slot
contains the indices for the subimages, or derived from
a geometric description of an image. Figure 3 illustrates
the symbolic array corresponding to the image of a map
of Europe. Note that some parts occupy more than one
element in an array (e.g., Italy, France). This is neces-
sary to capture all the spatial relationships of the image
components. Also note that there is no attempt to cap-
ture size or distance information in this representation.

According to Pylyshyn, images are not raw uninter-
preted mental pictures, but are organized into mean-
ingful parts, which are remembered in terms of their
spatial relations. Furthermore, we can access the mean-
ingful parts; we are able to focus attention on a spe-
cific feature of an image (Pylyshyn 1973). Nested sym-
bolic arrays capture this property of mental imagery by
representing images at various levels of abstraction (as
suggested by the structural hierarchy of the deep repre-
sentation). For instance, focusing attention on Britain
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I'igure 4: Embedded array representation

in the array of Figure 3 would result in a new array in
which the symbol for Britain is replaced by the symbolic
array specifying its parts (see Figure 4). This subimage
1s generated from the frame representation for the image
of Britain.

Similar to the surface representation, a symbolic ar-
ray can be 2D or 38D depending on the application. The
symbolic representation can be thought of as descrip-
tive since it can be expressed as a propositional rep-
resentation, where the predicates are spatial relation-
ships and the arguments are concrete, imaginable, ob-
jects. Although information in the symbolic represen-
tation can be expressed as propositions, the two repre-
sentations are not computationally equivalent. The spa-
tial structure of images possesses properties not found
in deductive propositional representations. These prop-
erties help avoid the combinatorial explosion of correct
but trivial inferences that must be explicitly represented
in a propositional system. Lindsay argues that spatial
image representations (symbolic representations in our
case) support non-deductive inference by a constraint



satisfaction mechanism built into the processes that con-
struct and access them (Lindsay 1988). Consider, for
example, the image of the map of Europe. Determin-
ing the countries north of Germany can be achieved by
mentally scanning a small portion of the mental image
of a map. Similarly, in the corresponding symbolic array
we only need to search the subarray above Germany.

Another advantage of symbolic arrays, with respect to
propositional representations, concerns the frame prob-
lem. Any cognitive system, natural or artificial, should
be able to deal with a dynamic environment in which
a change in a single item of knowledge might have
widespread effects on many other items. Suppose that
we change the position of a country in our map of Eu-
rope. Using propositions, we might need to change
several relations involving the given country, and per-
haps relations derived from the initial propositions. Us-
ing a symbolic array to store the map, we need only
delete the country from its previous position and insert
it in the new one. Since spatial relationships are de-
termined functionally (not logically inferred) from im-
age representations, we eliminate the problem of non-
monotonicity in domains involving spatial reasoning.

3.3 Primitive Functions for Imagery

Approaches to knowledge representation are distin-
guished by the the operations performed on the repre-
sentations. Thus, the eflectiveness of our scheme can be
partially measured by how well it facilitates the imple-
mentation of imagery related processes. Several primi-
tive functions for imagery have been specified in array
theory and implemented in Nial. These include func-
tions for constructing images, transforming images and
accessing images.

Images can be constructed in unique and creative
ways by defining a symbolic array whose components
correspond to existing frames in the deep representa-
tion. New images can also be created through low level
perception techniques that transform an uninterpreted
surface representation into a symbolic array. Opera-
tions that transform the symbolic and surface represen-
tations through rotation and translation have been im-
plemented. As well, a focus function, which transforms
a symbolic array by replacing a symbol with its corre-
sponding symbolic array, has been defined. Operations
that extract propositional information, relative to a par-
ticular domain, have also been implemented. For a more
complete and detailed list of functions for computational
imagery see (Glasgow 1990).
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4 Conclusions

This paper treats imagery as a problem solving
paradigm in Al and proposes a knowledge representa-
tion scheme for computational imagery. Aside from re-
lated research in vision, the Al community has given
little attention to the topic of imagery. Thus we rely on
the relevant theories of cognitive psychology to provide
initial guidance for our research. Although psycholog-
ical plausibility is one of its goals, the scheme was not
designed to be a model of human information processing
but a tool for practical applications.

The knowledge representation scheme for computa-
tional imagery includes three image representations,
each appropriate for a different kind of processing: an
image is stored in long-term memory as a deep repre-
sentation that contains relevant descriptive information
about the image; the surface representation contains ge-
ometric information about the image components; the
symbolic array representation is a spatially indexed de-
scription of the meaningful parts of the image. A set
of primitive functions, which correspond to the funda-
mental processes involved in mental imagery, have been
designed and implemented.

Since the representation scheme is not intended to be
a psychological model of mental imagery, we do not sug-
gest that in human working-memory two “mind’s eyes”
exist that process symbolic and surface representations
identical to the ones that we have implemented. What
we do claim is that the scheme is informationally equiv-
alent to the representations involved in mental imagery,
where two representations are said to be informationally
equivalent if all the information in one representation is
also inferable from the other and vice versa (Larkin &
Simon 1987).

Like Kosslyn’s model (Kosslyn 1980), the scheme is
based on an array theory of imagery. According to
such theories, mental images are array-like surface repre-
sentations generated through perception, or from long-
term, deep representations. Several types of image ar-
rays have previously been suggested. Kosslyn’s model
uses 2D arrays for the implementation of the surface
representation. Pinker has suggested 2D arrays com-
bined with information about the 3D shapes of objects
in long-term memory files from which array patterns are
generated (Pinker 1980). A recent model based on an ar-
ray theory of imagery describes how visual information
can be represented within the computational framework
of discrete symbolic representations in such a way that
both mental images and symbolic thought processes can
be explained (Chandrasekaran & Narayanan 1990).

Mental imagery can provide insights that contribute



to effective problem solving techniques. A goal of our
research is to develop knowledge-based systems that in-
tegrate computational imagery with other Al problem
solving paradigms. One such system, which is currently
under development, is an application to the problem
of molecular scene analysis (Glasgow, Fortier and Allen
1991). Other potential applications include vision and
tactile perception, medical imaging, motion planning
and game playing.
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