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Abstract

Singular Alternating Matrices over Rings of Integers

by

Kristina Nelson

Doctor of Philosophy in Mathematics

University of California, Berkeley

Professor Melanie Wood, Co-chair

Professor Kenneth Ribet, Co-chair

Let K be a number field with ring of integers OK . Consider the set of n × n alternating
matrices with fixed rank, r < n, norm bounded by X, and entries in OK . We give an
asymptotic formula for the number of such matrices as X varies, where n, r and K are
treated as constants. Our work extends previous results by Eskin and Katznelson [EK95],
who considered an analogous problem about symmetric integer matrices; as well as by Park,
Poonen, Voight, and Wood [PPVW19], who counted alternating integer matrices.

The principal ideas behind the proof were first introduced by Katznelson in [Kat93]. There,
the problem of counting matrices is reduced to one of counting lattice points. Because
our matrices have entries in OK rather than Z, the lattices of Katznelson are replaced in
the present work with OK-modules. The generalization from Q to K renders the standard
tools of lattice-theory less directly applicable, and we rely on the Minkowski map and novel
arguments to, at various turns, reduce to the lattice case, or abstract results from lattices
to OK-modules. Ancillary results in our work include a new formula for the discriminant of
a torsion-free OK-module in terms of its pseudo-basis and a novel structure theorem about
the set of alternating matrices whose rows lie in a specified OK-module.
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Chapter 1

Introduction

Understanding the distribution of the bounded integer points of a variety is a major problem
in arithmetic geometry. Consider, for example, the affine case: let f1, . . . fa ∈ Z[x1, . . . , xb]
be a set of irreducible polynomials and define

V(Z, X) :=
{
x ∈ Zb : ||x|| < X and fi(x) = 0, ∀ i = 1, . . . , a

}
.

Here, we are interested in the growth of #V(Z, X) as X tends to infinity. See also the discus-
sion of Duke, Rudnick and Sarnak in [DRS93] for a more extensive background. Though re-
solving the above problem for varieties in complete generality is “hopeless” [DRS93], progress
is underway in a number of cases where additional structure exists.

Take the set of matrices A ∈ Mn×m(R) of specified rank, rk(A) = r. This is a quasi-
affine set, defined as the zero set of the (r + 1)-dimensional minors intersected with the
open set where at least one r-dimensional minor is nonzero. Katznelson tackles the integer
point problem in this case in [Kat93] and [Kat94]. In the former, he estimates the number
of singular A ∈ Mn(Z) contained in a bounded open set, and in the latter, the number of
A ∈ Mn×m(Z) with rk(A) = r and ||A|| < X.

Expanding on the same techniques, Eskin and Katznelson bound the number of symmet-
ric A ∈ Mn(Z) with rk(A) = r and ||A|| < X in [EK95]. Park, Poonen, Voight, and Wood
adapt their argument to estimate the number of alternating A ∈ Mn(Z) with rk(A) = r and
||A|| < X [PPVW19]. Their paper proposes a probabilistic model based on random alter-
nating matrices to predict the arithmetic behaviour of elliptic curves over Q. In particular,
the distribution of rk(A) over alternating A ∈ Mn(Z) with ||A|| < X, as X goes to infinity,
is used to make heuristic predictions about the boundedness of ranks of elliptic curves.

Let K be a number field and OK its ring of integers. In the current work we investigate
the number of alternating A ∈ Mn(OK) with rk(A) = r and norm bounded by X. One
motivation of this work is a potential future analog of [PPVW19]’s model, extended to
elliptic curves defined over K and ranks considered over certain finite extensions L/K.
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1.1 Main result

As above, let K be a number field with ring of integers OK . For a matrix, A ∈ Mn(K), we
define the Minkowski norm of A to be

||A||µ :=

( ∑
1≤i,j≤n

∑
τ :K→C

|τ(Aij)|2
)1/2

,

where the inner sum varies over all complex embeddings of K. We say A ∈ Mn(K) is
alternating if At = −A and we denote the collection of alternating matrices by Mn(K)alt.
Let AK

n,r(X) be the set of rank r matrices A ∈ Mn(OK)alt with norm bounded by X, that is,

AK
n,r(X) := {A ∈ Mn(OK)alt : rk(A) = r and ||A||µ < X}. (1.1)

We consider #AK
n,r(X) as a function of X and investigate its behaviour as X grows.

Using Notation 2.1.2, our main result is as follows.

Theorem 1.1.1. Let 0 ≤ r < n, with r even, and s = [K : Q]. Then #AK
n,r(X) ≪K,n Xnrs/2.

For X sufficiently large, #AK
n,r(X) ≫K,n Xnrs/2 as well.

Proof. The theorem is proven in two parts, the upper bound in Proposition 6.0.14, and the
lower bound in Proposition 7.0.5

Remark 1.1.2. We let r be even in Theorem 1.1.1, as otherwise the number of alternating
matrices of rank r is zero [Lan02, Chapter XV, Theorem 8.1]. The nonsingular case follows
from Theorem 1.1.1. Indeed, in Corollary 6.0.15 we show when r = n is even, AK

n,n(X) ≪K,n

Xsn(n−1)/2 and for X sufficiently large AK
n,n(X) ≫K,n Xsn(n−1)/2.

1.2 Methods

For v ∈ Zn, define the lattice Σv := {u ∈ Zn : u ⊥ v} and let M(Σv) be the set of matrices
A ∈ Mn(Z) whose rows lie in Σv, or equivalently, the set of A ∈ Mn(Z) with v ∈ ker(A).
ThenM(Σv) is itself a lattice. Our key idea comes from Katznelson’s paper [Kat93] counting
singular matrices A ∈ Mn(Z) with ||A|| < X: since every such matrix has some short integer
vector, v ∈ Zn in its kernel, the problem can be split into counting the small matrices of
M(Σv) for finitely many vectors v ∈ Zn.

The present work follows previous adaptions of Katznelson’s argument to symmetric
[EK95] and alternating [PPVW19] matrices of rank r < n. We are interested in matrices over
OK rather than Z. Thus, instead of lattices, Σv ⊂ Zn, spanning codimension 1 subspaces
of Rn, we consider OK-modules, Λ ⊂ On

K , spanning r-dimensional subspaces of Kn. We
restrict our count to alternating matrices by replacing M(Σv) with A(Λ), the OK-module
of alternating matrices A ∈ Mn(OK)alt whose rows lie in Λ. Then #AK

n,r(X) is estimated by
counting the number of matrices each A(Λ) contributes.
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In practice, A(Λ) is much nicer to work with when Λ is primitive, i.e. when Λ = On
K ∩

SpanK(Λ). We prove results about the structure and discriminant of a more technical OK-
module of matrices, B(Λ), and then show in Lemma 4.0.6 that A(Λ) = B(Λ) whenever Λ is
primitive. This lemma generalizes [EK95, Proposition 3.3]. Some additional work is needed
in the proof, as the lattice bases have to be replaced by more complex pseudo-bases for Λ
and B(Λ).

The upper bound involves two broad steps: first, we need to choose the set, P , of OK-
modules Λ which we will consider A(Λ) of; secondly, we need a count of the small matrices
contributed by each A(Λ).

Eskin and Katznelson showed that for their counting problem it suffices to consider
primitive, rank r, lattices of bounded discriminant. Analogously, we show in Proposition
3.2.6 and Lemma 6.0.8 that P can be taken to be the set of primitive, module-rank r, OK-
modules with bounded module-discriminant. Specifically, Proposition 3.2.6 shows that if
B(Λ) contains a small, rank r, matrix then the module-discriminant of Λ is small as well.
This generalizes Corollary 4.2 of [EK95], however their proof uses reduced lattice bases, which
do not translate in quite the way we need to OK-modules [FS10]. Instead, we develop a novel
proof in Chapter 3.2 that exploits the structure of B(Λ) and works with any pseudo-basis of
Λ.

An extended version of the Minkowski embedding µ : Kn → Kn
R (Definition 2.5.3) allows

us to turn OK-modules, Λ, into lattices, µ(Λ). We define the module-discriminant, D(Λ), of
anOK-module Λ as the lattice-discriminant of µ(Λ) (see Chapter 2.5). This agrees with other
authors [Thu92, FS10]. However, we also give a novel expression for D(Λ) in terms of the
pseudo-basis of Λ1 (Proposition 2.5.17), which is critical to the proof of the above-mentioned
Proposition 3.2.6 as well as Proposition 3.1.8 and other results.

Proposition 3.1.8 shows D(B(Λ)) ≍ D(Λ)r−1 and generalizes [EK95, Lemma 3.5]. A new
method of reducing to the r = n case is used2.

We rely on Thunder [Thu92] for a bound on the number of modules in P . Thunder’s
work generalizes that of Schmidt [Sch68] to an arbitrary number field. Schmidt’s result, a
count of the number of primitive lattices of fixed rank and bounded discriminant, is used
analogously by Eskin and Katznelson.

Having figured out P , the second step is to bound the size of the set

A(Λ)<X := {A ∈ A(Λ) : ||A||µ < X}.

In Lemma 5.0.10 we generalize a standard formula for the number of lattice points in a
ball [EK95, Lemma 2.4] to OK-modules. We replace the reduced basis used there with
(successive) minima, as the latter generalize more usefully to OK-modules. Lemma 6.0.5
relates the minima of A(Λ) to those of Λ. This lemma is functionally equivalent to [EK95,
Lemma 3.2], but requires a new proof using the relation D(A(Λ)) ≍ D(Λ)r−1 since we no

1Or equivalently, the Steinitz class and a basis matrix of Λ.
2This allowed us to avoid the use of orthonormal vectors, which was desirable as our norm || · ||µ does

not play as naturally with the module-discriminant as the L2-norm on Rn does with lattice-discriminants.
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longer have all the features of a nice reduced lattice basis. The above results in hand, Lemma
6.0.6 then bounds A(Λ)<X in terms of the minima of Λ – or more precisely the truncated
modules, trncq(Λ), of Λ, which are constructed using the minima.

Truncated modules are new to our version of the matrix-counting argument, though they
also appear in Thunder [Thu92]. Using trncq(Λ) in our expression for #A(Λ)<X standardizes
all terms appearing in the upper bound on #AK

n,r(X) (Proposition 6.0.14). This leaves us
with a single formula to bound and no error terms needing to be handled separately [EK95,
Theorem 4.1, Sections 6 and 7].

Finally, the proof of the lower bound on #AK
n,r(X) (Proposition 7.0.5) follows that of

[PPVW19] and relies on the notion of a c-regular OK-module, i.e. one whose the smallest
minima vector is short. We show a large number of OK-modules in P are c-regular (Lemma
7.0.4) and that each c-regularOK-module contributes at least one matrix toAK

n,r(X). Lemma
7.0.4 is a generalization of [EK95, Proposition 2.6] and uses a new argument: instead of
inductively constructing c-regular modules, we use [Thu92, Lemma 15] to show there cannot
be too many non-c-regular modules in P .

1.3 Roadmap

We begin in Chapter 2 with background material on lattices and OK-modules that will
be used throughout the article. In Chapter 3 we introduce the OK-module of matrices,
B(Λ) ⊂ Mn(K)alt, which is constructed from another OK-module, Λ ⊂ Kn. We relate
the module-discriminant of B(Λ) to that of Λ. Chapter 4 discusses primitive modules, a
generalization of primitive lattices. We show that when Λ is primitive, B(Λ) consists of
exactly the alternating matrices whose rows lie in Λ, that is, B(Λ) = A(Λ). Chapter 5
generalizes the notion of successive minima from lattices to OK-modules and shows how to
count module-points of small norm using the minima. In Chapter 6, we bound #AK

n,r(X)
above by summing A(Λ)<X over a finite set of primitive Λ ⊂ Kn, P . Chapter 7 bounds
#AK

n,r(X) below by showing a large number of modules in P each contribute at least one
matrix to AK

n,r(X).
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Chapter 2

Background, lattices and modules

2.1 Notation

Notation 2.1.1. Throughout this note K will be a number field of degree s = [K : Q] with
ring of integers OK.

We use the following asymptotic notation.

Notation 2.1.2. Let X be a set of allowed function inputs and P a second set of inputs,
which are thought of as parameters. Let f, g : X × P → R≥0 be a pair of nonnegative
functions. Then we write

f(x, a) ≪a g(x, a)

(or, for the reverse bound, f(x, a) ≫a g(x, a)) to mean that there exists a positive function
C : P → R>0 such that f(x, a) ≤ C(a)g(x, a) (f(x, a) ≥ C(a)g(x, a), respectively) for all
values of (x, a) ∈ X ×P that are under consideration.

The expression
f(x, a) ≍a g(x, a)

indicates that both f(x, a) ≪a g(x, a) and f(x, a) ≫a g(x, a) hold for all (x, a) ∈ X × P
under consideration.

Most often, we have X = R>0. In this case, we write

f(x, a) ≫a g(x, a) for x sufficiently large,

when there exist functions C : P → R>0 and x0 : P → X such that f(x, a) ≥ C(a)g(x, a)
for all (x, a) ∈ X ×P with x ≥ x0(a). This is necessary in situations where g(x, a) can be
zero for small values of x.

Remark 2.1.3. To simplify the asymptotic notation, when possible we will replace pairs of
parameters with a single value. For instance, let P = {(a, b) ∈ N2 : a ≤ b} and consider
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functions f, g : X ×P → R≥0. If there exists some nonnegative function C : P → R≥0 such
that f(x, a, b) ≤ C(a, b)g(x, a, b) for all x ∈ X and integers 1 ≤ a ≤ b, then

f(x, a, b) ≤ C(a, b)g(x, a, b) (2.1)

≤ (C(1, b) + C(2, b) + · · ·C(b, b))g(x, a, b)

=

(
b∑

i=1

C(i, b)

)
g(x, a, b) = C ′(b)g(x, a, b).

Thus we can shorten f(x, a, b) ≪a,b g(x, a, b) to f(x, a, b) ≪b g(x, a, b).

In practice this means our asymptotic bounds will depend on the ambient number field
K, and the dimension n, but not the rank r, since r < n.

Notation 2.1.4. Let L be a field. The following symbols will aid our matrix manipulations.

• Throughout this thesis, bold letters will denote column vectors. Let u1, . . . ,ua ∈ Lb.
Then by [u1 · · ·ua] we mean the matrix in Mb×a(L) whose ith column is ui.

• e1, . . . , eb ∈ Lb denote the standard basis vectors and Ib = [e1 . . . eb] denote the m×m
identity matrix.

• If A is a matrix, Aij refers to the entry of A in row i column j.

• For any ring R, Mb(R)alt denotes the set of alternating b× b matrices with entries in
R. In all cases we consider char(R) ̸= 2, so Mb(R)alt = {A ∈ Mb(R) : At = −A}.

• Fix b > 0. For any 1 ≤ i < j ≤ b, we write Eij to mean the alternating b × b matrix
that is zero everywhere except at (Eij)ij = 1 and (Eij)ji = −1.

• We let Eb := {Eij : 1 ≤ i < j ≤ b} be the standard basis of alternating matrices.

• If F : X → Y is a linear map and X ,Y are bases of vector spaces X, Y respectively,
then [F ]YX denotes the matrix of F with respect to those bases. When the exponents are
clear from context, we simplify [F ]E

a

Eb to [F ]E .

• All vector spaces in this work are assumed finite.

Checking the following fact is a fun exercise for one’s working memory.

Fact 2.1.5. Let R be a ring and let A = [a1 · · ·ab] ∈ Ma×b(R) and B = [b1 · · · bb] ∈ Mc×b(R).
Then we have

ABt =
b∑

i=1

aib
t
i.
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Definition 2.1.6. On the complex vector space Cb, by the standard complex inner prod-
uct we mean the map ⟨ , ⟩ : Cb × Cb → C given by

⟨x,y⟩ :=
b∑

i=1

xiyi = x∗y.

Note that the conjugation is on the first input. We denote the induced norm by

||x|| := ⟨x,x⟩1/2 = (
b∑

i=1

|xi|2)1/2.

The inner product and norm are extended to matrices A,B ∈ Mb×a(C) via

⟨A,B⟩ :=
∑

1≤i,j≤a,b

AijBij, and ||A|| := ⟨A,A⟩1/2.

2.2 Lattices

This thesis contains many lattice-inspired arguments about OK-modules. Because the fol-
lowing definitions will soon be generalized to such modules, we emphasize when we are
speaking about the lattice-rank versus the module-rank.

Definition 2.2.1. Let V be a real vector space with inner product ⟨ , ⟩V : V × V → R.
A lattice is a subgroup Σ ⊂ V of the form Σ = Zx1 + · · · + Zxa for some R-linearly
independent vectors x1, . . . ,xa. The set of xi form a lattice-basis of Σ. The number
of basis vectors is a constant associated to Σ and called the (lattice-)rank of Σ. The
value d(Σ) := | det(⟨xi,xj⟩ij)|1/2 is Σ’s (lattice-)discriminant. One can check d(Σ) is
independent of the choice of basis.

A standard result shows lattices are automatically discrete (that is, every point of the
lattice is an isolated point) [Neu99, Prop 4.2].

Warning 2.2.2. The requirement that the basis vectors xi be linearly independent over R
is strictly stronger than requiring Zx1 + · · ·+ Zxa be a direct sum. This stronger condition
is necessary for “discreteness” of the lattice. For a non-example of a lattice: consider the
Z-module Γ = Z[

√
2](2, 0, 1) + Z[

√
2](0, 0, 1) ⊂ R3. Indeed, the sum

Γ = Z(2, 0, 0) + Z(2
√
2, 0, 0) + Z(0, 0, 1) + Z(0, 0,

√
2)

is direct, but, as one can check, Γ does not have a generating set of R-independent vectors.
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2.3 Finitely generated OK-modules

This work adapts the matrix-counting arguments of [EK95] and [PPVW19] from Mn(Z)alt to
Mn(OK)alt. Because our matrices have entries in OK rather than Z, we use OK-modules in
place of their lattices. Specifically, we consider finitely generated OK-modules in a finite di-
mensional K-vector space, W . Let Γ ⊂ W be one such module. Note that Γ is automatically
torsion free via its containment in W1.

Traditional lattices come equipped with a basis because they are modules over the princi-
pal ideal domain (PID) Z. As we noted above, OK-modules in W are automatically torsion
free. Thus, when OK is a PID, any finitely generated OK-module Γ ⊂ W is in fact free and
armed with a basis.

In general though, OK is only a Dedekind domain and Γ may well have no basis. Re-
markably, there is an alternative notion of “basis” for finitely generated torsion-free modules
over Dedekind domains (such as Γ) that allows many arguments to run analogously to their
form in the free case.

Proposition 2.3.1. Let R be a Dedekind domain with fraction field L, W an L-vector
space and Γ ⊂ W a finitely generated, torsion-free R-module. Then there exist vectors
u1, . . . ,ua ∈ W, and fractional ideals U1, . . . ,Ua ⊂ L of R such that

Γ = U1u1 + · · ·+ Uaua,

with the sum being direct. The Ui are called coefficient ideals of Γ and we call the set of
pairs (U1,u1), . . . , (Ua,ua) a pseudo-basis for Γ. The number of vectors in any pseudo-
basis of Γ is a constant and called the (module-)rank of Γ [Coh00, Cor 1.2.25 and Def
1.4.1].

Fact 2.3.2. Let Γ, W, {(Ui,ui)}ai=1 be as in Proposition 2.3.1.

1. For each i ∈ {1, . . . , a}, 1 ∈ Ui if and only if ui ∈ Γ. By scaling, one can ensure that
all the vectors ui lie in Γ. Alternatively, one can scale the other way to ensure the
ideals Ui are contained in R.

2. The rank of Γ (i.e. the number of pseudo-basis vectors) agrees with the dimension of
SpanL(Γ).

2.4 OK-modules in Mn(K)

This thesis includes both OK-modules lying in Kn, as well as OK-modules of matrices con-
tained in Mn(K). Throughout our arguments we will (often implicitly) interpret these ma-
trices as vectors in Kn2

. It will be useful to allow such vectors to be indexed by a pair.

1Whenever we say Γ ⊂ W is an OK-module, we mean that the action of OK on Γ is the restriction of
the action of K on W.
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Notation 2.4.1. Let the pairs {(a, b) : 1 ≤ a, b ≤ n} be ordered lexicographically, so (1, 1) ≤
(1, 2) ≤ · · · ≤ (1, n) ≤ · · · ≤ (n, n).

Using this ordering, we will speak of the (a, b) entry of a vector v ∈ Kn2
.

Definition 2.4.2. For 1 ≤ a, b ≤ n, let eab ∈ Kn2
be the standard basis vector with value 1

in position (a, b) and zeros elsewhere.

Definition 2.4.3. Let ι : Mn(K) → Kn2
be the isomorphism given by ι(A) =

∑
abAabeab

for any A ∈ Mn(K).

Typically, we will define a given property for finitely generated OK-modules in Kb, and
then extend this definition to OK-modules of matrices, Γ ⊂ Mn(K), by viewing Γ as the
vector module ι(Γ) ⊂ Kn2

.

2.5 The Minkowski Embedding

This section is dedicated to defining several maps, in particular several variations of the
traditional Minkowski embedding of a number field. These will allow us to embed any OK-
module living in Kb into a real vector space, where we will be able to view the module’s
image as a lattice and make use of norms and discriminants.

Definition 2.5.1. Recall s = [K : Q]. Let KC := Cs. We index the components of Cs

by some ordering of the s complex embeddings τ : K → C. E.g. xτ is one component of
the vector x ∈ KC. Then the Minkowski space of K is the subset KR := {x ∈ KC :
xτ = xτ}. One can check that KR is a real vector space, and that the complex inner product
⟨x,y⟩ :=

∑
τ xτyτ and norm ||x|| = ⟨x,x⟩1/2 on KC restrict to a real inner product and

norm (respectively) on KR.
More generally, for any b ∈ Z≥0, we will refer to Kb

R ⊂ Csb as the Minkowski space of
Kb. The complex inner product and norm again restrict to a real inner product and norm
on Kb

R and will again be denoted by ⟨ , ⟩ and || · ||, respectively.

Definition 2.5.2. Let τ1, . . . , τs : K → C be the complex embeddings of K. For vectors
u = (u1, . . . , ub)

t ∈ Kb and matrices A ∈ Ma×b(K), τz is applied element-wise. Thus

τz(u) = (τz(u1), . . . , τz(ub))
t ∈ Cb,

and
τz(A) ∈ Ma×b(C) with (τz(A))ij = τz(Aij) for all ij.

Definition 2.5.3. For u = (u1, . . . , ub)
t ∈ Kb, let µ : Kb → Cbs be given by

µ(u) :=

(
τ1(u)

...
τs(u)

)
= (τ1(u1), . . . , τ1(un), . . . , τs(u1), . . . , τs(ub))

t ∈ Cbs.
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We call µ the Minkowski embedding (or map) of Kb into Kb
R ⊂ Cbs.

When b = 1 we will simply write µ(u) for u ∈ K. If A ∈ Ma×b(K) then µ(A) denotes
the block matrix

µ(A) :=

 τ1(A)

...
τs(A)

 ∈ Mas×b(C).

The Minkowski embedding allows us to pull the complex norm (Definition 2.5.1) back
from Kb

R to Kb.

Definition 2.5.4. For u = (u1, . . . , ub)
t ∈ Kb we let

||u||µ := ||µ(u)|| =

(
b∑

i=1

s∑
z=1

|τz(ui)|2
)1/2

.

Likewise, for any matrix A ∈ Ma×b(K), the Minkowski norm of A is

||A||µ := ||µ(A)|| =

∑
1≤i≤a
1≤j≤b

∑
τ :K→C

|τ(Aij)|2


1/2

.

Remark 2.5.5. Because the non-real embeddings τ : K → C come in conjugate pairs, and
because |τ(x)| = |τ(x)| for all x ∈ K, the inner sum in Definition 2.5.4 will include these
values twice. One could consider a modified version of || · || where factors of 1

2
are added

to the components corresponding to non-real embeddings (see Neukirch’s discussion after
Proposition 5.1 in [Neu99, Chapter 1]). However, once Theorem 1.1.1 has been proven for
one choice of complex norm || · || it holds for all. One can see this by viewing Theorem 1.1.1
as an asymptotic count of the complex “vectors”

{µ(A) ∈ Mns×n(C) : A ∈ Mn(OK)alt, rk(A) = r}

with ||µ(A)|| < X. By the equivalence of norms on finite dimensional complex vector spaces,
given any other norm, || · ||2, there exists constants C1, C2 > 0 such that C1|| · ||2 < || · || <
C2|| · ||2. Thus the matrices A with ||µ(A)||2 < X satisfy ||µ(A)|| < C2X and there are
asymptotically at most (C2X)nrs/2 of them by Theorem 1.1.1. Similarly, the theorem implies
there are at least (C1X)nrs/2 matrices µ(A) ∈ Mns×n(C) with ||µ(A)||2 < X, because all
matrices with ||µ(A)|| < C1X satisfy ||µ(A)||2 < 1

C1
||µ(A)|| < X.

Remark 2.5.6. Note that for any A ∈ Ma×b(K), ||A||µ = ||ι(A)||µ. Thus when Γ ⊂ Mn(K)
is an OK-module of matrices, the norms of its elements as matrices in Mn(K) and as vectors
in Kn2

agree.

The Minkowski map also has the interesting ability to embed the Q-vector space Kb into
Cbs in such a way that Q-linearly independent vectors become C-linearly independent.
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Lemma 2.5.7. Let u1, . . . ,ua ∈ Kb be Q-linearly independent. Then µ(u1), . . . , µ(ua) ∈ Csb

are C-linearly independent (and thus in particular R-linearly independent, when viewed in
Kb

R).

Proof. By extending the set if necessary, we may assume a = sb so the ui form a basis for
Kb over Q.

Let θ ∈ Q be a primitive element for K, i.e. K = Q(θ). Consider the following Q-basis
of Kb: vi,j := θiej for i = 0, . . . , s− 1 and j = 1, . . . , b. Our goal is to show the µ(vij) form
a C-basis of Csb. Then, because the ui span the vij over Q, and µ is Q-linear, it follows that
the µ(ui) are a C-basis as well. Thus it suffices to show the claim for the vij.

Consider the matrix A = [µ(v0,1) µ(v1,1) · · ·µ(vs−1,b)] ∈ Msb(C). After rearranging the
rows, one sees it is row equivalent to a block-diagonal matrix A′, where each of the b diagonal
blocks is of the form 

1 θ1 · · · θs−1
1

1 θ2 · · · θs−1
2

...
1 θs−1 · · · θs−1

s−1

 ∈ Ms(C),

where θ = θ1 and θ2, . . . , θs−1 are the roots of θ’s minimal polynomial over Q. This is
a Vandermonde matrix, and its determinant is

∏
0≤i<j≤s−1(θi − θj) ̸= 0. It follows that

det(A) ̸= 0, and thus the µ(vij) are linearly independent. Since there are sb of them, they
form a basis for Csb, as desired.

Lemma 2.5.7 allows us to investigate µ(Γ) using tools from lattice theory.

Fact 2.5.8. Let Γ ⊂ Kb be a finitely generated OK-module. Then µ(Γ) ⊂ Kb
R is a lattice.

Proof. Indeed, Γ is a torsion-free Z-module, and therefore has a basis over Z. Since the
elements of this Z-basis must be Q-linearly independent, their images under µ will form an
R-linearly independent basis of µ(Γ) by Lemma 2.5.7. Note that if a is the module-rank of
Γ then the lattice-rank is sa.

We can now extend the definition of the discriminant from lattices to OK-modules, ad-
mittedly in a fairly naive way. This discriminant will get a nicer expression later on in the
section.

Definition 2.5.9. Let Γ ⊂ Kb be a finitely generated OK-module. Then the (module-
)discriminant, D(Γ) of Γ is defined to be the lattice-discriminant of the lattice µ(Γ). That
is, letting x1, . . . ,xa ∈ Kb

R be a lattice-basis for µ(Γ), we have

D(Γ) := d(µ(Γ)) = | det((⟨xi,xj⟩)ij)|1/2.

Notation 2.5.10. If Γ ⊂ Mn(K) is a finitely generated OK-module of matrices we also use
D(Γ) to denote what is technically the module-discriminant of ι(Γ) ⊂ Kn2

, D(ι(Γ)).
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Definition 2.5.11. Let Γ ⊂ Kb be a finitely generated OK-module. Let (U1,u1), . . . , (Ua,ua)
be a pseudo-basis for Γ. We will refer to the matrix U = [u1 · · ·ua] ⊂ Mb×a(K) as the basis
matrix of Γ associated to the given pseudo-basis.

Notation 2.5.12. If Γ ⊂ Mn(K) is a finitely generated OK-module of matrices with pseudo-
basis (U1, U

1), . . . , (Ua, U
a) (i.e. U i ∈ Mn(K)) then when we speak of the associated basis

matrix we mean the n2 × a matrix U = [ι(U1) · · · ι(Ua)].

Definition 2.5.13. For A ∈ Ma×b(K), let φ(A) ∈ Mas×bs(C) be the block diagonal matrix

φ(A) :=

(
τ1(A)

...
τs(A)

)
∈ Mas×bs(C).

When a = b = 1 we will simply write φ(u) := φ([u]) for u ∈ K.

We recall the field norm and discriminant of K.

Definition 2.5.14. Let α1, . . . , αs be a Z-module basis of the ring of integers OK. Then the
discriminant of K is

dK := det((τi(αj))ij)
2 ∈ Z.

Definition 2.5.15. The (field) norm of an element u ∈ K is

NK/Q(u) :=
s∏

z=1

τz(u) = det(φ(u)) ∈ Q.

The norm of an ideal V ⊂ OK is

NK/Q(V) := [OK : V] or 0, if V = {0}.

In either case the norm is multiplicative (e.g. NK/Q(V1V2) = NK/Q(V1)NK/Q(V2)). The
ideal-norm can be uniquely extended to a multiplicative norm on fractional ideals. On prin-
cipal ideals the two norms “agree” with NK/Q((u)) = |NK/Q(u)| for all u ∈ K. Finally, if
u1, . . . , us ∈ K form a Z-basis for V, then

dK ·NK/Q(V)2 = det([µ(u1) · · ·µ(us)])
2. (2.2)

[Neu99, Chapter1, Prop 2.12]

It turns out that τ, µ and φ play nicely with matrix multiplication. Indeed, one can check
we have the following results.

Fact 2.5.16. Let τ : K → C be a complex embedding. Then for compatibly-sized matrices
A,B and vector u, all with entries in K, we have

1. τ(AB) = τ(A)τ(B), which implies φ(AB) = φ(A)φ(B).
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2. τ(A)τ(u) = τ(Au), which implies φ(A)µ(u) = µ(Au) and in turn φ(A)µ(B) =
µ(AB).

3. φ(At) = φ(A)t.

4. det(τ(A)) = τ(det(A)), when A is a square matrix, and it follows that NK/Q(det(A)) =
det(φ(A)).

Proposition 2.5.17. Let Γ ⊂ Kb be a finitely generated OK-module with pseudo-basis
(U1,u1), . . . , (Ua,ua). Let U = [u1 . . .ua] ∈ Mb×a(K) be the associated basis matrix and
let U =

∏a
i=1 Ui be the product2. Then the module-discriminant of Γ satisfies

D(Γ) = |dK |a/2| det(φ(U)∗φ(U))|1/2|NK/Q(U)|. (2.3)

Proof. Let wi,1, . . . , wi,s ∈ K be a Z-basis of Ui, i.e. Ui = Zwi,1 + · · · + Zwi,s for all i. By
Lemma 2.5.7, µ(Γ) is a lattice and the set

{xij := µ(wijui) : 1 ≤ i ≤ a, 1 ≤ j ≤ s}

is a lattice-basis of µ(Γ). Let X = [x1,1x1,2 · · ·xa,s] ∈ Msb×sa(C). Then Definition 2.5.9
becomes

D(Γ) = d(µ(Γ)) = | det (⟨xij,xxy⟩ij,xy) |1/2 = | det(X∗X)|1/2,
where X∗ is the conjugate of X.

Let M = [(w1,1u1)(w1,2u1) · · · (wa,sua)] ∈ Mb×sa(K). We have X = µ(M) so

D(Γ) = | det(µ(M)∗µ(M))|1/2. (2.4)

Let U = [u1 · · ·ua] ∈ Mb×a(K) and

W =

( w1,1...w1,s
w2,1...w2,s

...
wa,1...wa,s

)
∈ Ma×sa(K).

Then M = UW , so by Fact 2.5.16, µ(M) = φ(U)µ(W ). Also, by exchanging rows, one sees

µ(W ) shares its determinant with an equivalent block diagonal matrix µ̃(W ) where block

(i, i) of µ̃(W ) is (
τ1(wi,1) ··· τ1(wi,s)

...
...

τs(wi,1) ··· τs(wi,s)

)
= ([µ(wi,1) · · ·µ(wi,s)]).

Thus

det(µ(W ))2 = det(µ̃(W ))2 =
a∏

i=1

det([µ(wi,1) · · ·µ(wi,s)])
2

=
a∏

i=1

dK ·NK/Q(Ui)
2, (2.5)

2This is the Steinitz class of Γ.
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where we’ve used equation 2.2 for the last equality.
Finally, combining equations 2.4 and 2.5, and using that µ(M) = φ(U)µ(W ), we have

D(Γ)2 = | det(µ(M)∗µ(M))|
= | det(φ(U)∗φ(U))|| det(µ(W ))|2

= | det(φ(U)∗φ(U))||dK |a|
a∏

i=1

NK/Q(Ui)
2|.

The claim follows.

Any nonzero lattice has nonzero discriminant. Combining this with Proposition 2.5.17
implies that the matrix used to compute D(Γ) has nonzero determinant.

Corollary 2.5.18. Let Γ ⊂ Kb be a finitely generated, nonzero, OK-module with basis matrix
U = [u1 . . .ua] ∈ Mb×a(K). Then φ(U)∗φ(U) is non-singular, as are its block-diagonal
blocks, τ(U)∗τ(U), for all τ : K → C.

To review, given a finitely-generated OK-module Γ ⊂ Kb, we previously defined the
module-discriminant of Γ only in terms of µ and the standard inner product on Kb

R. Specif-
ically, we had D(Γ) := d(µ(Γ)) = | det(⟨xi,xj⟩ij)|1/2, where the xi were a lattice basis for
µ(Γ). We have just shown that this module-discriminant also equals

D(Γ) = |dK |a/2| det(φ(U)∗φ(U))|1/2|NK/Q(U)|, (2.6)

where U and U are as defined in Proposition 2.5.17. Note that, information-theoretically,
the embedding µ is appearing in equation 2.6 as φ.

Applying Proposition 2.5.17 in the case of a module of matrices gives the following.

Corollary 2.5.19. Let Γ ⊂ Mn(K) be a finitely generated OK-module of matrices with
pseudo-basis (U1, U

1), . . . , (Ua, U
a), for U i ∈ Mn(K). Then the module-discriminant of Γ

satisfies
D(Γ) = D(ι(Γ)) = |dK |a/2| det(φ(U)∗φ(U))|1/2|NK/Q(U)|,

where U = [ι(U1) . . . ι(Ua)] ∈ Mn2×a(K) is the associated basis matrix and U =
∏a

i=1 Ui.

Remark 2.5.20. The form of the module-discriminant appearing in Proposition 2.5.17
agrees up to a constant factor with the definitions of Thunder [Thu92] (see Remark 6.0.10
for details) and Fieker-Stehlé [FS10].

Warning 2.5.21. The ring of integers OK is itself an example of an OK-module contained
in K. In this case our module-discriminant, D(·), differs from the usual number field dis-
criminant of K (which is sometimes also described as a discriminant of OK) by an absolute
value and a power of 1/2, i.e. D(OK) = |dK |1/2.

As in the free case, a finitely generated OK-module can have multiple equivalent pseudo-
bases.
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Proposition 2.5.22. Let ((Ui,ui))
a
i=1 and ((U′

i,u
′
i))

a
i=1 be two pseudo-bases for an OK-

module Γ ⊂ Kb. Let C ∈ GLa(K) be such that [u1 · · ·ua]C = [u′
1 · · ·u′

a]. Then it follows
that

1. Cij ∈ UiU
′−1
j .

2.
∏a

i=1 U
′
i det(C) =

∏a
i=1 Ui.

Conversely, if ((Ui,ui))
a
i=1 is a pseudo-basis for OK-module Γ ⊂ Kb and there exists C ∈

GLa(K) and ideals U′
1, . . . ,U

′
a such that items 1 and 2 above are satisfied, then ((U′

i,uiC))ai=1

forms a pseudo-basis for Γ [Coh00, Prop 1.4.2].

Though Proposition 2.5.17 showed D(Γ) can be written in terms of a pseudo-basis, the
original definition of the module-discriminant, D(Γ) = d(µ(Γ)), reassures us that D(Γ) is
independent of the specific pseudo-basis chosen.
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Chapter 3

The module of matrices, B(Λ)

Our first goal in this chapter is to construct an OK-module of matrices, B(Λ) ⊂ Mn(K)alt
from a module of vectors Λ ⊂ Kn. Later, we will show that in all cases we care about
B(Λ) = A(Λ), where A(Λ) is the module of matrices whose rows all lie in Λ. Thus, the
results we prove here using the simpler structure of B(Λ) will apply to A(Λ) as well, and
can help us estimate the number of matrices contributed to AK

n,r(X) by each A(Λ).
The first section relates D(B(Λ)) to D(Λ). In the second we show that D(Λ) cannot be

too large if there exists A ∈ B(Λ) with ||A||µ small.

3.1 The discriminants of B(Λ) and Λ

We will need a specialized formula for D(B(Λ)). The following notation will keep our sub-
scripts from exploding too much in complexity.

Notation 3.1.1. In this chapter we will encounter several “large” matrices whose rows and
columns are naturally indexed into by a pair rather than a single integer. For example, in
Definition 3.1.3 we introduce the

(
n
2

)
×
(
r
2

)
matrix B and will speak about the (xy, ij) entry

of B, where 1 ≤ x < y ≤ n and 1 ≤ i < j ≤ r.
Similarly, “large” vectors in Kn2

will be indexed by a pair and we will speak of the (a, b)
entry of a vector v ∈ Kn2

(see also, Notation 2.4.1).
In order for matrix multiplication to work, we fix a consistent lexicographical ordering for

each set of pairs we consider. For example, the set of pairs {(a, b) : 1 ≤ a, b ≤ n} are ordered
(1, 1), (1, 2), . . . , (1, n), . . . , (n, n).

Definition 3.1.2. Let J ij ∈ Mn(K) be the standard basis matrix with 1 in position (i, j)
and zeros elsewhere. Let J n := {J ij : 1 ≤ i, j ≤ n}.

Definition 3.1.3. Let Λ ⊂ Kn be an OK-module with pseudo-basis {(Vi,νi)}ri=1 and basis
matrix V = [ν1 · · ·νr] ⊂ Mn×r(K). Define

B(Λ) := {V ZV t : Z ∈ Mr(K)alt, Zij ∈ ViVj}.
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One can check B(Λ) ⊂ Mn(K)alt is itself a rank r(r − 1)/2 OK-module with pseudo-basis

{Bij := (ViVj, V EijV t) : Eij ∈ Er}.

We think of B(Λ) as theOK-module ι(B(Λ)) ⊂ Kn2
with module-discriminantD(B(Λ)) =

D(ι(B(Λ))).
The pseudo-basis in Definition 3.1.3 involves multiplying the matrices of Er by V and

V t. It will be useful to give a name to this action.

Definition 3.1.4. Let L be a field and G ∈ Ma×b(L). Then we define FG : Mb(L)alt →
Ma(L)alt to be the map FG(A) = GAGt.

Recall, as described in Notation 2.1.4, that [F ]YX denotes the matrix of a linear map
F : X → Y with respect to bases X ,Y of vector spaces X, Y .

Fact 3.1.5. Let L be a field and G ∈ Ma×b(L) be a matrix. Then for all Exy ∈ Eb

GExyGt =
∑

Eij∈Ea

GixGjyE
ij. (3.1)

In particular, with FG as in Definition 3.1.4, the (ij, xy) entry of [FG]E := [FG]
Ea

Eb is GixGjy.

Lemma 3.1.6. Let Λ ⊂ Kn be an OK-module with pseudo-basis {(Vi,νi)}ri=1 and basis
matrix V = [ν1 · · ·νr] ⊂ Mn×r(K). Let B := [FV ]

En

Er ∈ M(n2)×(
r
2)
(K). Then B(Λ) has

module-discriminant

D(B(Λ)) = |dK |r(r−1)/42sr(r−1)/4| det(φ(B)∗φ(B))|1/2|NK/Q(V)|r−1, (3.2)

where V :=
∏r

i=1Vi.

Proof. Let E = [I]J
n

En , where I is the identity embedding Mn(K)alt → Mn(K). Then EB =
[FV ]

J n

Er , and in particular the ijth column of EB is ι(V EijV t) = ι(Bij). Thus EB is the
basis matrix of ι(B(Λ)).

Because the entries of E are all ±1, we have φ(E)∗ = φ(E∗). One can also check that
E∗E = 2I, where I is the

(
n
2

)
×
(
n
2

)
identity matrix. Thus

φ(EB)∗φ(EB) = φ(B)∗φ(E)∗φ(E)φ(B) (3.3)

= φ(B)∗φ(E∗E)φ(B) = 2φ(B)∗φ(B).

Inserting equation (3.3) into the module-discriminant formula from Proposition 2.5.17,

D(B(Λ)) = |dK |r(r−1)/4| det(φ(EB)∗φ(EB))|1/2|NK/Q(V
r−1)|,

then proves the claim.
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Our goal in this chapter is to show D(B(Λ)) ≍ D(Λ)r−1. The following lemma will form
a core step of the proof.

Lemma 3.1.7. Let G ∈ GLr(C) and FG : Mr(C)alt → Mr(C)alt be as in Definition 3.1.4.
Then det(FG) = det(G)r−1.

Proof. Let f : GLr(C) → C∗ be the group homomorphism sending G ∈ GLr(C) to det(FG).
Note that the determinant, det : GLr(C) → C∗, is also a group homomorphism.

By [Lan02, Chapter XIII Theorem 8.3]

SLr(C) = [GLr(C), GLr(C)] := {ABA−1B−1 : A,B ∈ GLr(C)}.

Because its target is abelian, f sends [GLr(C), GLr(C)] to zero. Thus ker(f) contains
SLr(C) = ker(det) and it follows that f = g ◦ det for some g ∈ Hom(C∗).

Let x ∈ C∗ and x1/r ∈ C∗ be any root. Let Ir be the r × r identity matrix. Then
f(x1/rIr) = det([A 7→ x2/rA]E) = det(x2/rIr(r−1)/2) = xr−1. Thus for all x ∈ C∗, since
x = det(x1/rIr), we have

g(x) = g(det(x1/rIr)) = f(x1/rIr) = xr−1.

This proves the claim.

We are now prepared to prove the main result of this chapter.

Proposition 3.1.8. Let Λ ⊂ Kn be a finitely generated, rank r, OK-module. Then

D(B(Λ)) =
(

2s

|dK |

)r(r−1)/4

D(Λ)r−1.

Proof. Let {(Vi,νi)}ri=1 be Λ’s pseudo-basis and V = [ν1 · · ·νr] ∈ Mn×r(K) be the associ-
ated basis matrix. As in Lemma 3.1.6, let B = [FV ]

En

Er , or [FV ]E , for short.
By Lemma 3.1.6,

D(B(Λ)) = |dK |r(r−1)/42sr(r−1)/4| det(φ(B)∗φ(B))|1/2|NK/Q(V)|r−1,

while
D(Λ) = |dK |r/2| det(φ(V )∗φ(V ))|1/2|NK/Q(V)|.

Thus it suffices to prove det(φ(B)∗φ(B)) = det(φ(V )∗φ(V ))r−1. Thanks to the block-
diagonal structure of the matrices on either side, this is in turn equivalent to showing

det(τ(B)∗τ(B)) = det(τ(V )∗τ(V ))r−1, (3.4)

for all embeddings τ : K → C.
Consider first the rational square case, i.e. when K = Q and n = r. Because V is then

in GLr(Q), Lemma 3.1.7 implies det([FV ]E) = det(V )r−1. Since B = [FV ]E , in this case
det(B) = det(V )r−1, which implies (3.4).



CHAPTER 3. THE MODULE OF MATRICES, B(Λ) 19

In order to apply Lemma 3.1.7 in the general case, we need to massage τ(B)∗τ(B) into a
more useful form. Specifically, we will show τ(B)∗τ(B) is itself of the form [FG]E so Lemma
3.1.7 can be applied to the entire thing.

We proceed in several steps.

Claim 3.1.9. [Fτ(V )]E = τ([FV ]E).

Recall by [Fτ(V )]E we mean [Fτ(V )]
En

Er . By Fact 3.1.5, the (ij, xy) entry of τ([FV ]E) is
τ(VixVjy) and the (ij, xy) entry of [Fτ(V )]E is (τV )ix(τV )jy = τ(VixVjy).

Claim 3.1.10. [Fτ(V )∗ ]E = [Fτ(V )]
∗
E .

Indeed, Fact 3.1.5 implies the (xy, ij) entry of [Fτ(V )]
∗
E is τ(V )ixτ(V )jy and that the

(xy, ij) entry of [Fτ(V )∗ ]E is τ(V )∗xiτ(V )∗yj = τ(V )ixτ(V )jy.

Claim 3.1.11. For any embedding τ : K → C, τ(B)∗τ(B) = [Fτ(V )∗τ(V )]E .

For all A ∈ Mr(C)alt we have

Fτ(V )∗τ(V )(A) = (τ(V )∗τ(V ))A(τ(V )∗τ(V ))t = Fτ(V )∗(Fτ(V )(A)).

So Fτ(V )∗τ(V ) = Fτ(V )∗ ◦ Fτ(V ). Combining this fact with claims 3.1.10 and 3.1.9 we have

[Fτ(V )∗τ(V )]E = [Fτ(V )∗ ]E [Fτ(V )]E

= [Fτ(V )]
∗
E [Fτ(V )]E = τ([FV ]E)

∗τ([FV ]E) = τ(B)∗τ(B),

proving Claim 3.1.11.

We can at last show equation (3.4) (and thus the entire proposition) for general r ≤ n
and K. Indeed,

det(τ(B)∗τ(B)) = det([Fτ(V )∗τ(V )]E) = det(τ(V )∗τ(V ))r−1,

with the first equality from Claim 3.1.11 and the second by Lemma 3.1.7 (using that
τ(V )∗τ(V ) ∈ GLr(C) by Corollary 2.5.18).

3.2 D(Λ) is small when B(Λ) contains small matrices

Let Λ ⊂ Kn be a finitely generated OK-module. In this section we show that if B(Λ) contains
at least one rank r matrix of small norm then D(Λ) must be small as well. They key idea is
that any matrix V ZV t ∈ B(Λ) (with V and Z as in Definition 3.1.3) contains the necessary
components for calculating D(Λ) – namely Λ’s basis matrix V , and information about Λ’s
coefficient ideals in the matrix Z. Indeed, it turns out that a bound on the norm of V ZV t

can be turned into a bound on the determinants of the relevant matrices used to compute
D(Λ).
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Expressing ||·||µ in terms of φ will simplify our calculations because, unlike the Minkowski
embedding, φ is multiplicative on matrices.

Fact 3.2.1. Let A ∈ Ma×b(K). Then ||A||µ = ||φ(A)|| because φ(A) ∈ Msa×sb(C) only
differs from µ(A) ∈ Msa×b by additional matrix entries of value zero.

Proving the main claim of this section is easier when Λ ⊂ Kn is full (i.e. when Λ’s rank
r equals n). Rotation matrices will allow us to simulate this situation.

Fact 3.2.2. Let R ∈ Mb(C). We say R is a (complex) rotation matrix if for all u,v ∈ Cb,
⟨Ru, Rv⟩ = ⟨u,v⟩. The following are equivalent

1. ⟨Ru, Rv⟩ = ⟨u,v⟩ for all u,v ∈ Cb.

2. R∗R = RR∗ = Ib.

3. ⟨Rtu, Rtv⟩ = ⟨u,v⟩ for all u,v ∈ Cb.

4. For any u ∈ Cb, ||Ru|| = ||u||.

5. For any C ∈ Mb×a(C), ||RC|| = ||CR|| = ||C||.

The next two lemmas allow us to turn a bound on the norm of a matrix into a bound on
its determinant.

Lemma 3.2.3. Let C ∈ GLb(C) satisfy ||C|| < X. Then | det(C)| < b!Xb.

Proof. We have |Cij|2 ≤
∑

i,j |Cij|2 = ||C||2 < X2. Thus, letting Sb denote the symmetric
group,

| det(C)| =

∣∣∣∣∣∑
σ∈Sb

(
sgn(σ)

b∏
i=1

Ciσ(i)

)∣∣∣∣∣ < ∑
σ∈Sb

Xb = b!Xb.

Lemma 3.2.4. Let a ≤ b. Let C ∈ Mb×a(C) have rank a and let D ∈ Ma(C). Define
T ∈ Ma×b(C) to be the“truncation matrix” T = [e1 · · · ea 0 · · ·0] = ( Ia 0 ). Then there exists
rotation matrix R ∈ Mb(C) such that

||TR(CDCt)RtT t|| = ||CDCt||

and
| det(TR(CDCt)RtT t)| = | det(C∗C)|| det(D)|.

In other words, conjugation by TR leaves the norm of CDCt unchanged, but allows us
to compute something like a “determinant” of CDCt. This will be particularly useful in the
case where det(CDCt) = 0 (which occurs whenever b > a) yet det(D) ̸= 0.
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Proof. Let R be any rotation matrix sending the column space of C onto SpanC(e1, . . . , ea)
1.

In other words, (RC)ij = 0 when i > a. It follows that A := RCDCtRt is of the form

A = ( A′ 0
0 0 ) ∈ Mb(C),

for some A′ ∈ Ma(C) and three all-zero matrices, 0, of the appropriate sizes. Note that
||A|| = ||A′||. We also have

TAT t = ( Ia 0 ) ( A′ 0
0 0 ) (

Ia
0 ) = A′.

Thus ||TAT t|| = ||A′|| = ||A||. Meanwhile, Lemma 3.2.2(5) implies ||A|| = ||CDCt||. All
together ||TR(CDCt)RtT t|| = ||TAT t|| = ||A|| = ||CDCt||, proving the first claim.

We turn to the second result. Suppose B is a matrix of the form B = ( B′
0 ) ∈ Mb×a(C)

where B′ ∈ Ma(C). Then (TB)∗TB = (B′)∗B′ = B∗B. Applying this with B = RC, and
using that R∗R = Ib yields

det((TRC)∗TRC) = det(C∗C). (3.5)

Now, since TRC ∈ Mb(C) is square, we can split up the following determinant

| det(TRCDCtRtT t)| = | det(TRC)|| det(D)|| det(CtRtT t)|

then conjugate one factor and apply equation 3.5 to obtain

| det(TRCDCtRtT t)| = | det((TRC)∗TRC)|| det(D)| = | det(C∗C)|| det(D)|.

Let Λ ⊂ Kn be an OK-module with pseudo-basis {(νi,Vi)}ri=1, V be the associated basis
matrix, and V ZV with Zij ∈ ViVj be a matrix in B(Λ). The next lemma will help us relate
NK/Q(V) where V :=

∏r
i=1Vi is the product of Λ’s coefficient ideals, to | det(φ(Z)|.

Lemma 3.2.5. Let V ⊂ K be a fractional ideal and let u ∈ V. Then |NK/Q(V)| ≤
|NK/Q(u)|.

Proof. Suppose first that V ⊂ OK is integral. Then, as OK is a Dedekind Domain, (u) ⊂ V
implies (u) = VQ, for some ideal Q ⊂ OK . Thus

NK/Q(u) = NK/Q((u)) = NK/Q(V)NK/Q(Q) ≥ NK/Q(V),

because NK/Q(Q) = [OK : Q] ∈ Z.
Now, for any fractional ideal V ⊂ K, there exists m ∈ Z such that mV ⊂ OK is an

integral ideal. Then mu ∈ mV and by the previous paragraph

msNK/Q(u) = NK/Q(mu) = NK/Q((mu)) ≥ NK/Q(mV) = msNK/Q(V).

1For instance, R−1 can be constructed by applying Gram-Schmidt to the columns of
[c1 · · · caca+1 · · · cb] ∈ Mb(C), where c1, . . . , ca are the columns of C and ca+1, . . . , cb are any b − a vec-
tors making the whole set linearly independent. Then invert to obtain R.
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We are now ready to prove the main result of this section.

Proposition 3.2.6. Let 0 ≤ r ≤ n, with r even and let X > 0. Let Λ ⊂ Kn be a finitely
generated OK-module of rank r. Suppose there exists a matrix A ∈ B(Λ) satisfying ||A||µ < X
and rkK(A) = r. Then

D(Λ)2 < |dK |r(rs)!Xrs.

Proof. We may assume r > 0, else the result is trivial. Let ((V1,ν1), . . . , (Vr,νr)) be a
pseudo-basis of Λ and let V = [ν1 · · ·νr] ∈ Mn×r(K) be the associated basis matrix. Set
V :=

∏r
i=1Vi.

Because A ∈ B(Λ), we have A = V ZV t for some Z ∈ Mr(K)alt satisfying Zij ∈
ViVj. In the r = n case, φ(V ZV t) is square and non-singular and one could show
D(Λ)2 ≤ | det(φ(V ZV t))| (the reader need not try this now). Lemma 3.2.3 implies that
| det(φ(V ZV t))| < (rs)!Xrs and so one could obtain D(Λ) <

√
(rs)!Xrs/2.

Unfortunately, when r < n, φ(V ZV t) is singular and its determinant no longer bounds
D(Λ)2. Instead, we can handle the general r ≤ n case by applying an argument like the one
above to the matrix TRφ(V ZV t)RtT t, where the truncation matrix T = ( Irs 0 ) ∈ Mrs×ns(K)
and rotation matrix R ∈ GLns(C) are as in Lemma 3.2.4.

First, because det(Z) ∈ V2, Lemma 3.2.5 and Fact 2.5.16(4) imply |NK/Q(V)|2 ≤
|NK/Q(det(Z))| = | det(φ(Z))|. It follows from Proposition 2.5.17 that

D(Λ)2 = |dK |r| det(φ(V )∗φ(V ))||NK/Q(V)|2

≤ |dK |r| det(φ(V )∗φ(V ))|| det(φ(Z))|.

From Lemma 3.2.4, we have that

D(Λ)2 ≤ |dK |r| det(TRφ(V ZV t)RtT t)|. (3.6)

Lemma 3.2.4 also implies ||TRφ(V ZV t)RtT t|| = ||φ(V ZV t)|| < X. Thus, by Lemma
3.2.3,

| det(TRφ(V ZV t)RtT t)| < (rs)!Xrs. (3.7)

Combining equations (3.6) and (3.7) gives the desired bound on D(Λ).
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Chapter 4

Primitive OK-modules and A(Λ)

A primitive lattice Σ ⊂ Rb is one satisfying Σ = SpanR(Σ) ∩ Zb [EK95, Definition 1.1]. In
this chapter we translate this definition to OK-modules in Kb, and show that when Λ is
primitive, B(Λ) is the set of alternating matrices whose rows all lie in Λ.

Definition 4.0.1. Let Γ ⊂ Kb be a finitely generated OK-module. Then we say Γ is prim-
itive if Γ = SpanK(Γ) ∩ Ob

K.

Note that any primitive module Γ ⊂ Ob
K is automatically finitely generated because OK

is noetherian. One can check that the set of primitive, rank a, OK-modules in Kb are in one
to one correspondence with the a-dimensional subspaces of Kb.

A defining characteristic of primitive lattices Γ ⊂ Zb is that they are exactly those lattices
whose bases can be extended to a basis of Zb. Indeed, the quotient Zb/Γ is torsion free (and
thus free) if and only if Γ is primitive. Equivalently, there exists a basis of Zb/Γ, to lift and
combine with Γ′s basis into a basis of Zb, if and only if Γ is primitive.

As the next lemma shows, primitive OK-modules in Kb share this property of being
precisely those modules which have pseudo-bases extending to Ob

K . We will make use of the
following notation.

Notation 4.0.2. Let W be a K-vector space, Γ ⊂ W be an OK-module, and U ⊂ K a
fractional ideal. We define their product to be

UΓ :=

{
n∑

i=1

wiui : n ∈ N, wi ∈ U,ui ∈ Γ

}
,

and note UΓ is again an OK-module. Note that if U1,U2 ⊂ K are two fractional ideals, then
U1(U2Γ) = (U1U2)Γ. In particular, UU−1Γ = OKΓ = Γ. Furthermore, if g : W1 → W2 is
any K-linear map, and Γ ⊂ W1 is an OK-module, then

Ug(Γ) = g(UΓ).
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Lemma 4.0.3. Let Γ ⊂ Kb be a primitive OK-module. Let (U1,u1), . . . , (Ua,ua) be a
pseudo-basis of Γ. Then there exist Ua+1, . . . ,Ub ⊂ K and ua+1, . . . ,ub ∈ Kb such that
(U1,u1), . . . , (Ub,ub) forms a pseudo-basis for Ob

K.

Proof. Let S = SpanK(Γ) and let π : Kb → Kb/S be the quotient map. Then π(Ob
K) is a

finitely generated OK-module whose span has dimension b − a. Proposition 2.3.1 and Fact
2.3.2 then imply π(Ob

K) has a pseudo-basis of length b−a. Thus there exist fractional ideals
Ua+1, . . . ,Ub ⊂ K and vectors pa+1, . . . ,pb ∈ π(Kb) such that π(Ob

K) = Ua+1pa+1+ · · ·+Ubp
and the sum is direct.

Let i ∈ {a + 1, . . . , b}. Multiplying Uipi ⊂ π(Ob
K) by U−1

i shows that pi ∈ U−1
i π(Ob

K) =
π(U−1

i Ob
K). Writing pi = π(ui) for some ui ∈ U−1

i Ob
K , we have Uipi = Uiπ(ui) = π(Uiui).

By construction, Ua+1ua+1, . . . ,Ubub all lie in Ob
K .

To prove the {(Ui,pi)}bi=a+1 extend Γ’s pseudo-basis to Ob
K , we show

U1u1 + · · ·+ Ubub = Ob
K , (4.1)

and that the sum on the left is direct.
Let v ∈ Ob

K . We have π(v) =
∑b

i=a+1wiπ(ui) for some wi ∈ Ui. Equivalently, v −∑b
i=a+1wiui ∈ ker(π) = S, and since wiui ∈ Ob

K ,

v −
b∑

i=a+1

wiui ∈ Ob
K ∩ S = Γ.

Thus v has expansion v =
∑a

i=1wiui +
∑b

i=a+1 wiui for some
∑a

i=1wiui ∈ Γ and equation
(4.1) follows. The v1, . . . ,vb span Ob

K over OK and thus also span Kb over K. It follows the
{vi}bi=1 must be K-independent and the sum in (4.1) is direct.

The next lemma will be key in proving the main result of this chapter, Lemma 4.0.6.

Lemma 4.0.4. Let a ≤ b. Let Γ ⊂ Kb be a primitive OK-module with pseudo-basis
(U1,u1), . . . , (Ua,ua) and associated basis matrix U = [u1 · · ·ua] ∈ Mb×a(K). Then there
exists a left inverse, U−1 ∈ Ma×b(K), of U satisfying U−1U = Ia and (U−1)ij ∈ Ui for all
i, j.

Proof. By Lemma 4.0.3, there exist ua+1, . . . ,ub ∈ Kb and Ua+1, . . . ,Ub ⊂ K extending Γ’s
pseudo-basis to one of Ob

K . Let U = [u1 · · ·ub] ∈ Mb×b(K) be the associated basis matrix.
Note that OKe1+· · · OKeb = Ob

K is another pseudo-basis for Ob
K and the basis matrix in that

case is simply Ib. It follows from Proposition 2.5.22 that U has an inverse U
−1 ∈ GLb(K)

with (U
−1
)ij ∈ UiO−1

K = Ui for all i, j.

Set U−1 ∈ Ma×b(K) to be the first a rows of U
−1

to obtain the claim.

Definition 4.0.5. Let Λ ⊂ Kn be a finitely generated OK-module. Define

A(Λ) := {A ∈ Mn(K)alt : every row of A lies in Λ}.

Since OK is Noetherian, A(Λ) is a finitely generated OK-module.
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As we’ll see, for every alternating matrix A of Mn(K)alt there is some primitive Λ ⊂ Kn

such that A ∈ A(Λ). This allows us to break the problem of counting alternating matrices
down into counting matrices of A(Λ). The following result shows that, for primitive Λ, the
set A(Λ) agrees with a friendly object which we already know a lot about.

Lemma 4.0.6. Let Λ ⊂ Kn be a primitive OK-module. Then A(Λ) = B(Λ).

Proof. Because Λ is primitive, we know it is a finitely generated OK-module in Ob
K . Let

(V1,ν1), . . . , (Vr,νr) be a pseudo-basis for Λ and let V = [ν1, . . . ,νr] ∈ Mn×r(K) be the
associated basis matrix of Λ.

We first show B(Λ) ⊂ A(Λ). Let V ZV t be an arbitrary element of B(Λ) (with Z ∈
Mr(K)alt and Zij ∈ ViVj ∀i, j). Since V ExyV t = V (exe

t
y − eye

t
x)V

t = νxν
t
y − νyν

t
x, we

have
V ZV t =

∑
Exy∈Er

Zxy(V ExyV t) =
∑

Exy∈Er

Zxy(νxν
t
y − νyν

t
x). (4.2)

Write Zxy = uv for some u ∈ Vx, v ∈ Vy. Then we have uνx ∈ Λ ⊂ On
K and vνy ∈ Λ and

it follows that each row of the matrix Zxy(νxν
t
y) = (uνx)(vνy)

t lies in Λ. Repeating this
analysis on Zxy(νyν

t
x), we conclude all rows of V ZV t lie in Λ. By construction, V ZV t is

alternating and so the matrix lies in A(Λ), as desired.
For the converse containment, let A ∈ A(Λ) be arbitrary. Since A’s rows lie in Λ, we have

that A = BV t for some B ∈ Mn×r(K) (see Fact 2.1.5). Let (V t)−1 denote the right inverse.
Since A is alternating, its columns also lie in Λ. It follows that the columns of A(V t)−1 = B
lie in SpanK(Λ). Thus we can also decompose B to obtain A = BV t = (V Z)V t for some
Z ∈ Mr(K) (see Fact 2.1.5).

By Lemma 4.0.4, V has a left inverse V −1 ∈ Mn×r satisfying (V −1)ij ∈ Vi. Note

V −1A(V −1)t = V −1(V ZV t)(V −1)t = Z.

Thus Z ∈ Mr(K)alt. Because Λ ⊂ Ob
K , we have A ∈ Mn(OK)alt. Since the i

th row of V −1

lies in Vn
i ⊂ Kn and likewise the jth column of (V −1)t in Vn

j , it follows that ∀i, j

Zij = (V −1A(V −1)t)ij ∈ ViVj.

Thus A = V ZV t ∈ B(Λ), as desired.
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Chapter 5

Minima and truncated modules

This chapter generalizes the notions of successive minima [Cas97, Chapter VIII, Section 1]
and truncation1 [Sch68, Section 5] from lattices to finitely generated OK-modules in Kb. We
translate several standard results using successive minima, including Minkowski’s Second
Theorem, and finish by bounding the number of module points in a ball. These tools will
be applied in the next chapter to our module of matrices, A(Λ).

We now review lattice successive minima, and expand the concept to OK-modules in
Definition 5.0.2.

Definition 5.0.1. Let V be a real vector space with norm || · ||V and let Σ ⊂ V be a lattice
of lattice-rank a. Set z0 = 0 ∈ Σ. Then, recursively for each 1 ≤ i ≤ a, choose some

zi ∈ Σ\SpanR(z0, . . . ,zi−1)

so that the norm ||zi||V is minimal. The zi are a set of lattice-(successive) minima
vectors for Σ. Their lengths, ||zi||V , are the lattice-(successive) minima of Σ.

Definition 5.0.2. Let Γ ⊂ Kb be an OK-module of rank a. Set w0 = 0 ∈ Γ. Then,
recursively for each 1 ≤ i ≤ a, choose some

wi ∈ Γ\SpanK(w0, . . . ,wi−1)

so that the norm ||wi||µ is minimal (such wi exists because µ(Γ), which shares its norm with
Γ, is a lattice). We refer to the w1, . . . ,wa as OK-(successive) minima vectors for Γ.
Their lengths, ||w1||µ ≤ · · · ≤ ||wa||µ, are the OK-(successive) minima of Γ.

Unless otherwise stated, all successive minima vectors of either kind will be given in
increasing order. While the minima vectors may not be uniquely defined for Σ or Γ, the next
lemma implies that their lengths are.

1Truncation is our terminology, this concept goes unnamed in Schmidt as well as in [Thu92], where it is
also generalized to OK-modules.
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The successive minima are constructed by greedily taking the shortest vector available at
each turn. Lemma 5.0.3 reassures us that this results in an ordered set where each vector is
the shortest possible vector in that position of the list (even compared to lists where earlier
vectors are allowed to be longer).

Lemma 5.0.3. Let Γ ⊂ Kb be a finitely generated OK-module. Let w1, . . . ,wa be OK-
successive minima vectors for Γ. Let w′

1, . . . ,w
′
a ∈ Γ be any other competing set of K-linearly

independent vectors, also written in increasing order with respect to their lengths. Then we
have

||wi||µ ≤ ||w′
i||µ,

for all i ∈ 1, . . . , a.
The analogous result also holds in the lattice case. That is, if Σ ⊂ Kb is a lattice with

lattice-minima z1, . . . ,za, and z′
1, . . . ,z

′
a ∈ Σ are any other set of R-independent vectors,

written in increasing order, then we have ||zi||µ ≤ ||z′
i||µ for all i ∈ 1, . . . , a.

Proof. First, the OK-module case. By definition, ||w1||µ ≤ ||w′
1||µ. Suppose for contradic-

tion that ||w′
c||µ < ||wc||µ for some c > 1. It follows that ||w′

i||µ < ||wc||µ for i = 1, . . . , c.
Then w′

1, . . . ,w
′
c form a set of K-linearly independent vectors, and cannot all be contained

in the c − 1-dimensional space SpanK(w1, . . . ,wc−1). In other words, there exists some
w′

i ∈ Γ\SpanK(w1, . . . ,wc−1) that is shorter than ||wc||µ – a contradiction with ||wc||µ
being the cth successive minima.

The lattice case follows by the same argument with SpanK(· · · ) replaced by SpanR(· · · ).

A finitely generated OK-module Γ ⊂ Kb now has two kinds of minima associated to it:
its own OK-minima, as well as the lattice-minima of µ(Γ). Any set of K-linearly independent
vectors, {wj}aj=1, in Γ can be combined with a Z-basis of OK , {pi}si=1, to produce a set of
R-linearly independent vectors in µ(Γ), {µ(piwj)}ij (Lemma 2.5.7). Thus, we might wonder
if the OK-minima can be used to construct a set of lattice-minima. Thunder’s result in
Lemma 5.0.5 below shows that this is true, at least asymptotically.

First, we introduce some notation that will make comparing the piwj and lattice-minima
of µ(Γ) a little easier.

Notation 5.0.4. Given an OK-module Γ ⊂ Kb, we index the lattice-minima of µ(Γ) with a
pair, e.g. {σij : 1 ≤ i ≤ s, 1 ≤ j ≤ a}, ordered first by the j-term then the i-term, i.e.

σ1,1 ≤ . . . σs,1

≤ σ1,2 ≤ . . . σs,2

...

≤ σ1,a ≤ · · · ≤ σs,a.
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Lemma 5.0.5. [Thu92, Lemma 9] Let Γ ⊂ Kb be a finitely generated OK-module of rank
a. Let γ1 ≤ · · · ≤ γa be the OK-minima of Γ. Let σ1,1 ≤ · · · ≤ σs,a be the lattice-minima of
the lattice µ(Γ). Then the σi,j agree with the OK-minima in chunks of size s. That is, for
j = 1, . . . , a we have

σ1,j, . . . , σs,j ≍K γj.

The following result is a translation of Minkowski’s Second Theorem to finitely generated
OK-modules contained in Kb.

Lemma 5.0.6. Let Γ ⊂ Kb be a finitely generated OK-module of rank a. Let γ1, . . . , γa be
the OK-minima of Γ. Then there exist c1 > 0 and c2 > 0 depending only on K and n such
that

D(Γ) ≤ c1γ
s
1 · · · γs

a and γs
1 · · · γs

a ≤ c2D(Γ).

Proof. Let σ1,1, . . . , σs,a ∈ Kb
R be the lattice-minima of the lattice µ(Γ). Then, by Minkowski’s

Second Theorem [Cas97, Chapter VIII, Theorem V],

d(µ(Γ)) ≍K,b σ1,1 · · ·σs,a.

Using D(Γ) = d(µ(Γ)) and Lemma 5.0.5, we have

D(Γ) ≍K,b σ1,1 · · ·σs,a ≍K γs
1 · · · γs

a.

The successive minima vectors of an OK-module Γ naturally give rise to a sequence of
lower rank modules contained in Γ. These lower rank, truncated modules will later give
us a way of rewriting formulas depending on the OK-minima to instead be in terms of
discriminants.

Definition 5.0.7. Let Γ ⊂ Kb be a finitely generated OK-module of rank a. Let w1, . . . ,wa

be a set of OK-minima vectors for Γ. Then for each c ∈ {1, . . . , a} we define the c-truncated
module to be

trncc(Γ) := Γ ∩ SpanK(w1, . . . ,wc),

and we let trnc0(Γ) := {0}.
One can check trncc(Γ) is a finitely generated OK-module of rank c. Furthermore, if Γ is

primitive then so is trncc(Γ).

Remark 5.0.8. Though it is suppressed in the notation, the truncation trncc(Γ) depends
on particular set of minima vectors chosen. Later on, when we start truncating modules en
masse, we will assign a fixed set of minima to each so that the truncation is well-defined.

Lemma 5.0.9. Let Γ ⊂ Kb be a finitely generated OK-module. Let γ1 ≤ . . . ,≤ γa be the
OK-minima of Γ. Let w1, . . . ,wa be any choice of OK-minima vectors of Γ, and let trncc(Γ)
be the truncation with respect to {wi}ci=1. Then trncc(Γ) has OK-minima γ1 ≤ · · · ≤ γc.
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Proof. This follows by noting that w1, . . . ,wc are a valid set of successive minima vectors
for trncc(Γ), that could result from the construction in Definition 5.0.2.

The following lemma is a natural generalization of a standard result on lattices (see
[Kat94, Lemma 1] and [Sch68, Lemma 2] for two versions).

Lemma 5.0.10. Let Γ ⊂ Kb be a finitely generated, rank a, OK-module. Let γ1, . . . , γa be
the OK-minima of Γ. Then

#{x ∈ Γ : ||x||µ < X} ≪K,b

a∑
j=0

(
Xj

γ1 · · · γj

)s

.

Proof. We first recall the analogous result on lattices. If Σ ⊂ V is a lattice in a real vector
space with norm || · ||V , then we have

#{x ∈ Σ : ||x||V < X} ≪a

a∑
i=0

X i

σ1 · · ·σi

, (5.1)

where σ1, . . . , σa are the lattice-minima of Σ. This follows from [Sch68, Lemma 2], which
gives a bound in terms of the lattice-discriminant of Γ, and [Cas97, Chapter VIII, Section
1] which relates the lattice-discriminant to the lattice-minima.

Turning to the OK-module case, note first that #{x ∈ Γ : ||x||µ < X} = #{y ∈ µ(Γ) :
||y|| < X}. Let σ1,1 ≤ · · · ≤ σs,1 ≤ · · · ≤ σs,a be the lattice-minima of µ(Γ) ⊂ Kb

R. By
equation 5.1,

#{y ∈ µ(Γ) : ||y|| < X} ≪sa 1 +
∑

j=1,...,a
i=1,...,s

Xs(j−1)+i

σ1,1σ2,1 · · ·σi,j

. (5.2)

By Lemma 5.0.5, we have σ1,j, . . . , σs,j ≍K γj for j = 1, . . . , a, and so the right side of
equation (5.2) is bounded above

≪K,a 1 +
∑

j=1...a
i=1...s

Xs(j−1)+i

γs
1 . . . γ

s
j−1γ

i
j

.

If X > γj, the summand Xs(j−1)+i

γs
1 ···γs

j−1γ
i
j
is bounded above by

(
Xj

γ1···γj

)s
. If X ≤ γj, then the

summand is bounded by
(

Xj−1

γ1···γj−1

)s
. The claim follows.
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Chapter 6

Bounding #AK
n,r(X) from above

Notation 6.0.1. Recall

AK
n,r(X) = {A ∈ Mn(OK)alt : rk(A) = r and ||A||µ < X}.

Whenever we say a matrix is “small”, we mean with respect to || · ||µ. We let A(Λ)<X denote
the ball {A ∈ A(Λ) : ||A||µ < X}.

In this chapter we use Lemma 5.0.10 to count the number of small alternating matrices
contained in A(Λ)<X . There exists a finite set of Λ, such that every matrix in AK

n,r(X) lives
in A(Λ) for some Λ in this set. Thus our count of small matrices in A(Λ)<X gives rise to an
overall bound on #AK

n,r(X).
Lemma 5.0.10 gives a bound on #A(Λ)<X in terms of the successive minima of A(Λ).

Our next main lemma, Lemma 6.0.5, allows us to put this bound in terms of the minima
of Λ instead. That way, when we sum #A(Λ)<X over Λ to bound #AK

n,r(X), the summand
can be written in terms of computable values of Λ.

We begin with a fact and a preliminary lemma. Both of these will also be useful when
proving the lower bound later on.

Fact 6.0.2. Let C be any collection of constants (for example, C = {K,n}). Suppose
x1, . . . , xa, y1, . . . , ya ∈ R≥0 satisfy x1 · · ·xa ≪C y1 · · · ya and yet yi ≪C xi for each i = 1 . . . a.
Then it follows that xi ≍C yi for all i = 1 . . . a.

Proof. Indeed, for any j ∈ 1 . . . a, let cj ∈ R be such that cjxj = yj and note

a∏
i=1

xi ≪C

a∏
i=1

yi = cjxj

∏
i ̸=j

yi ≪C cj

a∏
i=1

xi,

so 1 ≪C cj and thus xj ≪C yj.

Lemma 6.0.3. Let Λ ⊂ On
K be a primitive, rank r, OK-module. Let w1, . . . ,wr ∈ Λ be a set

of OK-minima vectors for Λ and let W = [w1 · · ·wr] ∈ Mn×r(Z). Then WEijW t ∈ A(Λ),
for any Eij ∈ Er.
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Proof. Let (V1,ν1), . . . , (Vr,νr) be a pseudo-basis of Λ and V = [ν1 · · ·νr] ∈ Mn×r(Z)
be the associated basis matrix. Because each wi lies in V1ν1 + · · · + Vrνr, there exists
C ∈ Mr(K) with Cij ∈ Vi for all i, j such that W = V C. It follows that, for each Eij ∈ Er,

WEijW t = V CEijCtV t = V ZV,

where Z = CEijCt ∈ Mr(K)alt satisfies Zxy ∈ VxVy. Thus WEijW t ∈ B(Λ) = A(Λ) (using
Lemma 4.0.6 for the final equality).

Notation 6.0.4. If Γ ⊂ Mn(K) is a finitely generated OK-module of matrices, then when
we say “the OK-minima of Γ”, we technically mean the minima of ι(Γ) ⊂ Kn2

. Recall that
||A||µ = ||ι(A)||µ for any A ∈ Mn(K), so it is enough to look at norms in Mn(K).

Lemma 6.0.5. Let Λ ⊂ On
K be a primitive, rank r, OK-module. Let λ1 ≤ · · · ≤ λr be the

OK-minima of Λ and α1, . . . , αr(r−1)/2 the OK-minima of A(Λ). Then, for each i < j, there
exists a distinct index kij ∈ {1, . . . , r(r − 1)/2} such that αkij ≍K,n λiλj.

Proof. We first show that αkij ≪K,n λiλj by constructing a contender for the successive
minima of A(Λ) out of those of Λ.

Let w1, . . . ,wr ∈ Λ be at set of OK-minima vectors for Λ and let W = [w1 · · ·wr] ∈
Mn×r(Z). Also let (V1,ν1), . . . , (Vr,νr) be a pseudo-basis of Λ and V = [ν1 · · ·νr] ∈
Mn×r(Z) be the associated basis matrix.

By Lemma 6.0.3, WEijW t ∈ A(Λ) for each Eij ∈ Er. We have WEijW t = wiw
t
j−wjw

t
i,

thus
||WEijW t||µ ≤ 2||wiw

t
j||µ ≪K,n ||wi||µ||wj||µ = λiλj.

The set {WEijW t : 1 ≤ i < j ≤ r} is K-linearly independent and contained in A(Λ),
and so by Lemma 5.0.3 each αk is bounded above by some unique ||WEijW t||µ. In other
words, there exists a labelling of the indices {kij : 1 ≤ i < j ≤ r} such that

αkij ≤ ||WEijW t||µ ≪K,n λiλj, (6.1)

for each i < j.
For the reverse inequality, we use that D(A(Λ)) ≍K,n D(Λ)r−1 by Proposition 3.1.8.

Combining this with Lemma 5.0.6 results in

∏
1≤i<j≤r

αs
kij

≍ D(A(Λ)) ≍ D(Λ)r−1 ≍

(
r∏

i=1

λs
i

)r−1

=
∏

1≤i<j≤r

λs
iλ

s
j ,

where all implied constants depend only on K and n. In particular, we have
∏

λiλj ≪K,n∏
αkij . On the other hand, we’ve already shown in equation 6.1 that λiλj ≫K,n αkij , for

each i, j. Thus, applying the logic of Fact 6.0.2 we can conclude λiλj ≍K,n αkij .
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Now that we can relate the minima of A(Λ) to those of Λ, we are ready to write down
an A(Λ)-specific version of Lemma 5.0.10.

Lemma 6.0.6. Let Λ ⊂ On
K be a primitive, rank r, OK-module with a choice of OK-minima

vectors. Then

#{A ∈ A(Λ) : ||A||µ < X} ≪K,n

r∑
q=0

Xqs(r−1)/2

D(trncq(Λ))r−1
,

where D(trnc0(Λ)) = D({0}) := 1 and the other truncations are taken with respect to the
chosen minima vectors.

Proof. Let λ1 ≤ · · · ≤ λr be the OK-minima of Λ. Let p := r(r− 1)/2 and let α1 ≤ · · · ≤ αp

be the OK-minima of A(Λ).
By Lemma 5.0.10,

#{A ∈ A(Λ) : ||A||µ < X} ≪K,n

p∑
k=0

(
Xk

α1 · · ·αk

)s

. (6.2)

Lemma 6.0.5 tells us that each αi in the above sum can be replaced by some λaλb. We
don’t know which λaλb will appear where, but we can upper bound each term of the form(

Xk

α1 · · ·αk

)s

(6.3)

by assuming the λaλb are as smallest possible. Because Lemma 6.0.5 assigns each of the p
αi a unique pair λaλb (with a < b), it follows that any given λa can appear at most r − 1
times in (6.3). Thus, letting q := ⌊2k/(r − 1)⌋, we have

(6.3) ≪K,n

(
Xk

λr−1
1 λr−1

2 · · ·λr−1
q λi

q+1

)s

, (6.4)

where i ∈ {1, . . . , r − 1} is such that q(r − 1) + i = 2k.

We can write the numerator as Xk =
√
X

2k
=

√
X

q(r−1)+i
. Then, depending on if

( √
X

λq+1

)i
is ≤ 1 or > 1, we can bound (6.4) above by replacing i with 0 or r − 1. In other words, the
right hand side of (6.4) is upper bounded by

(6.4) ≤

( √
X

q′(r−1)

λr−1
1 λr−1

2 · · ·λr−1
q′

)s

, (6.5)

for q′ equal to either q or q + 1. Thus every term in the sum in (6.2) can be upper bounded
by one of the form in (6.5) for some q′ ∈ {0, . . . , r}1. Putting this all together we have

1We have q′ ≤ r. Indeed, when k = p = r(r − 1)/2 we have q = ⌊2k/(r − 1)⌋ = r and i = 0, thus q′ = r.
When k < p, then q < r and so q′ ≤ r.
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#{A ∈ A(Λ) : ||A||µ < X} ≪K,n

r∑
q′=0

( √
X

q′(r−1)

λr−1
1 λr−1

2 · · ·λr−1
q′

)s

.

Then applying Lemmas 5.0.9 and 5.0.6 to replace the denominator of each term with
D(trncq′(Λ))

r−1 completes the proof.

As we show next in Lemma 6.0.8, every matrix of AK
n,r(X) can be found in some A(Λ),

where Λ is a primitive OK-module of small discriminant. We now give this collection of nice
modules a name, and choose a set of minima vectors for each each Λ in the collection, as
this will ease notation in the rest of the chapter.

Definition 6.0.7. For X > 0, let Pn,r(X) be the set of primitive, rank r, OK-modules
Λ ⊂ On

K satisfying D(Λ) < X.
Assign a fixed set of OK-minima vectors to each Λ, so that we may speak of the minima

vectors of Λ ∈ Pn,r(X). From now on, when we say the truncation, trncc(Λ), of Λ ∈
Pn,r(X), we mean with respect to these minima vectors. (Note that #Pn,r(X) < ∞ by
6.0.11).

Lemma 6.0.8. Let 0 ≤ r ≤ n, with r even. Suppose A ∈ AK
n,r(X). Let c3 := (|dK |r(rs)!)1/2.

Then there exists Λ ∈ Pn,r(c3X
rs/2) such that A ∈ A(Λ).

Proof. We have A ∈ Mn(OK)alt with rank r and ||A||µ < X. Let Λ be the unique, rank r,
primitive OK-module in Kn that contains the rows of A. In other words, Λ = On

K ∩Row(A),
where Row(A) is the K-span of A’s rows. Then A ∈ A(Λ) = B(Λ) (Lemma 4.0.6) and it
follows from Proposition 3.2.6 that D(Λ)2 < |dK |r(rs)!Xrs, as desired.

We’ve just seen that every matrix A ∈ AK
n,r(X) is contained in a module of the form

A(Λ) for some Λ ∈ P := Pn,r(c3X
sr/2). Combining this with Lemma 6.0.6 shows that

#AK
n,r(X) ≪K,n

r∑
q=0

∑
Λ∈P

Xqs(r−1)/2

D(trncq(Λ))r−1
. (6.6)

We’d like to adjust the inner sum to run over distinct truncations, Λq := trncq(Λ),
rather than Λ. Two things are required to do this. First, we need to know the maximum
discriminant a truncated module appearing in equation 6.6 can have. Lemma 6.0.9 answers
this question. Secondly, we need the number times a given truncation, Λq, appears in
equation 6.6. We handle this with Lemma 6.0.13, where we adapt a result of Thunder’s
which counts the number of modules that truncate to another module.

Lemma 6.0.9. Let 0 ≤ q ≤ r ≤ n. If Λ ∈ Pn,r(X) then there exists c4 > 0 depending only
on K and n, such that the truncation of Λ satisfies trncq(Λ) ∈ Pn,q(c4X

q/r).
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Proof. If q = 0, then trncq(Λ) = 0 is trivially contained in Pn,0(X
0) = Pn,0(1).

Assume q > 0. Let γ1 ≤ · · · ≤ γr be Λ’s OK-minima, and let w1, . . . ,wr, with ||wi||µ =
γi, be the OK-minima vectors. Then, since

Λ = On
K ∩ SpanK(w1, . . . ,wr),

it follows that the truncation with respect to w1, . . . ,wq is

trncq(Λ) = On
K ∩ SpanK(w1, . . . ,wq).

Recall trncq(Λ) is primitive, rank q, and that the γ1, . . . , γq form a set of OK-minima vectors
for trncq(Λ) (Lemma 5.0.9). Thus by Lemma 5.0.6,

D(trncq(Λ)) ≤ c1γ1 · · · γq ≤ c1(γ1 · · · γr)q/r

≤ c1(c2D(Λ))q/r ≤ c1c
q/r
2 Xq/r,

where c1 > 0 and c2 > 0 are as in Lemma 5.0.6 and depend only on K and n.

The next two results of Thunder together show that there are not too many primitive
OK-modules of bounded discriminant, and in particular not too many which also truncate
to a given module.

Remark 6.0.10. Initially, [Thu92] gives his results in terms of counting subspaces S ⊂ Kn

of bounded height. However, the r-dimensional subspaces of Kn are in one-to-one correspon-
dence with the rank r primitive OK-modules2 and, as Thunder shows, his height, H(S), of
a subspace S ⊂ Kn agrees with our discriminant of the associated OK-module, D(On

K ∩ S)
(up to a constant depending only on K and n).

Specifically, using the notation of this article, Thunder’s Theorem 2 says

H(SpanK(Γ)) = |dK |−d/2D(Γ),

for any primitive OK-module Γ ⊂ On
K.

Translated into the language of OK-modules per Remark 6.0.10, Thunder’s main theorem
is as follows.

Theorem 6.0.11. [Thu92, Theorems 1 and 2] Let 0 < r < n. Then

|#Pn,r(X)− c5X
n| ≪K,n Xn−c6 ,

where c5, c6 > 0 are constants depending only on K and n. (If r = 0 or n then there is only
one such primitive module.)

2The module corresponding to a subspace S is ΓS = On
K ∩ S, and the subspace corresponding to a

module Γ is SΓ = SpanK(Γ).
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Remark 6.0.12. Thunder describes truncated modules in his notation immediately before
Lemma 9 in [Thu92]. His definition is identical to ours, and depends on a choice of OK-
minima vectors in the same way. Technically, his definition operates on subspaces S ⊂ Kn,
and he allows one to fix a fractional ideal B ⊂ K such that the minima vectors must lie in
the OK-module B(On

K ∩ S). Our definition is equivalent his restricted to the case B = OK.

The following lemma of Thunder has been translated into our notation per Remarks
6.0.10 and 6.0.12.

Lemma 6.0.13. [Thu92, Lemma 15] Let 0 ≤ q < r < n and let Λq ⊂ On
K be a primitive,

rank q, OK-module. Let X ≥ D(Λq). Then

#{Λ ∈ Pn,r(X) : trncq(Λ) = Λq} ≪K,n Xn−qD(Λq)
r−n.

Proposition 6.0.14. Let 0 ≤ r < n, with r even. Let AK
n,r(X) denote the set of rank r

matrices A ∈ Mn(OK)alt which satisfy ||A||µ < X. Then

#AK
n,r(X) ≪K,n Xnrs/2.

Proof. By Lemma 6.0.8, each A ∈ AK
n,r(X) lies in A(Λ) for some Λ ∈ Pn,r(c3X

sr/2), where

c3 > 0 depends only on K and n. Thus, letting P := Pn,r(c3X
sr/2), we have

#AK
n,r(X) ≤

∑
Λ∈P

#{A ∈ A(Λ) : ||A||µ < X}.

By lemma 6.0.6, it follows that

#AK
n,r(X) ≪K,n

r∑
q=0

∑
Λ∈P

Xqs(r−1)/2

D(trncq(Λ))r−1
.

Because r is a constant, it suffices to bound the inner sum,∑
Λ∈P

Xqs(r−1)/2

D(trncq(Λ))r−1
, (6.7)

for each q ∈ {0, . . . , r}.
Case 1: When q = 0 we have D(trnc0(Λ)) = D({0}) = 1, and the summand of (6.7)

equals 1. In this case, (6.7) becomes a count of Λ ∈ Pn,r(c3X
sr/2), which is asymptotically

bounded by Xnrs/2 (Theorem 6.0.11).
Case 2: Let q > 0. The only part of Λ appearing in (6.7) is D(trncq(Λ)). We will adjust

the sum to vary over the possible values of this discriminant, rather than over Λ ∈ P . By
Lemma 6.0.9, D(trncq(Λ)) < c4(c3X

rs/2)q/r ≤ c7X
qs/2, where c7 > 0 depends only on K and

n. Let I := { c7Xqs/2

2i
}∞i=0.
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Sub-case 2(a): Suppose q < r. For each Y ∈ I, we have from Theorem 6.0.11 and
Lemma 6.0.13 that

#{Λ ∈ Pn,r(c3X
rs/2) : D(trncq(Λ)) ∈ [Y/2, Y )} ≪K,n (Xrs/2)n−qY r.

Putting this together, the inner sum can be rewritten as

(6.7) ≪K,n

∑
Y ∈I

Xqs(r−1)/2

(Y/2)r−1

(
(Xrs/2)n−qY r

)
≪K,n X(nrs−qs)/2

∞∑
i=1

Xqs/2

2i

≪K,n Xnrs/2.

Sub-Case 2(b): Finally, if q = r, then for each Y ∈ I, Theorem 6.0.11 implies

#{Λ ∈ Pn,r(c3X
rs/2) : D(Λ) ∈ [Y/2, Y )} ≪K,n Y n,

and so

(6.7) ≪K,n

∑
Y ∈I

Xrs(r−1)/2

(Y/2)r−1
Y n

≪K,n Xrs(r−1)/2

∞∑
i=1

(
Xrs/2

2i

)n−r+1

≪K,n Xnrs/2. (6.8)

Now that we have a bound on #AK
n,r(X) for all r < n, the r = n case follows without

much additional work.

Corollary 6.0.15. Let n > 0 be even. Then we have AK
n,n(X) ≪K,n Xsn(n−1)/2 and, for X

sufficiently large, AK
n,n(X) ≫K,n Xsn(n−1)/2.

Proof. Let AK
n (X) be the set of all alternating matrices A ∈ Mn(OK)alt with ||A||µ < X.

The matrices of AK
n (X) are in one to one correspondence with the vectors v ∈ On(n−1)/2

K

with ||v||µ < X/
√
2. The image µ(On(n−1)/2

K ) is a rank sn(n− 1)/2 lattice in K
n(n−1)/2
R and

#AK
n (X) equals the number of points of this lattice with norm less than X/

√
2. Because the

lattice µ(On(n−1)/2
K ) depends only on the constantsK and n, it follows from [Sch68, Lemma 2]

that #AK
n (X) ≪K,n Xsn(n−1)/2, and when X is sufficiently large #AK

n (X) ≫K,n Xsn(n−1)/2.
We have #AK

n (X) =
∑n

r=0#AK
n,r(X). There are no alternating matrices of odd rank.

Thus, because n is even, #AK
n,r(X) ≪K,n Xsn(n−2)/2 (Proposition 6.0.14) for all r < n and it

follows that

#AK
n,n(X) = #AK

n (X)−
n−1∑
r=0

#AK
n,r(X) ≪K,n Xsn(n−1)/2,

and that #AK
n,n(X) ≫K,n Xsn(n−1)/2 for X sufficiently large.
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Chapter 7

Bounding #AK
n,r(X) from below

In this chapter we construct a large number of alternating matrices with small norm. To do
this, we carve out a special subset of the primitive modules,“c-regular modules”, with the
helpful property that each module in this subset contributes at least one matrix to AK

n,r(X).

Definition 7.0.1. Let Λ ⊂ Kb be a finitely generated OK-module with OK-minima λ1 ≤
· · · ≤ λa. We say Λ is c-regular (for some c > 0) if λ1 ≥ cD(Λ)1/as.

Definition 7.0.2. Let Pc
b,a(X) be the set of primitive, rank a, c-regular, OK-modules Λ ⊂ Ob

K

satisfying D(Λ) < X.

Fact 7.0.3. Let Λ ⊂ Ob
K be a primitive, c-regular OK-module with OK-minima λ1 ≤ · · · ≤

λa. Then, for all i = 1, . . . , a,
λi ≍K,n,c D(Λ)1/as. (7.1)

Proof. Equation 7.1 follows (see Fact 6.0.2 for details) because all minima of a c-regular
module satisfy λi ≥ cD(Λ)1/as and yet λs

1 · · ·λs
a ≪K,n

∏as
i=1D(Λ)1/as by Lemma 5.0.6.

Despite defining c-regular modules in terms of having a large first minima, λ1, the key
property we care about is that such a module contains a set of r, relatively short, linearly
independent vectors (Fact 7.0.3). As we shall see later, when Λ is c-regular, these vectors
can be used to define a rank r matrix in A(Λ)<X .

This next lemma shows that a constant fraction of the primitive modules are c-regular.

Lemma 7.0.4. Let 0 < r < n, then there exists c > 0 depending only on K and n such that

#Pc
n,r(X) ≫K,n Xn

for X sufficiently large.

Proof. By Theorem 6.0.11, there exist constants X0, c8 ∈ R>0 depending only on K and n
such that for X ≥ X0, #Pn,r(X) ≥ c8X

n. Let X > X0.
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Let c > 0 be undetermined for now. Consider Λ ∈ Pn,r(X) with successive minima
λ1 ≤ · · · ≤ λr and λ1 < cD(Λ)1/rs (so Λ is not c-regular). Then λ1 is the first (and only)
successive minima of trnc1(Λ). It follows that with c1 > 0 as in Lemma 5.0.6

D(trnc1(Λ)) ≤ c1λ
s
1 < c1c

sD(Λ)1/r < c1c
sX1/r.

Thus we can bound the number of non-c-regular Λ ∈ Pn,r(X), by counting the number
of primitive, rank-r, OK-modules Λ ⊂ On

K with D(Λ) < X and D(trnc1(Λ)) < c1c
sX1/r.

Let Λ1 := trnc1(Λ), so Λ1 ⊂ On
K is a primitive, rank 1, OK-module with D(Λ1) <

c1c
sX1/r. By Theorem 6.0.11, the number of distinct Λ1 that could arise as trnc1(Λ) is less

than
c9(c1c

sX1/r)n, (7.2)

where c9 > 0 depends on K and n.
Meanwhile, the number of Λ ∈ Pn,r(X) truncating to a given Λ1 is at most

c10X
n−1D(Λ1)

r−n < c10X
n−1(c1c

sX1/r)r−n (7.3)

by Lemma 6.0.13, for some c10 > 0 depending on K and n.
Combining equations 7.2 and 7.3, we have that the number of non-c-regular Λ ∈ Pn,r(X)

is at most
c9(c1c

sX1/r)n · c10Xn−1(c1c
sX1/r)r−n

= crsc9c
r
1c10X

n.

All the constants ci depend only on K and n, so one may choose a value for c, also
depending only on K and n, such that crsc9c

r
1c10 < c8

10
. Then the number of c-regular

Λ ∈ Pn,r(X) must be at least

c8X
n − c8

10
Xn =

c89

10
Xn.

We now have the tools to prove the main result of this chapter.

Proposition 7.0.5. Let 0 ≤ r < n, with r even. Let AK
n,r(X) denote the set of rank r

matrices A ∈ Mn(OK)alt which satisfy ||A||µ < X. Then, for X sufficiently large, we have

#AK
n,r(X) ≫K,n Xnrs/2.

Proof. When r = 0, we have #AK
n,0(X) = 1 = X0, so the proposition is trivial.

Let r > 0. Let c > 0 be as in Lemma 7.0.4, and note c depends only on K and n.
Let Y0 > 0 be the lower bound implied by Lemma 7.0.4 such that when Y > Y0 we have
#Pc

n,r(Y
rs/2) ≫K,n Y nrs/2. By the lemma, Y0 depends only on K and n.

Let Y > Y0 be an indeterminant for now – we will ultimately choose Y so that each
Λ ∈ Pc

n,r(Y
rs/2) contributes at least one matrix to AK

n,r(X). Fix some Λ ∈ Pc
n,r(Y

rs/2).
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Let w1, . . . ,wr be a set of OK-minima vectors for Λ and let W = [w1 · · ·wr] ∈ Mn×r(K).
Consider the n× n matrix

AΛ :=

r/2∑
i=1

WE2i−1,2iW t = W

 r/2∑
i=1

E2i−1,2i

W t,

where the E2i−1,2i ∈ Er are members of the standard basis of alternating matrices (Notation
2.1.4).

By Lemma 6.0.3, AΛ lies in A(Λ). The matrix
∑r/2

i=1E
2i−1,2i is a row permutation of

the identity matrix, and it follows that AΛ is of rank r. Since Λ is c-regular, we have
||wj||µ ≪K,n D(Λ)1/rs for all j = 1, . . . , r (using Fact 7.0.3 and the fact that c depended only
on K and n). By choice of Λ, we have D(Λ) < Y rs/2, so ||wj||µ ≪K,n Y 1/2.

Each summand of AΛ then has norm

||WE2i−1,2iW t||µ = ||w2i−1w
t
2i −w2iw

t
2i−1||µ ≪K,n ||w2i−1||µ||w2i||µ ≪K,n,c Y.

So ||AΛ||µ < bY for some b > 0 depending on K and n. In the case of this lemma, “X
sufficiently large” can be taken to mean X > Y0b. Indeed, we can then set Y := X/b to
obtain AΛ ∈ AK

n,r(X) and since Y = X/b > Y0, we also have

#Pc
n,r(Y

rs/2) ≫K,n Y nrs/2 ≫K,n Xnrs/2. (7.4)

Because AΛ has rank r, the primitive module Λ is fully specified by AΛ. Indeed Λ =
On

K ∩ Row(AΛ), where Row(AΛ) is the K-span of AΛ’s rows. It follows that if two modules
Λ,Γ ∈ Pc

n,r(Y
rs/2) are distinct, then their matrices must be distinct as well, AΛ ̸= AΓ.

Putting all this together, we have from (7.4) that there exist Xnrs/2 modules Λ, each
contributing a distinct matrix, AΛ, to AK

n,r(X). This proves the claim.
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