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Abstract

Nuclear magnetic resonance studies of 75As under uniaxial stress were conducted on the

parent and Co-doped BaFe2As2 iron-based superconductors. An NMR strain probe, that in-

corporates piezoelectric-based apparatus from Razorbill Instruments, was designed to apply

the uniaxial stress. Nuclear quadrupolar splittings of the parent compound were measured

as a function of strain. The electric field gradient tensor responds linearly to the presence of

a strain field in the paramagnetic phase. The nematic susceptibility was extracted from the

slope of this linear response as a function of temperature and it diverges near the structural

transition. The detailed spin-lattice relaxation rate dependence on strain was measured for

the parent BaFe2As2. The magnetic fluctuation spectrum in the paramagnetic phase acquires

an anisotropic response in spin-space upon application of a tetragonal symmetry-breaking

strain field. This result unveils an internal spin structure of the nematic order parameter,

indicating that electronic nematic materials may offer a route to magneto-mechanical con-

trol. A second horseshoe device was used to apply strain, and the in-plane anisotropy of

spin-lattice relaxation rate under uniaxial stress was measured in Co-doped BaFe2As2. The

anisotropy reaches a maximum of 30% at TN , and the recovery data reveal that the glassy

behavior of the spin fluctuations present in the twinned state persist in the fully detwinned

crystal.

x



Chapter 1

Introduction

Iron-based superconductors have rich phase diagrams with several competing degrees of

freedom - lattice, orbital, and magnetic [10, 11]. At high temperatures, the parent undoped

compounds are tetragonal paramagnets and at lower temperatures they undergo simulta-

neously an orthorhombic structural phase transition and an antiferromagnetic spin density

wave transition. Under hole or electron doping, the structural and magnetic orders get sup-

pressed and at certain doping levels superconductivity emerges.

Early NMR measurements [4] showed large EFG change across the structural phase tran-

sition that were inconsistent with the orthorhombicity of the lattice constant of less than 1%.

This was further confirmed by the resistivity measurements under mechanical uniaxial stress

[3]. This inconsistency has since been explained in terms of electronic nematicity, in which

the electronic degrees of freedom break tetragonal symmetry. Since the lattice is coupled to

and responds to the electronic system. Thus, relevant low energy physics is dominated by

the electronic nematicity - the tendency of degenerate iron d-orbitals to spontaneously split

in energy.

This work presents 75As NMR studies under uniaxial stress of the parent BaFe2As2 and

Ba(Fe1−xCox)As2 with doping level x = 0.048. The next two chapters focus on the basics

of NMR and the details of the NMR strain probe. The fourth chapter discusses electronic

1



nematicity and nematic susceptibility. In the fifth chapter EFG measurements are presented

that let us probe local nematic susceptibility. The first strain measurements appear in chap-

ter six. Ba(Fe1−xCox)As2 with doping level x = 0.048 NMR measurements under strain were

among the first experiments that showed the in-plane spin-lattice relaxation anisotropy in

the detwinned states. This result motivated us to continue more precise NMR measurements

under strain of the spin-lattice relaxation rate using the CS100 strain device. These exper-

iments show the close relationship between the spin degrees of freedom and the electronic

nematic order. The seventh chapter is the highlight of our work where our experimental

results reveal the internal spin structure of nematic order in BaFe2As2.
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Chapter 2

Solid State NMR

2.1 Pulsed NMR

Pulsed NMR spectroscopy is a great tool to study magnetic and electronic properties of

solids. By applying a sequence of pulses one can obtain a spectral response of a collection of

nuclei. This response in turn depends on the environment in which these nuclei are present.

In this chapter we will focus on basics of NMR (Free induction decay, Spin Echo) and different

measurements (Knight shift, Spin-Spin and Spin-Lattice Relaxation, Quadrupolar Splitting)

that can be performed to obtain information about a material under study .

2.1.1 Nuclear Magnetic Moment

The presence of a nuclear magnetic moment allows one to do NMR. If a given nucleus has an

uneven number of protons or neutrons or both, it usually has a non-zero magnetic moment,

µ, and a total angular momentum, L, and one can consider these two vectors as parallel [12].

We can then write

µ̂ =
ge

2m
L̂ (2.1)

where g is the g-factor associated to the magnetic moment of a nucleus, e is the electron

charge and m is the mass of the proton. The proportionality constant, ge/2m is called a

3



Isotope Spin Natural Abundance Gyromagnetic ratio γ/2π · 106

I % i.e. MHz per Tesla
1H 1/2 100 42.58
2H 1 0.02 6.54
3He 1/2 0.0001 32.44
7Li 3/2 92 16.55
13C 1/2 1.1 10.71
19F 1/2 100 40.06
23Na 3/2 100 11.26
29Si 1/2 4.7 8.46
35Cl 3/2 75 4.17

Table 2.1: Gyromagnetic ratios and abundances of some nuclei [9]

gyromagnetic ratio γ and has a unique value for a given nucleus. Some of them are shown

in Table 2.1. When placed in an external magnetic field, ~H0
1, the magnetic moment will

experience a torque and its associated angular momentum will precess around ~H0. The

nuclear spin Hamiltonian in an external magnetic field can be written in the following way:

Ĥ = −µ̂ · ~H0 = −γL̂ · ~H0 (2.2)

The expectation value of L̂ is given as:

d〈L̂〉
dt

= µ̂× ~H0 (2.3)

The rate of precession is equal to ω0 = γH0 and is called the Larmor frequency. It is

important to note that the angular momentum expectation value has the same form as the

precession of a classical spin.

1In Gaussian units B = (1 + 4πχ)H. In the paramagnetic state, χ is normally very small and we can
take B ≈ H.
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H = 0

H = H0
mI = −1

2

mI =
1

2

∆E = γ~H0

Figure 2.1: Energy levels in a magnetic field of a system with the nuclear spin I = 1/2

2.1.2 Resonance phenomena

Let’s consider a nucleus with nonzero nuclear spin that is placed in a uniform external

magnetic field H0. The Hamiltonian is:

Ĥ = −µ̂ · ~H0 (2.4)

where µ̂ = γ~Î where we introduce I for the nuclear spin. If ~H = H0ẑ then the energy of

interaction with the applied magnetic field [13]:

E = −µzH0 = −γ~H0Iz (2.5)

The allowed values of Iz are mI = I, I − 1, ...,−I and Em = −mIγ~H0. Let’s consider

a hydrogen nucleus H, where γ/2π = 42.58MHz and nuclear spin is I = 1/2. In a uniform

magnetic field it will have two energy levels corresponding to Em = ±1
2
γ~H (Fig. 2.1). The

energy difference is

∆E = γ~H0 or ∆E = ~ω0 (2.6)

So if we irradiate our nucleus with an electromagnetic field of the right frequency, ~ω = ∆E

we can excite nuclear spin transitions. For example, for a hydrogen nucleus in a 5T magnet,

the resonance frequency would be at ω0 = 42.58MHz/T · 5T = 212.9MHz. By sweeping ω

at fixed field we can map out the NMR spectrum.

5



Figure 2.2: Schematic diagram of an NMR coil. ~H0 is a static external magnetic field and
~H1 (t) is a time-dependent magnetic field [1].

2.1.3 Rotating Reference Frame

To excite nuclear spins from a lower to a higher energy states we need to perturb the nuclear

spin system. We need to apply an oscillating magnetic field whose frequency is equal to the

resonance frequency of a nucleus. Let’s write down the Hamiltonian for a single nuclear spin

in a static external magnetic field ~H0 = H0ẑ with a perpendicular time varying magnetic

field H1 = H1x cos (ωt) (see Fig. 2.2):

H = H0 +H1

H = −γ~IzH0z − γ~IxH1x cos(ωt)

(2.7)

If one works out the equation of motion of a nuclear spin in an external magnetic field using

quantum mechanics then one arrives at an expression that is identical to the classical one.

This allows us to draw some classical analogies to explain the basic physics of NMR. One of

the useful tools is the rotating reference frame. Let’s go back to Eq. 2.3. It can be solved

using methods of differential equations. However, it’s more useful to use a rotating reference

frame. If we define D~µ/Dt as the rate of change of ~µ as seen from a reference frame rotating

with frequency Ω with respect to laboratory frame, then we can write [14]:

d~µ

dt
=
D~µ

Dt
+ Ω× ~µ (2.8)
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Combining 2.2, 2.3 and 2.8 we find that

D~µ

Dt
= γ~µ× ( ~H +

~Ω

γ
) (2.9)

In a rotating reference frame the magnetic moment precesses around an effective field ~Heff =

~H + ~Ω/γ. This tells us that if we choose a rotating frame that rotates in the opposite

direction to the spin precession in the stationary frame with an angular velocity of γH then

the spin will be stationary in a rotating reference frame. This allows us to get rid of the

time dependence in the nuclear spin Hamiltonian.

2.1.4 Free Induction Decay

In thermal equilibrium, the nuclear magnetization is parallel to the static external magnetic

field ~H0. If we turn on the time dependent magnetic field ~H1 (t) that satisfies the resonance

condition then the nuclear magnetization would rotate around the ~H1. By applying a π/2

pulse, which turns on and off ~H1, we can turn the nuclear magnetization perpendicular to

a static external field H0. Following the π/2 pulse the nuclear magnetization would precess

around ~H0 in the plane perpendicular to ~H0. Due to interactions of the nuclear spins with its

surroundings the nuclear magnetization would relax back to equilibrium to align along ~H0.

During that process the precessing nuclear magnetization will generate an emf via Faraday’s

law in the same coil that was used to excite nuclear spins. This detected signal is called the

free induction decay or FID.
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Figure 2.3: An FID oscillates at the Larmor frequency and decays exponentially over time.
The typical timescale and voltage are on the order of µs and µV respectively.

2.1.5 Spin Echo

A technique in pulsed NMR is the Spin Echo, discovered by Erwin Hahn [15]. In principle

one can perform a single π/2 pulse and observe the FID as discussed in the previous section.

However, there are two problems here. First, there will be ringing that will add extra

noise. The second has to do with dephasing of nuclear spins. There are two contributions to

dephasing. First, an external static magnetic field is not perfectly uniform and will have some

width ∆H0. Second is the nuclear spin-spin interaction. External field inhomogeneity can

dephase spins faster than the spin-spin interaction. As a result we lose useful information.

If one applies a specific sequence of pulses then it’s possible to cancel out the effects of field

inhomogeneity and ringing. This sequence is called Spin Echo and consists of π/2− τ − π−

τ − echo. After applying π/2 we let the system of nuclear spins to dephase for some time τ

after which we apply another π pulse that inverts all spins and has them rephase. All of the

NMR measurements in this thesis were carried out using the echo technique.
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Figure 2.4: Knight shift of Cu as a function of temperature [2].

2.2 NMR Measurements

2.2.1 Knight Shift

Nuclei within materials have different resonance frequencies than isolated nuclei. This shift

in resonance frequency is known as the Knight shift, which is named after Walter Knight

who first observed it in metals [16]. In general, the Knight shift can be written as

ω = ω0(1 +K)

K = Aχ

(2.10)

where A is the hyperfine coupling, χ is the Pauli paramagnetic susceptibility per atom [17],

K is the Knight shift, ω0 is the resonance frequency of a bear nucleus. The observed shifts

in metals reflects the local magnetic field produced by the conduction electrons. Normally

for simple metals, the Knight shift is nearly temperature independent, but any temperature

dependence reveals important aspects of the material. Fig 2.4 shows typical Knight shift

behavior of Cu at high temperatures. The slight dependence on temperature might be due

to the thermal contraction that affects the magnetic susceptibility χ.
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2.3 Electric Field Gradient

Any nucleus with a nuclear spin I > 1/2 has non-zero quadrupole moment. A nucleus that

has non-zero quadrupole moment has a non-spherical charge distribution that is going to be

affected by the electric field gradients that the nucleus experiences due to a non-symmetric

charge distribution around it. The effective quadrupole interaction can be written in the

following way [12]:

HQ =
eQ

4I(2I−1)
[Vzz(3I

2
z−I2) + (Vxx−Vyy)(I2x−I2y )] (2.11)

where Vαβ = ∂2V/∂xα∂xβ is the gradient of electric potential at the nucleus, Q is the

quadrupole moment, I is the total nuclear spin, e is the proton charge. Here we introduce a

common convention. We define asymmetry parameter η in the following way:

η =
Vxx−Vyy
Vzz

(2.12)

Also, from the Laplace equation, ∇2V = 0, we get

Vxx + Vyy + Vzz = 0 (2.13)

Later, we will use η as a microscopic electronic nematic order parameter. It should be

pointed out that Vαβ is a second rank tensor:


Vxx Vxy Vxz

Vyx Vyy Vyz

Vzx Vzy Vzz
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B = 0
ω0 = γB0

ω0 = γB0

ω0 = γB0

B = B0

ω0 + ωQ

ω0

ω0 − ωQ

Figure 2.5: Splitting of energy level in a magnetic field

In the case of 75As in the BaFe2As2 the tetragonal crystal symmetry and the Laplace equation

simplify this tensor to: 
1
2
(η − 1)Vzz 0 0

0 −1
2
(η + 1)Vzz 0

0 0 Vzz


The effective quadrupole interaction can be written:

HQ =
eQVzz

4I(2I−1)
(3I2z−I2) (2.14)

If we treat HQ as small compared to magnetic interaction then we can use the first or-

der perturbation theory to find the energy shifts due to quadrupolar interaction. The full

Hamiltonian can be written as:

H = −γ~H0Iz +
eQVzz

4I(2I−1)
(3I2z−I2) (2.15)

The energy levels are given:

Em = −γ~H0m+
eQVzz

4I(2I−1)
[3m2 − I(I + 1)] (2.16)

The effect of the quadrupolar interaction can be illustrated as shown in Fig. 2.5.
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2.4 Spin-Lattice Relaxation

Using Bloch’s equations we can derive a simple quantitative formula for spin-lattice re-

laxation. The Bloch’s equations are the equations of motion for the macroscopic nuclear

magnetization which is the sum of all the nuclear magnetic moments. For the static external

magnetic field along the ẑ we can write the Bloch’s equations [12]

dMz

dt
= γ(M ×B)z +

M0 −Mz

T1
dMx

dt
= γ(M ×B)x −

Mx

T2
dMy

dt
= γ(M ×B)y −

My

T2

(2.17)

where M is the nuclear magnetization, T1 is the spin-lattice relaxation rate, and T2 is the

spin-spin relaxation rate. We can solve for Mz using the first eqaution:

Mz = M0(1− e−t/T1) (2.18)

One way to think about nuclear relaxation mechanism is through the “spin temperature”

i.e. where the system of N nuclei is in thermal equilibrium with the lattice that acts like

heat bath. By irradiating the sample we increase the total energy of the nuclear spin system

which after the pulse goes back to thermal equilibrium with the lattice.

The general expression for the spin-lattice relaxation rate due to a magnetic field applied in

an arbitrary direction can be written in the following way:

(
1

T1,zT

)
µ

=
γ2

2
lim
ω→0

∑
q,α,β

F (µ)
αβ (q)

Imχαβ(q, ω)

~ω
(2.19)

where F (µ)
αβ is the hyperfine form factor that depends on magnetic field direction µ and

describes the nuclear-electron interaction [18], χαβ (q, ω) is the dynamical magnetic suscep-

tibility, and α, β = (x, y, z). The equation 2.19 is known as the Moriya formula [19]. This
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formula comes from the following considerations. In general, the spin-lattice relaxation is

given by:

1

T1
=
γ2

2

∫ ∞
0

〈h⊥ (t)h⊥ (0)〉eiω0tdt (2.20)

where 〈h⊥ (t)h⊥ (0)〉 is the correlation function, h⊥ is the component of h (t) perpendicular

to the static magnetic field. h (t) is the fluctuating field of neighboring electrons. In the

case of BaFe2As2 it’s the fluctuating field at the 75As nucleus due to the electrons of the

four Fe atoms that surround it. By using the fluctuation-dissipation theorem we rewrite

the correlation function in terms of dynamical susceptibility which enables us to get to 2.19

[12, 18].

2.5 Stretched Exponential Behavior of T1

When we do the spin-lattice relaxation measurements to extract T1 we fit it to the mag-

netization recovery function described in B.1 for the case of spin-3/2 nucleus. However, in

some systems the spin-lattice relaxation behavior takes the form of stretched exponential

[20]. That is normally the result of intrinsic inhomogeneity (in case of high quality crystals).

Different nuclei in the system are in a different environment which affects the relaxation time.

In such cases it’s a common practice to analyze these systems using stretched exponential.

The general expression for the stretched exponential relaxation [21]:

n = n0e
−(λ∗·t)β (2.21)

where n is a relaxing quantity, λ∗ is a characteristic relaxation rate, and the stretching

exponent β is in the range 0 < β < 1. In our case, λ∗ = T−11 and n = M where M is the

nuclear magnetization. β captures the width of the distribution. If β = 1 then it’s the delta

function distribution meaning all nuclei have the same relaxation rate. As β gets smaller

relaxation distribution gets broader.
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Chapter 3

Experimental Techniques and

Instrumentation

3.1 Magnets

3.1.1 PPMS

The PPMS, Physical Properties Measurement System, is a 9T magnet with the possibility

of doing field sweeps. In NMR experiments, one can do frequency sweeps to obtain spectra.

If the spectrum is sufficiently wide, then one has to adjust the tuning and matching as

frequency changes. This requires the presence of an experimenter to do that adjustment.

The automation “field-sweep” script is thus very helpful. In this case, the NMR coil remains

tuned to a fixed resonance frequency and only field is changed. We can use our custom-made

“Fieldsweep” Python code to control the magnetic field values.

3.1.2 Oxford Magnet

The Oxford is an 11.7T magnet from Oxford Instruments. Unlike the PPMS magnet, the

Oxford’s magnetic field is fixed. It was charged in 2010 and it’s been running very stable.

It consists of several parts: a Nb3Sn superconducting magnet immersed in liquid helium,
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an insulation layer, and a liquid nitrogen space for extra shielding to reduce He boil off

rate. The cooling of the sample space is done via a closed-cycle helium cryostat cooled by

a Sumitomo compressor, and temperature control of the sample space is established by a

resistive heating element.

3.1.3 Safety

Both magnets that we have in our lab are “wet” superconducting magnets, meaning they

have to be always immersed in liquid helium. If the magnet temperature rises above 4.2K,

the windings of the magnet will become resistive, which in turn will generate heat that

will cause a quench - a rapid boil-off of helium. This potentially can lead to an explosion.

Another potential hazard is asphyxiation due to a large amount of helium gas in a closed

room that can displace oxygen, which will lead to oxygen deprivation. To avoid quenching,

helium/nitrogen transfers have to performed regularly. For the PPMS magnet, if the magnet

is on, then the liquid level can’t be less than 40%. However, it’s important to be on the safe

side so we normally fill the magnet when it gets down to 60% level. Once the magnet is

filled, this gives us 4-5 days before the next fill. As for the Oxford magnet, we don’t want

the liquid level go below 30%. The boil-off rate for the Oxford magnet is about 1.5%/day.

Therefore, if it’s filled to about 60% then one has about 20 days before the next fill. However,

it’s a good practice to constantly monitor liquid levels on the magnets. Working in the lab

is like babysitting, it’s better to take a look and make sure that everything is ok. The liquid

helium transfer has to be done by at least two qualified personnel. Our lab convention is

that whoever is running measurements on the system is responsible for maintaining liquid

levels.

15



3.2 NMR Probes

We have multiple probes in our lab that are designed to be compatible with the PPMS

and Oxford magnets. Oxford probes are longer than PPMS ones. Therefore, we have an

extension that allows us to use Oxford probes on the PPMS magnet, since the distance to

the sweet spot of the magnet in the PPMS is shorter than in Oxford.

3.2.1 PPMS Probe

The probe that we used for strain experiments was designed also by Quantum Design, Inc.

For the purpose of our experiments we had to make several modifications to the original

probe in order to mount the CS100 strain device.

3.2.2 Goniometer Probe

Our dual axis goniometer probe design is based on [22]. It consists of multiple worm gears

connected together with tuning rods that allow in situ orientation change with respect to an

external magnetic field. Since a lot of our studies focus on anisotropic properties of materials

it is important to have the ability to change the orientation of a sample without exposing it

to big thermal cycling (which can cause degradation of a sample). Figure 3.1 is a schematic

diagram of our dual axis goniometer probe. The stage (1) can be rotated around y-axis (red)

using the driving worm gear (7) which meshes with worm gear (4) which, in turn, meshes

with gear (2). The drive worm (3) meshes with the worm gear (5) that rotates the stage

around x-axis. Note that these two degrees of freedom are not independent, so that the

y-axis can be rotated around the x-axis. The magnetic field lies along the z-axis.

We define the angle of rotation around the x-axis as α and the angle of rotation around the

y-axis as β. If we rotate around y-axis first and then x-axis, the final orientation of sample’s
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Figure 3.1: Dual axis goniometer probe head. Labels are defined in the text.

ĉ axis can be found using rotation matrices:

Ry =


cos β 0 sin β

0 1 0

− sin β 0 cos β



Rx =


1 0 0

0 cosα − sinα

0 sinα cosα


The vector being rotated is the ĉ = {0, 0, 1} axis of the sample (originally along the z−axis

parallel to ~H0)

RxRy


0

0

1

 =


sin β

− sinα cos β

cosα cos β
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Now we need to convert our α and β angles into polar angles θ, φ relative to ~H0. Our rotated

ĉ vector is:

ĉ′ = sin β · x̂− sinα cos β · ŷ + cosα cos β · ẑ

From this equation we get:

cos θ = cosα cos β (3.1)

cosφ =
sin β

sin θ
=

sin β√
1− cos2 α cos2 β

(3.2)

Equations 3.1 and 3.2 thus give the orientation of the crystal relative to the field direction

~H0. Note that if α = 0, then we have essentially a single-axis goniometer by changing β.

This axis has a high gear ratio (600:1) giving us precision of about 0.2◦ in β.

3.2.3 NMR tank circuit

To excite the nuclei of a specimen there is an important component of NMR probes called

the tank circuit, which is sketched in Fig. 3.2 below. It consists of two tunable capacitors -

tuning capacitor Ct and matching capacitor Cm - and an inductive coil L that has resistance

R. An RF signal arrives through the 50 Ohm semi-rigid coaxial cable. To effectively deliver

input power to the sample we need to make sure that the circuit is appropriately tuned.

That means we need to minimize the reflected power. The reflected power can be calculated

using reflection coefficient ρ

ρ =
Z − 50Ω

Z + 50Ω
(3.3)

where Z is the complex impedance of our circuit which is a function of Ct and Cm. It is

equal to

Z =
1

iωCt + (iωL+R)−1
+

1

iωCm
(3.4)

The minimum reflected power we can get is equal to 0. That means < [Z] = 50Ω and

= [Z] = 0Ω. This condition, when we match the impedance of the tank circuit to 50Ω, is

called the resonance condition.
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Figure 3.2: NMR tank circuit [1]

3.3 CS100 Strain Device

Our initial NMR measurements under strain used a horse-shoe clamp device (Fig. 3.3), in

which the crystal is suspended on fine wires and tensile stress is applied by tightening a

screw [23]. In this case, stress on the order of a few MPa is applied at room temperature,

but the strain is poorly controlled at cryogenic temperatures due to differential thermal

contraction between the clamp and the crystal. Furthermore, stress can only be applied at

room temperature, requiring significant adjustments to the probe head with the possibility

of misalignment. Finally, thermal contraction may give rise to unbalanced torques and hence

crystal misalignment at low temperatures.

The CS100 device is a piezoelectric-based apparatus developed by Hicks and collaborators

[24], and commercially available from Razorbill Instruments Ltd. (Edinburgh, UK). It is

superior because it offers precision control of the strain through a combination of piezoelectric

stacks and a capacitive position sensor. This combination enables active feedback control to

achieve sub-nanometer position control over time scales of several hours.
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Figure 3.3: Horseshoe strain device

3.3.1 Principles of Operation

The CS100 consists of two sets of piezoelectric stacks, one inner and two outer, that can

apply either tensile or compressive stress in situ through the application of a bias voltage,

as illustrated in Fig. 3.4. The outer stacks expand the displacement gap (the gap between

parallel plate capacitors inside CS100 cell) with positive voltage, and the inner stack con-

tracts the displacement with positive voltage. Because the piezoelectric stacks are arranged

to cancel out thermal expansion, strains induced by differential thermal expansions are sig-

nificantly reduced, and can be overcome by applied voltage to the piezo stacks.

In tandem, the two sets of stacks can cover a range of approximately 6 µm, depending

on the temperature and applied voltages, as shown in Fig. 3.5 The voltage is controlled

via two high performance voltage amplifiers (PDm200B, PiezoDrive), and a 14-bit USB

digital-to-analog converter (USB-6001 DAQ, National Instruments) interfaced with a desk-

top computer. The four voltage leads are connected via 0.8 mm PTFE insulated copper

cables to the top of the probe. At the top of the probe, the four voltage wires are soldered

to a 4-pin panel mount hermetic LEMO connector.
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Figure 3.4: (a) Diagram of the Razorbill Instruments CS100 device, showing (b) the piezo-
electric stacks and the mounted sample. The diagram is taken from the Razorbill Instruments
Datasheet for CS100.

The displacement is measured by a parallel-plate capacitor integrated within the CS100

device, with a nominal spacing of approximately 40-60 µm and an area of 2.5×2 mm. Two

SC-type ultra miniature coaxial cables connected to the parallel capacitor plates are also con-

nected to the top of the probe via hermetic panel-mount BNC connectors. The capacitance

is measured with an Andeen-Hagerling Capacitance Bridge (AH2550A), with a resolution of

0.5 attofarads at 1 kHz. This device enables us to measure the displacement with sub-nm

precision.

3.3.2 NMR Strain Probe Head

The NMR probe consisted of a Model 450A/B PPMS Multi-function probe that was orig-

inally designed with a series of electrical connections at the base to connect to the PPMS

electronics. The advantage of this approach is that it enables us to easily connect electri-

cal leads to the strained sample for resistivity measurements using the PPMS system. The

CS100 cell is mounted several cm from the base, such that the sample is located in the

region of the highest field homogeneity. Two tunable cryogenic capacitors (non-magnetic

panel mount NMTM120CEK-2L, 1-120pF, Voltronics) are mounted above the cell, as shown
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Figure 3.5: Voltage applied to the inner (red) and outer (blue) piezoelectric stacks versus
the measured displacement at room temperature. Positive voltage expands the piezo stacks,
leading to an expansion of the displacement for the outer stacks and a contraction of the dis-
placement for the inner stacks. The response is hysteretic, and arrows indicate the sequence
versus time.

in Fig. 3.6. These connect via a semi-rigid coaxial line to form a resonant circuit with

the NMR coil. The CS100 chassis is fabricated from titanium, which has a low magnetic

susceptibility and thus does not significantly affect the magnetic field homogeneity at the

sample.

An important issue for the design of the probe is the isolation of the radiofrequency coax-

ial cable from the high voltage piezo driver lines as well as the sensitive capacitance coaxial

cables. To achieve this isolation, the radiofrequency coax passes through a stainless steel

tube up to the top of the probe to hermetic BNC connections. Shielded coaxial lines connect

the RF electronics and capacitance bridge devices to the probe, as shown schematically in

Fig. 3.7.

For this thesis we primarily measured Ba(Fe,Co)2As2. Single crystals are cut to dimen-

sions of approximately 0.5 mm wide by 2 mm long by 0.1 mm thick. The length of the

crystals is chosen to make sure we have enough space to glue the crystal from both ends to
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Figure 3.6: Schematic diagram of the probe head. High power radiofrequency pulses are
delivered to the sample via a semi-rigid coaxial cable and a tuned tank circuit using two
cryogenic capacitors. The CS100 device is mounted below at the sweet spot of the magnetic
field. Four high power DC voltage wires for the piezoelectric stacks and two flexible coaxial
cables for the capacitive displacement meter (not shown) go to the top of the probe.

CS100 cell’s sample holders and enough space for the NMR coil in the middle. The samples

were grown and prepared as described in Refs. [23] and [25]. Free standing rigid NMR coils

with the appropriate inductance are placed around the sample (see Fig. 3.9), and the crystal

is secured to the CS100 strain device by epoxy (UHU Plus 300 heat-cured epoxy resin).

To mount crystals with the magnetic field oriented parallel to the c-axis, a sample plate

guide was used as shown in Fig. 3.8. First, two sample plates were fastened to the cell using

M2 brass screws and aligned parallel using the sample plate guide, which itself is fastened to

the cell using M1.6 screws. The distance between the two mounting pieces along the strain

axis were chosen to ensure that the NMR coil fits in between and sits freely. A drop of UHU

300 heat-cure epoxy is then deposited to the two ends of the sample plates using a thin

stainless steel wire. In principle, two thin wires should be placed along with epoxy so that

crystal is aligned parallel to the cell’s surface. After the sample is secured, another layer of

epoxy is deposited to the upper surface of the sample. Sample plate spacers, which have

been polished down to limit the epoxy thickness to 30-50 µm on both sides of the crystal,
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Figure 3.7: The piezoelectric stacks in the strain cell are controlled by voltage amplifiers via
a signal generator controlled by the computer. The capacitive position sensor interfaces with
a high precision capacitance bridge. The voltage applied to the piezo stacks is controlled via
active feedback from the computer.

are placed on both the sample plates. Finally, the upper sample plates are placed above the

sample plate spacers and epoxy, and fastened to the cell using M2 brass screws. The cell

with the sample is then placed under a heat lamp to let the epoxy cure at around 75-80 ◦C

for 40 minutes.

For crystals mounted with the field oriented perpendicular to the c-axis, we constructed

a mounting device that consists of two blocks each one holding two smaller blocks that are

glued so that enough space is created for the sample to be mounted (see Fig 3.9). Holes were

tapped to secure the two mounting pieces on the cell using the M2 screws. The two slits

are aligned along the strain axis under a Nikon SMZ800 microscope by carefully gluing two

smaller blocks onto mounting piece using superglue, and with the modified mounting pieces

we can use the sample plate guide. The crystal is placed into the NMR coil and then the

whole thing is carefully lifted with tweezers, holding the ends of the NMR coil and making
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Figure 3.8: Mounting sequence: (a) The sample plates are aligned with the sample plate
guide; (b) the sample is secured with epoxy; and (c) the upper sample plates are secured at
a distance determined by the sample plate spacers.

sure that the crystal doesn’t fall off, to put it on top of the slits. Then, using fine tools,

such as needles, the crystal can be carefully pushed into the slits. After the crystal with the

free standing NMR coil is placed between the holders, UHU Plus 300 heat-cured epoxy is

deposited into the slits to fill the space between the crystal plates and the walls in the slits.

The slits are sufficiently narrow and the viscosity of the epoxy is sufficiently high that we

do not encounter any problems with the epoxy flowing out of the slits on the open sides.

Nevertheless, the epoxy is filled in over a sequence of several small steps, and is allowed to

cure each time. Epoxy curing consists of two stages. First, we use IR lamp to maintain the

epoxy at 70◦ for about 45mins. Then, another 24 hours is needed to achieve good bonding.

In principle, the CS100 can also be rotated by 90 degrees, however in this case the

strain axis is vertical, parallel to the applied field. This orientation is unacceptable, though,

because the NMR RF field, ~H1, must be perpendicular to the applied field in order to induce

a signal. Therefore, a solenoidal coil around the sample that is oriented along the strain axis

would not work. We have had some success with a Helmholz coil design, which would enable

the field to be oriented along the strain axis, while ~H1 is perpendicular to the applied field.

However, the signal-to-noise for this orientation was significantly reduced. Alternatively, a
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Figure 3.9: NMR coil and sample mounted for field parallel to the crystalline ĉ-axis (left)
and perpendicular (right).

rigid coil that is larger than the sample, but oriented such that ~H1 has a component perpen-

dicular to ~H0 can be used [23]. Note, however, that it is possible to investigate the in-plane

anisotropy without orienting the strain axis along ~H0. By symmetry, negative (compressive)

strain with ~H0 perpendicular to the strain-axis is approximately equivalent to positive (ten-

sile) strain with ~H0 parallel to the strain axis. For materials with a sufficiently large Poisson

ratio there are strains introduced along the directions perpendicular to the strain axis, and

other strain modes such as εxx+εyy may be present. As a result, the equivalence between the

field directions and a real rotation of the sample is broken, which could produce asymme-

tries in quantities measured via this method. However, we have found linear behavior over

a broad range of strains in the BaFe2As2 sample studied here, suggesting that these other

modes do not play a significant role in this case [26].

3.3.3 PID control

The creep behavior of the piezoelectric actuators, in which the length changes at constant

voltage, presents a challenge for long-term NMR measurements. After setting a new voltage

or temperature, the displacement of the stacks drifts by several percent over the course of

several minutes to hours. If the NMR properties under investigation are strain-sensitive, this

creep can give rise to unacceptable errors. Long-term stability is also important for other

measurements, such as specific heat, µSR, and neutron scattering where time duration is an
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Figure 3.10: Displacement (blue), inner (red), and outer (green) stack voltages versus time.
At approximately 20 mins, the setpoint displacement was set to 47.6µm. The setpoint was
reached and stabilized by approximately 28 mins. The applied voltage drifted over time as
the active feedback compensated for the drift of the piezoelectrics. The inset shows a closer
look at voltage drift over time

important factor. For example, at large-scale facilities with limited beam time availability,

waiting for the piezoelectric stacks to relax would be prohibitively expensive. In order to

overcome these issues, we implemented active feedback control using a PID control loop. A

Python script running on the computer uses the input signal from the capacitance bridge

and determines an error based on a desired displacement setpoint. The output voltage is

then determined based on this error signal. Depending on the setpoint, either the inner

or the outer stack is used for the feedback control, while the other set of stacks is left to

drift at a fixed voltage. Fig. 3.10 shows the time-dependence of the displacement and

voltage after a new setpoint is implemented. Using this approach, we have been able to

achieve displacements that stabilize quickly and remain stable over days with 0.9 nm rms

fluctuations.
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Figure 3.11: Quadrupolar splitting and quadrupolar linewidth versus displacement for the
As site in BaFe2As2 at 138 K. The solid line is a linear fit to the data, and the dashed line
is the value in the zero-strained case.

3.3.4 EFG control

Determining the strain, ε = (x − x0)/L0, where x is the displacement and L0 is the sam-

ple length, requires knowledge of the unstrained length, x0. However, differential thermal

contraction at cryogenic temperatures will give rise to finite strains, even if the crystal is

secured at room temperature in zero strain. Although it is possible to employ a strain gauge

to calibrate the displacement, a superior approach is to measure an intrinsic NMR property

of the material of interest. An ideal quantity is the electric field gradient (EFG) asymmetry

of a quadrupolar nucleus. The measured EFG of 75As (I = 3/2) in BaFe2As2 is shown in Fig.

3.11 at 138K. Above the structural transition, the EFG tensor at the As site has tetragonal

symmetry, and therefore νxx = νyy = −νzz/2 [12]. Strain, however, breaks the tetragonal

symmetry and gives rise to a non-zero asymmetry parameter, η = (νxx − νyy)/νzz. In this

case the quadrupolar splitting νyy, is a strong function of the displacement, as shown in

Fig. 3.11. The strong linear variation indicates that the asymmetry parameter is changing

with displacement. By comparing νyy with the value in the unstrained case, we identify

x0 = 51.53µm as the displacement in the absence of strain at this temperature, where η = 0.

Although the epoxy securing the crystal to the device may be expected to deform, the
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strong linear variation of the EFG with strain indicates that a large portion of the strain is

indeed transferred to the sample. Furthermore, we find that the linewidth of the quadrupo-

lar satellite does not exhibit any significant variation with strain, as shown in the right axis

of Fig. 3.11. This result indicates that the strain remains homogeneous over the volume

of the crystal within the NMR coil, otherwise we would observe broadening of the reso-

nance with increasing strain. We observe that dνyy/dε = −259MHz, whereas the average

linewidth is δνyy = 125kHz, implying an upper bound on the strain inhomogeneity of less

than δε . 4.8 ·10−4. The strain varies from −0.002 to +0.003 over this range, so δε/ε . 16%

assuming strain inhomogeneity is proportional to the strain magnitude.
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Chapter 4

Electronic Nematicity

4.1 Nematic Phase in Classical Liquid Crystals

The term nematic is taken from the context of liquid crystals when there exists long-range

orientational order and no long-range positional order. One can observe this by measuring

the refractive index of the liquid in different directions. This term is used for solid-state

because of the resemblance of the Fermi surface to that of rod-like shaped molecules in the

nematic liquid phase (see Fig. 4.1). However, more fundamentally, in condensed matter

physics, nematicity means broken rotational symmetry when C4 symmetry of a tetragonal

lattice breaks or C6 symmetry of a hexagonal lattice is broken.

4.2 Why do we care about nematicity?

Electronic nematic order has been observed in the iron-pnictide superconductors and is

associated with the transition from the tetragonal to the orthorhombic structure. In many

pnictides, as the doping level is increased, the structural transition gets suppressed and

close to the optimal doping level the structural transition coincides with a superconducting

transition (see Fig. 4.2). This raises the question of what is the importance of the electronic

nematic order associated with the lattice distortion. Do electronic nematic fluctuations play
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Figure 4.1: The alignment of molecules in a nemtaic liquid phase

Figure 4.2: Phase diagram of Co-doped BaFe2As2

an important role in the pairing mechanism for superconductivity [27, 28]? Before addressing

that, we have to understand the mechanism behind the electronic nematic phase and how

large the nematic fluctuations are which we will be discussed in chapter 5. This problem

is complex because there are other competing degrees of freedom - lattice and spin degrees

of freedom. Another problem is the formation of structural twin domains that form below

the structural transition. This domain structure can make it difficult to interpret bulk

measurements like resistivity. Application of uniaxial mechanical strain allows one to fully

reversibly detwin these crystals. This is similar to aligning domains in a ferromagnet.
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Ferromagnetism Nematicity
Magnetization, M Nematic order, η
Magnetic field, H External stress, σ
Magnetic domains Structural twin domains

Table 4.1: Similarity between electronic nematicity and ferromagnetism

4.3 Analogy with Ferromagnetism

We know from magnetism the relationship between magnetization and magnetic field:

M = χH (4.1)

where χ is the magnetic susceptibility. A similar relationship governs nematicity and stress:

η = χnemσ (4.2)

where σ is the uniaxial stress applied to a sample. As can be seen from these two equations

stress plays the role of an external magnetic field and χnem is the nematic susceptibility. In

chapter 5, we demonstrate that the nematic susceptibility exhibits Curie-Weiss dependence.

Our result confirms earlier results obtained using resistivity measurements.

4.4 Strain and Stress

Strain and stress are the key parameters in studying electronic nematic properties of mate-

rials. In general these two quantities are related as:

σij =
3∑

k=1

3∑
l=1

Cijklεkl (4.3)

where Cijkl is elastic stiffness tensor, σij is the stress tensor whose components represent

the force per area applied along i to the plane that is normal to j, and εkl is the strain

tensor, i, j, k, l = {x, y, z}. Fig. 4.3 shows an example of shear stress σyz applied along
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Figure 4.3: Simple illustration of the shear stress defined in the text. ∆l is the displacement
of top surface, σ is the force applied parallel to the top surface.

y-axis to the plane normal to z-axis. In general Cijkl has 81 components. Due to symmetries

associated with stress and strain tensors this number reduces down to 36. The elastic energy

density consideration further reduces the number of independent components to 21. Finally,

crystal symmetries further reduce the number of independent components. In the case of

iron pnictides we have tetragonal symmetry with six independent coefficients. Without going

into details, there are C11, C33, C44, C12, C13, and C66
1 (for more detailed discussion see [29]).

Because of the plate-like nature of the iron pnictides’ growth and the specifics of our CS100

strain device we are interested in C66. Indeed, the strongest nematic response is in C66

symmetry channel.

To better understand the pnictides, we consider the case of in-plane stress of a tetragonal

lattice. In the coordinate system of the tetragonal unit cell we can apply uniaxial stress in

two ways (see Fig. 4.4). Due to the Poisson ratio, application of uniaxial stress induces

strains in other directions as well leading to different linear combinations of strain. These

linear combinations, in turn, correspond to different symmetry channels A1g, B1g and B2g.

εB1g = εxy

εB2g =
1

2
(εxx − εyy)

1Indices are defined as: 1≡ xx, 2≡ yy, 3≡ zz, 4≡ yz, 5≡ zx, 6≡ xy
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Figure 4.4: Fe-As plane in tetragonal and orthorhombic phase of BaFe2As2. Orange and
cyan arrows represent two ways the uniaxial stress is applied. Green arrows are the unit cell
vectors. By convention the strain symmetry channels refer to the 1-Fe unit cell. xy and x′y′

are the reference frames of the tetragonal and orthorhombic bases.

εA1g =
1

2
(εxx + εyy)

A1g is equivalent to uniform expansion/compression in the xy plane. In general, we also

have to include the strain change along the z-axis but it’s ignored because, in the case of

iron pnictides, most of the important physics occurs in the x− y plane.



σxx

σyy

σzz

σyz

σzx

σxy


=



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C66





εxx

εyy

εzz

εyz

εzx

εxy


(4.4)

where the matrix consisting of Cij is the elastic stiffness tensor. We can also define the

elastic compliance tensor, the inverse of the stiffness tensor, which lets us express strain in
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terms of stress:

εxx

εyy

εzz

εyz

εzx

εxy


=



(C11C33−C2
13)

A
−(C12C33−C2

13)
A

−C13

B
0 0 0

−(C12C33−C2
13)

A

(C11C33−C2
13)

A
−C13

B
0 0 0

−C13

B
−C13

B
(C11+C12)

B
0 0 0

0 0 0 1
C44

0 0

0 0 0 0 1
C44

0

0 0 0 0 0 1
C66





σxx

σyy

σzz

σyz

σzx

σxy


(4.5)

where A = C2
11C33 − 2C11C

2
13 − C2

12C33 + 2C12C
2
13, and B = C11C13 + C12C33 − 2C2

13

Solving for ε’s gives us:



εxx

εyy

εzz

εyz

εzx

εxy


=



(C11C33−C2
13)

A
σxx −

(C12C33−C2
13)

A
σyy − C13

B
σzz

−(C12C33−C2
13)

A
σxx +

(C11C33−C2
13)

A
σyy − C13

B
σzz

−C13

B
σxx − C13

B
σyy + (C11+C12)

B
σzz

σyz
C44

σzx
C44

σxy
C66


(4.6)

If the uniaxial stress (normal stress) is applied along x axis, then σyy = 0 and σzz = 0

resulting in 

εxx

εyy

εzz

εyz

εzx

εxy


=



(C11C33−C2
13)σxx

A

−(C12C33−C2
13)σxx

A

−C13σxx
B

0

0

0


(4.7)

We can see that the application of the uniaxial stress along the x-axis results in expansion

along x and contraction along y, z due to Poisson ratio. We can also write down the Poisson
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coefficients:

νxy = − εyy
εxx

=
(C12C33 − C2

13)

(C11C33 − C2
13)

νxz = − εzz
εxx

=
C13

(C11C33 − C2
13)

A

B

(4.8)

where νxy and νxz are the Poisson ratios along y and z when the normal stress is applied

along x. If uniaxial stress (which is not shear stress!) is applied along the diagonal, then we

have to change the basis, in other words rotate the compliance tensor by 45◦. We do that in

the following way

C−145◦ = R−1C−1R

The rotation matrix, R, is given by [30]:

R =



cos2θ cos2θ 0 0 0 2cosθsinθ

cos2θ cos2θ 0 0 0 −2cosθsinθ

0 0 1 0 0 0

0 0 0 cosθ sinθ 0

0 0 0 −sinθ cosθ 0

−cosθsinθ cosθsinθ 0 0 0 cos2θ − sin2θ


where θ = 45◦. Therefore, we get the following result for the compliance tensor in the new

basis rotated by 45◦

C−145◦ =



C33

2B
+ 1

4C66

C33

2B
− 1

4C66
−C13

B
0 0 0

C33

2B
− 1

4C66

C33

2B
+ 1

4C66
−C13

B
0 0 0

−C13

B
−C13

B
(C11+C12)

B
0 0 0

0 0 0 1
C44

0 0

0 0 0 0 1
C44

0

0 0 0 0 0
2(C11C33−C2

13)
A

+
2(C12C33−C2

13)
A


(4.9)
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Now, if we apply the uniaxial stress (normal stress!) which corresponds to B2g in the or-

thorhombic basis, we get:

εB2g,ortho
=

1

2
(εx′x′ − εy′y′)

=
1

2

{(
C33

2B
+

1

4C66

)
σx′x′ −

(
C33

2B
− 1

4C66

)
σx′x′

}
=

1

4C66

σx′x′

(4.10)

The B2g,ortho is the symmetry channel that has a large nematic response and the relevant

elastic stiffness constant is C66. The nematic susceptibility χnem ∝ C−166 , so when χnem is

large (close to a nematic phase transition), a small stress along x′ axis results in a large

strain displacement.

4.5 Nematic Order Parameter

We can introduce an order parameter that describes the electronic nematic phase in the case

of NMR measurements. There are actually different quantities that can be used as an order

parameter. If one measures resistivity then we can write a nematic order parameter in the

following way

ηρ =
ρxx − ρyy
ρxx + ρyy

(4.11)

Measuring a quadrupolar splitting allows us to express a nematic order parameter in terms

of the EFG tensor:

η =
νxx − νyy
νxx + νyy

(4.12)

Unlike ηρ, η samples the local order parameter, whereas ηρ samples the bulk order parameter

and depends on the domain structure. Formation of the twin structural domains (see Fig.

4.5) masks intrinsic anisotropy due to the equal population of the structural domains just

as domains in a ferromagnet can cancel out the total magnetization. Therefore, NMR is a

superior technique to study nematicity in iron pnictides even in the absence of strain. In
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Figure 4.5: Schematics of domain formation during tetra-ortho transition. The orthorhombic
phase is realized through displacement of atoms along the diagonal of the tetragonal lattice
with the unit-cell volume doubling and the crystallographic axes rotating 45 degrees [3]

.

fact, Takigawa et al. [4] made angular measurements with H0 and showed that η 6= 0 despite

the fact that the sample was twinned.

4.6 Strain imaging

In our experiments we observed that quadrupole frequencies are linearly proportional to the

applied stress. If we have a crystal that has some non-uniform width then strain along the x

axis is not uniform. In principle, it should be possible to cut the sample such that the strain

varies linearly, ε (x) = ε (0) + βx, along the strain axis

y (x) =
y (0) ε (0)

ε (0) + βx
(4.13)

where β = ε(L0)−ε(0)
L0

. Now, we know that νii (ε) = νii (0) + αε and α = dνii
dε

then

α =
dνii
dε

=
dνii
dx

dx

dε
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Figure 4.6: a) Quadrupolar frequency vs strain. Each data point was obtained from the
full spectra measurements. b) The sketch of NMR spectra for the 75As nucleus. Only the
central peak and the right satellite is shown. The central peak is not affected by applied
stress whereas the satellite shifts and broadens as more stress is applied

Because strain depends linearly on x we get:

dx

dε
=

1

β

This means that quadrupole frequency changes linearly along the strain axis with the slope,

γ, equal to αβ. From Fig. 4.6a we can get the value of α which is −267MHz. Then γ is:

γ = |αβ| ≈ 154.86
MHz

m
≈ 0.16

MHz

mm

which is our resolution here. NMR spectra should look as shown in Fig. 4.6b. The shape

of the intensity is a map of the width shape of a crystal. In this case, the frequency axis

corresponds to the spatial axis, in the same manner as in magnetic resonance imaging (MRI).

Future experiments might utilize a focused ion beam (FIB) to prepare specialized crystal

shapes. Such experiments might enable one to“image” structural defects such as grain

boundaries.
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Chapter 5

Nematic Susceptibility in BaFe2As2

5.1 Introduction

Several techniques have been developed to probe the nematic degrees of freedom. Anisotropic

resistivity [3] [31], elastoresistance [7], electronic Raman scattering [5], elastic constants

[32, 33, 34, 35], thermopower [36], polarized light image color analysis [37, 38], and optical

conductivity [39] probe bulk anisotropies. NMR and neutron scattering, on the other hand,

have been chiefly used to investigate the effect of nematicity on the spin fluctuations [40,

26, 41, 42, 43]. The nuclear quadrupolar interaction can probe the microscopic orbital

occupations directly [44]. The 75As (I = 3/2) quadrupolar moment couples to the local

electric field gradient (EFG), which is dominated by the on-site occupations of the As 4p

electrons. These orbitals are hybridized with the Fe 3d orbitals, and thus the EFG is a

sensitive probe of the d-orbital occupations. Indeed, the EFG tensor exhibits a dramatic

lowering from axial symmetry at the nematic phase transition in the absence of applied

strain [4]. This chapter presents data on the EFG under uniaxial strain in the paramagnetic

phase applied in a controlled manner via a CS100 piezo device. We found that the EFG

asymmetry parameter is linearly proportional to the in-plane strain applied to the crystal,

and is thus a direct measure of the nematic susceptibility. This approach enables one to probe
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Figure 5.1: Field-swept spectra of BaFe2As2 at constant frequency f = 55.924MHz at 138K
for several different displacements of the piezoelectric device, showing the central and upper
satellite transitions. Zero strain corresponds to 51.58µm. Inset: Orientation of the crystal
with respect to the external field H0, the strain axis, and the rf field H1. Here, x and y are
parallel to the Fe-Fe directions.

the local, rather than global, nematic susceptibility. Moreover, it makes it possible to use

NMR to probe the nematic properties of the superconducting state,which is not accessible

by elastoresistance measurements.

5.2 Experimental details

A single crystal of BaFe2As2 was synthesized via a self-flux method and cut to dimensions

of approximately 1.5mm×0.5mm with the long axis parallel to the (110)T direction in the

tetragonal basis along the Fe-Fe bond direction. Here, we use x and y to denote these Fe-

Fe bond directions. The sample was mounted in a custom-built NMR probe incorporating

a Razorbill cryogenic strain apparatus [45]. Uniaxial stress was applied to the crystal as

described in Ref. [26] by piezoelectric stacks, as illustrated in the inset of Fig. 5.1, and strain
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was measured by a capacitive dilatometer. A free-standing NMR coil was placed around the

crystal, and spectra were measured by acquiring echoes while sweeping the magnetic field H0

at fixed frequency. 75As has spin I = 3/2, with three separate resonances separated by the

quadrupolar interaction. Figure 5.1 shows the central and upper transitions as a function

of strain at fixed temperature. The higher quadrupolar satellite resonance occurs at field

[17, 12]:

Hsat =
f0 + ναα

γ (1 +Kαα)
(5.1)

where f0 = 55.924MHz is the rf frequency, γ = 7.29019MHz/T is the gyromagnetic ratio,

and Kαα and ναα are the Knight shift and EFG tensor components in the α = (x, y, z)

direction. The central transition field is given by [17, 12]

Hcen =
f0

γ (1 +Kαα)

1

2
+

√
3f 2

0 − 2 (νββ + ναα)2

12

 (5.2)

where β = (y, x, z) for α = (x, y, z). The spectrum was fit to the sum of three Gaussians to

extract both the Knight shift, Kαα, and the EFG, ναα as a function of strain. The Knight

shift shows essentially no change with strain [26], however, all components of the EFG tensor

show strong variations, as shown in Figs. 5.2 and 5.3.

5.3 The EFG results

The EFG tensor is given by

ναβ =
eQ

12h

∂2V

∂α∂β
(5.3)

where Q = 3.14 · 10−29m2 is the quadrupolar moment of the 75As and V is the electrostatic

potential at the As site. This quantity is dominated by the occupation of the As 4p orbitals,

which in turn are hybridized with the dxz,yz orbitals of the neighboring Fe atoms [43]. In
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Figure 5.2: The As electric field gradient components (νxx, νyy, νzz) vs temperature for
BaFe2As2 both in zero strain (reproduced from Ref. [4]) and under uniaxial strain.

the tetragonal phase, the EFG asymmetry parameter

η =
νyy − νxx
νxx + νyy

(5.4)

vanishes because the As 4px and 4py orbitals are degenerate (i.e., νxx = νyy), as seen in Fig.

5.2. In the presence of nematic order, the C4 symmetry of the EFG tensor is broken and

νxx 6= νyy [46]. Because the in-plane anisotropic strain field, εani = εB2g , with B2g symmetry

(in the coordinate system of the tetragonal unit cell) couples bilinearly to the nematic order

parameter, η responds to strain in the same manner that the magnetization of a ferromagnet

responds to a uniform magnetic field as discussed in Chapter 4 [7, 37, 47]. Although the

applied uniaxial stress also induces strains corresponding to other elastic modes, due to the

moderate Poisson ratio the dominant mode is εB2g, which couples to η. In our configuration
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Figure 5.3: The quadrupolar splitting ναα = νyy as a function of strain at several fixed
temperatures. The solid lines are linear fits to the data.

we can only apply H0 perpendicular to the stress axis, which we denote by x. We measure

both νzz = νcc along the ĉ axis of the crystal, and νyy for H0 in the basal plane. For the

latter case, νyy = νaa for compressive strain (εB2g < 0) and νyy = νbb for tensile strain

(εB2g > 0), and νxx(εB2g) = νyy(−εB2g). The EFG thus enables us to identify the zero-strain

displacement x0 by the condition |νxx| = |νyy| = |νzz|/2. Note that η can exceed unity, since

νxx + νyy + νzz = 0. Furthermore, in the absence of strain, a bulk order parameter in a

twinned sample would average to zero, whereas the local order measured by NMR reveals

all domains simultaneously [4].

As seen in Fig. 5.2, the applied strain significantly alters the local EFG. Just above the

structural transition the strained EFG values approach those in the spontaneously ordered

phase in the absence of strain. Furthermore, the maximum strain levels as measured by the

dilatometer reach approximately 60% of the spontaneous values of the orthorhombicity in

the ordered phase [48].
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5.4 Extracting the nematic susceptibility from the EFG

Our results show that νyy remains linear over this range, as shown in Fig. 5.3. The slope

of this response is therefore a measure of the static nematic susceptibility χnem. Similar

behavior was observed in elastoresistance [7], shear modulus [35], and electronic Raman

scattering [5]. However, NMR probes the local nematicity in terms of the different orbital

occupations reflected in the EFGs, rather than the bulk response, which can be affected by

inhomogeneities. We note that, rigorously, χnem is the “bare” nematic susceptibility, i.e.,

without the contribution arising from the coupling to the lattice. The bare and renormalized

susceptibilities are related by a Legendre transformation.

Figure 5.4 shows the temperature dependence of dη/dεB2g and compares the response

to elastoresistance measurements [7]. The NMR data exhibit a similar behavior with a

divergence at the structural transition, Ts = 135K. We fit the EFG data to the sum of

a Curie-Weiss term plus a background susceptibility, χnem = C/(T − T0) + χ0, and find

C = 4700±700 K, T0 = 116±3 K and χ0 = 54±8. The background term reflects the intrin-

sic response of the lattice, whereas the Curie-Weiss term represents the nematic instability.

Our observed value of T0 is consistent with elastoresistance, but differs from that observed

by Raman scattering and by shear modulus measurements [5, 35, 49]. As noted above, the

difference between T0 and Ts arises due to the fact that we are probing the bare nematic

susceptibility without the lattice contribution. In order to understand the relationship

between the EFG asymmetry and the splitting between the Fe dxz and dyz orbitals, our col-

leagues W. Goh and W. Pickett performed generalized gradient approximation (GGA)-based

density functional theory (DFT) calculations [50, 51] for the tetragonal structure at 300K

and 0.2GPa [52] under anisotropic, in-plane strain εani. Their values of the EFG are consis-

tent with previous calculations in the absence of strain, but underestimate the experimental

values by approximately a factor of 3 [53, 54]. They confirm that the EFG is dominated by

the occupation of the As p orbitals [44], which are hybridized with the neighboring dxz and

dyz orbitals. They calculate that dη/dεani = 33, which is close to the experimental value
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Figure 5.4: The nematic susceptibility measured by the EFG asymmetry (circles) and that
measured by elastoresistance (triangles, reproduced from Ref. [3]). The solid line is a fit to
the NMR data, as described in the text. The vertical dashed line indicates Ts.

of the background susceptibility, χ0. The strong temperature-dependent divergence at Ts

is a collective phenomenon driven by the electronic system and cannot be captured by the

DFT calculations which are valid only at T = 0. Under strain, the energy doublet at the M

point in k space corresponding to the degenerate dyz and dxz on-site energies develops a finite

splitting, ∆xz−yz. We find that η = A∆xz−yz, where A = 5.7/eV . These values are consistent

with angle-resolved photoemission experiments that indicate a splitting ∆xz−yz ∼ 40meV in

the nematic phase [55], whereas NMR studies reveal a value of η ∼ 1.2 [4].

Figure 5.2 also shows the response of the quadrupolar splitting νzz along the c axis to

in-plane strain. This independent component of the EFG tensor does not couple to the

nematic order, but nevertheless it is suppressed by the lattice distortion. Experimentally,

we find that νzz varies quadratically with strain, such that |νzz(εani)/νzz(0)| = 1 − βε2B2g,

where β ≈ 9000 is approximately temperature independent. The DFT calculations reveal a

small quadratic suppression with β = 30, due to changes in the relative occupations of the
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As pz and px,y orbitals. The difference between the experimental and theoretical values may

reflect changes to the c-axis lattice parameter due to a finite Poisson ratio.

5.5 EFG response in doped pnictides

Our measurements offer insight into the behavior of the EFG in electron-doped pnictides.

In doped Ba(Fe,M )2As2 (M =Co, Ni), the quadrupolar satellite resonances are inhomoge-

neously broadened (∼ 1.0− 1.5MHz) relative to those in the parent compound (0.13MHz)

[56, 57, 58]. A large source of this broadening may arise from local strain distributions. Local

strains at dopant atoms can reach up to 3% [59], which would correspond to a shift in the

As EFG parameters of δη ∼ 10 and δνzz ∼ 2.9MHz at 140K. The strain field relaxes with

distance from the dopant, and possibly other types of defects, giving rise to a distribution of

local EFGs. Recently, a finite EFG asymmetry η ∼ 0.1 was reported in BaFe2(As1−xPx)2 in

the nominally tetragonal phase [44]. This value would be consistent with an average strain

field on the order of 0.05%. We postulate, therefore, that the origin of the finite nematicity

observed in this compound reflects inhomogeneous strain fields, rather than intrinsic ne-

maticity above the structural transition [60]. The presence of strain fields in the nominally

tetragonal phase has indeed been observed directly by scanning tunneling microscopy (STM)

[61]. Complex EFG distributions have also been reported in RFeAsO1−xFx (R=La, Sm) that

have been interpreted as nanoscale electronic order [62]. It is unclear whether these spatial

variations arise due to νzz or η, although they may reflect a combination of both strain

and/or orbital occupations.
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5.6 Conclusion

We have conducted detailed measurements of the EFG under a uniform uniaxial strain, and

observed a linear response that is strongly temperature dependent. The slope agrees well

with other measurements of the nematic susceptibility, and demonstrates that C4 symmetry

is broken not only in the different Fe 3d orbital occupations, but also in the As 4p orbitals.

Because the As-75 EFG is proportional to the orbital occupations, NMR measurements pro-

vide quantitative measures of the changes of these occupations under strain. Measurements

of the local nematicity by NMR provide an important microscopic complement to other tech-

niques, and offer a unique opportunity to measure the response in the superconducting state.

We plan on conducting NMR under strain below Tc in the future. Such measurements may

provide insight into the role of nematic degrees of freedom in the superconducting mechanism

[28, 63].
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Chapter 6

NMR study of Ba(Fe1−xCox)2As2

x=0.048

6.1 Introduction to Co-doped BaFe2As2

We performed NMR measurements on a detwinned single crystal of Ba(Fe1−xCox)2As2 with

x = 0.048 suspended across a mechanical horseshoe clamp briefly discussed in 3.3 with more

details provided in the next section. NMR results under uniaxial stress in these materials

have not been reported previously. Spin-lattice relaxation rate measurements in twinned

samples include contributions from both domains simultaneously, each domain could be

strained differently and therefore the magnetization recovery may consist of a distribution of

relaxation rates [64]. The material studied here is underdoped, with Ts ≈ 60 K, TN ≈ 50 K,

and Tc ≈ 18 K. We find that the spin-lattice relaxation rate is anisotropic in the basal plane,

reflecting strong nematic spin correlations of the Fe spins extending above Ts (As electron

spins are correlated as well but the physics is driven by Fe electrons). We also find that the

stretched exponential recovery persists in the detwinned crystals [1]. These results suggest

that random strain fields induced by the dopants are larger than the externally applied strain

used to detwin the crystal.
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Figure 6.1: (a) Strain device with single crystal of Ba(Fe0.952Co0.048)2As2 under strain. (b)
ab plane, showing the Fe atoms and spin orientation in the ordered magnetic phase, with
the orthorhombic aO and bO axes shown as dotted lines, and the tetragonal axes (aT ) shown
as dashed lines. (c) Close-up image of the crystal oriented such that the applied field, H0, is
along the bO (perpendicular to the direction of applied strain) and (d) along aO (parallel to
the direction of applied strain). For the latter case, the coil was rotated by approximately
30◦ so that a component of the radio-frequency field H1 lies perpendicular to H0.

6.2 Application of strain and detwinning

Single crystals were synthesized by the Canfield group via a self-flux method and character-

ized via transport measurements and wavelength-dispersive spectroscopy to determine the

Co-doping level [65]. A sample of dimensions 1.1mm× 0.57mm× 0.05mm was cut with the

long axis parallel to the tetragonal [110] direction, and mounted in a mechanical horseshoe

device as described in Ref. [3] and shown in Fig. 6.1. The crystal was secured using silver

wires soldered to the edges of the sample. These wires serve not only to transmit tensile

stress to the crystal but also as leads for resistivity measurements. Stress is applied by

tightening a screw by about 1/4 to 1/2 turn, which is enough to apply stresses on the order

of 10–20MPa [3]. The sample was inserted into the NMR coil embedded in epoxy prior to

mounting in the clamp cell. This is the first time such a device has been employed for NMR
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Figure 6.2: (a) Resistance and (b) derivative of resistance versus temperature for the
Ba(Fe0.952Co0.048)2As2 crystal measured with and without strain in zero field. Resistivity
reaches a minimum at TS, and the dR/dT curve exhibits a minimum at TN . TN transition
shown in the graph is extracted from 1/(T1T ) measurements and is slightly different from
the TN temperature defined by the minimum in dR/dT .

measurements.

The resistance of the crystal is shown in Fig. 6.2 as a function of temperature measured

in zero magnetic field. In the unstrained state, the resistivity exhibits a minimum at Ts, and

the temperature derivative dR/dT curve exhibits a broad maximum close to TN [10, 65].

Note, however, that we identify TN not by the resistance measurements, but by the peak in

T−11 , as discussed below, since that indicates a divergence in the critical spin fluctuations.

In the absence of strain, the resistance includes domains oriented both along the crystallo-

graphic aO and bO directions. Under strain, domains oriented with the aO axis parallel to

the direction of applied tensile strain are favored, and the measured resistance changes be-

low Ts. For sufficiently large strain, the measured resistance becomes independent of strain,

indicating a fully detwinned state. Figure 6.2 shows the resistance for the fully detwinned

state. This behavior is consistent with independent measurements of the resistivity along
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the aO direction [31].

6.3 Spin-Lattice Relaxation Data

The spin-lattice relaxation rate, T−11 , was measured at the central transition of the 75As

(I = 3/2) by inversion recovery 1 in a field of H0 = 11.73T for the field perpendicular to the c

axis, with and without strain applied. The measurements were conducted with H0 oriented

both parallel (H0||aO) and perpendicular (H0||bO) to the direction of applied strain. The

nuclear magnetization was fit to a stretched exponential B.1

M(t) = M0{1− f [
9

10
e
−( 6t

T1
)β

+
1

10
e
−( t

T1
)β

]} (6.1)

where M0 is the equilibrium magnetization, f is the inversion fraction, and β is the stretching

exponent [64]. (T1T )−1 and β are shown as a function of temperature in Fig. 6.3 (note that

the data have been offset vertically for clarity). For H0||bO, the coil was naturally oriented

such that the rf field H1 ⊥ H0, as shown in Fig. 6.1(c); this condition is necessary in order

to detect the nuclear magnetization and obtain a high signal-to-noise ratio. For H0||aO the

coil was rotated by ∼ 30◦ from the strain axis as shown in Fig. 6.1(d) in order to create

a component of H1 that is perpendicular to H0. The component parallel to H0 has no

effect on the nuclear magnetization and does not affect the T−11 measurement. The clamp

and suspended crystal were warmed to room temperature and rotated between Figs. 6.1(c)

and 6.1(d). Because the applied stress was not changed, the level of strain was nominally

identical for the two orientations.

As seen in Fig. 6.3, the relaxation rate diverges at TN , and the stretching exponent, β,

reaches a minimum of ≈ 0.5 at this temperature. The same qualitative behavior is observed

1Inversion recovery is a pulse techinque to measure T−1
1 using spin echos. First, a π pulse is applied

that inverts the nuclear magnetization. Then, the system is allowed to relax for different times called twait.
Finally, the spin echo pulse sequence is applied to sample the nuclear magnetization [1]
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Figure 6.3: (a) (T1T )−1 and (b) the stretching exponent β vs temperature for
Ba(Fe0.952Co0.048)2As2 for field oriented along either the aO or bO directions. The data in
panel (a) have been offset vertically by 1 and 2 s−1K−1 for clarity and in panel (b) by 0.5
and 1.0.

with and without strain, but there are subtle differences in (T1T )−1 that emerge near Ts

under strain. The peak value of (T1T )−1 decreases by ∼ 30% for both directions under

strain. Furthermore, the data for H0||bO appear to exhibit a small shoulder at Ts that does

not appear in the data for the aO direction. Surprisingly β does not show any significant

differences under strain. β is a direct measure of the width of the distribution of local re-

laxation rates [21]. This distribution has been postulated to arise from random strain fields

induced by the dopants that couple to nematic order, causing β to decrease from unity below

a temperature on the order of 100K in this doping range [46]. This inhomogeneity might be

expected to vanish in the presence of a homogeneous strain field that is enough to induce

a single nematic domain. However, the data indicate that the level of inhomogeneity, as
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measured by the size of β, remains unchanged. This result suggests that either the origin of

the inhomogeneous relaxation arises from some other source of disorder or that the random

strain fields induced by the Co dopant atoms [59], which are much larger than the modest

homogenous strain field that is applied to detwin the crystal, are responsible for the glassy

behavior.

Figure 6.4(a) shows the difference ∆(T1T )−1α = (T1T )−1α (ε) − (T1T )−1α (0) (α = a, b) be-

tween the relaxation rates with and without uniaxial tensile strain for both directions. Fig-

ure 6.4(b) shows the anisotropy in the relaxation rate, (T1T )−1anis = (T1T )−1a − (T1T )−1b under

strain, and the isotropic strain-induced component, (T1T )−1iso = 1
2
[(T1T )−1a (ε) + (T1T )−1b (ε)]−

(T1T )−1(0). The relaxation was measured for both crystal directions in the absence of strain,

and no differences were observed to within the error bars. All of these quantities peak at

TN , but remain finite up to and above Ts. This behavior reflects the fact that C4 symmetry

is broken by the strain field, which induces a finite nematicity above the onset of long-range

nematic order, similarly to how a magnetic field induces a finite magnetization in the para-

magnetic phase above the Curie temperature in a ferromagnet. Similar behavior has been

observed in elastoresistance and neutron scattering measurements [7, 43, 42]. Note that the

in magnitude of (T1T )−1anis (green data in Fig. 6.4) in the detwinned state is approximately

30% of the value of (T1T )−1 (black data in Fig 6.3) in the unstrained state at TN . The

width of the distribution of relaxation rates, however, far exceeds this variation due to the

anisotropy, which is consistent with the observation that β is unchanged in the detwinned

state.

6.4 Analysis

To analyze the results, we start with the general expression for the spin-lattice relaxation

rate due to a magnetic field applied in an arbitrary direction. Hereafter, our coordinate

system refers to the 1-Fe unit cell in the orthorhombic phase. In the paramagnetic state, the
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Figure 6.4: (a) (T1T )−1(ε)−(T1T )−1(0) for field along both the a and b directions, and (b)
(T1T )−1anis and (T1T )−1iso vs temperature for Ba(Fe0.952Co0.048)2As2.

internal field experienced by the nucleus is zero and we obtain [18]

(
1

T1T

)
θ,φ

=
γ2

2

∑
q

∑
α=x,y

[
R̄ · Āq · ¯̃χ(q) · Ā†q · R̄†

]
αα

(6.2)

where γ is a constant proportional to the gyromagnetic ratio of the nucleus, Āq is the hyper-

fine tensor, R̄ is the rotation matrix (shown explicitly in the A.2, and θ, φ are the polar and

azimuthal angles describing the direction of the magnetic field with respect to the (a, b, c)

crystal axis. In this coordinate system, the susceptibility is diagonal in spin space, χ̄ =

diag (χaa, χbb, χcc). For convenience, we defined χ̄αβ(q) = limω→0
=χαβ(q,ω)

ω
. Because the sys-
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tem is metallic, Landau damping2 Γ is present and we can write χ−1αβ(q, ω) = χ−1αβ(q, ω)−iΓω,

yielding χ̃αβ(q) = Γχ2
αβ(q).

The anisotropy in the spin-lattice relaxation rate
(

1
T1T

)
anis

≡
(

1
T1T

)
a
−
(

1
T1T

)
b
≡(

1
T1T

)
φ=0,θ=π/2

−
(

1
T1T

)
φ=π/2,θ=π/2

can be calculated directly from Eq. (6.2). In general,

the anisotropy in 1/T1T can arise from two sources: either an anisotropy in the elements of

the hyperfine tensor Āq or an anisotropy in the elements of the susceptibility tensor χαβ.

The latter reflects the anisotropies of the magnetic fluctuations, whereas the former is mainly

determined by the changes in the lattice environment. Since the lattice distortions are very

small, hereafter we focus on the anisotropies induced by the spin spectrum only, setting

Aaa = Abb, Abc = Aac, and Aab = Aba. We obtain

(
1

T1T

)
anis

=
g2

2

∑
q

{[
F1 (q)A2

ab − F2 (q)A2
aa

]
[χ̃aa(q)− χ̃bb(q)] + F3(q)A2

ccχ̃cc(q)
}

(6.3)

with the form factors F1 (q) = sin2
(
qx
2

)
sin2

( qy
2

)
, F2 (q) = cos2

(
qx
2

)
cos2

( qy
2

)
, and F3 (q) =

1
2

(cosqx − cosqy). The existence of a sizable spin-orbit coupling in the iron pnictides [67]

enforces important symmetry constraints on the susceptibility tensor [68, 69]. Specifically, in

the tetragonal paramagnetic phase, while χaa (q) and χbb (q) do not need to be C4 (tetrago-

nal) symmetric functions, χaa (q) becomes identical to χbb (q) upon a 90◦ rotation. Therefore,

because the combination χaa (q) − χbb (q) is C2 symmetric, while the functions F1 (q) and

F2 (q) are C4 symmetric, the first term in Eq. (6.3) vanishes in the tetragonal phase. Simi-

larly, symmetry requires that χcc (q) is a C4 symmetric function; thus, because F3 (q) is C2

symmetric, the second term vanishes as well. Hence, as expected, (T1T )−1anis vanishes in the

tetragonal phase.

To model the magnetic spectrum of the pnictides, we note that at low energies the sus-

ceptibility is strongly peaked at the magnetic ordering vectors Q1 = (π, 0) and Q2 = (0, π),

2For a purely magnetic system, the spin wave excitations are slow, but if the system is metallic and there
is a coupling between the magnetism and the electrons, the fast electrons will damp the magnetic excitations
through a process known as Landau damping [66]
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as seen by neutron scattering [70, 71]. If the susceptibilities were δ functions peaked at

the ordering vectors, then the fact that F1 (Qi) = F2 (Qi) = 0 6= F3 (Qi) would imply that

(T1T )−1anis probes only the χcc component of the susceptibility tensor. However, the system

has a finite magnetic correlation length in the paramagnetic phase. To model this behav-

ior,we consider a low-energy model in which the susceptibilities are peaked at the magnetic

ordering vectors [72]:

χaa (q)

χ0

=
(
ξ−21 + cosqx − cosqy + 2

)−1
+
(
ξ−22 − cosqx + cosqy + 2

)−1
,

χbb (q)

χ0

=
(
ξ−22 + cosqx − cosqy + 2

)−1
+
(
ξ−21 − cosqx + cosqy + 2

)−1
,

χcc (q)

χ0

=
(
ξ−23 + cosqx − cosqy + 2

)−1
+
(
ξ−23 − cosqx + cosqy + 2

)−1
.

(6.4)

where we defined the correlation lengths ξi associated with each magnetic channel (in units

of the lattice constant a) and the magnetic energy scale χ−10 . In the tetragonal phase,

symmetry requires that χaa (Q1) = χbb (Q2), χbb (Q1) = χaa (Q2), and χcc (Q1) = χcc (Q2)

[69], which is satisfied by Eq. (6.4). The situation is different in the nematic phase, where

magnetic fluctuations become anisotropic; i.e., fluctuations around Q1 and Q2 are no longer

equivalent. Because the susceptibility tensor has three independent elements, one needs to

introduce three so-called nematic order parameters φi, with i = 1, 2, 3. We introduce them

in Eq. (6.4) by replacing the magnetic correlation lengths ξ−21 → ξ−21 ∓ φ1, ξ
−2
2 → ξ−22 ± φ2,

(where the upper sign refers to χaa whereas the lower sign refers to χbb), and ξ−23 → ξ−23 ∓φ3

(where the upper sign corresponds to the first term in χcc whereas the lower sign refers to

the second term). The physical meaning of these nematic order parameters is clear [11], as

φi > 0 (φi < 0) implies that the Q1 (Q2) ordering vector is selected in the nematic phase.

φ1, φ2, and φ3 only become non-zero when the system breaks C4 symmetry. They are all
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proportional to one another, so they are either all non-zero when C4 symmetry is preserved,

or all non-zero when C4 symmetry is broken. Note that the proportionality constants and

their relative signs depend on microscopic considerations and are not known.

Substituting these expressions in Eq. (6.3) and expanding to leading order in the three

nematic order parameters, we obtain (in units of g2γχ0

π
)

(T1T )−1anis = −2
(
A2
aa − A2

bb

) (
φ1ξ

2
1 − φ2ξ

2
2

)
− 8A2

acφ3ξ
4
3 (6.5)

and

∆ (T1T )−1iso = 8A2
acξ

6
1φ

2
1 +

1

2

(
A2
aa + A2

ab

)
ξ42φ

2
2 + 4A2

acξ
6
3φ

2
3 (6.6)

In deriving these expressions, we considered ξi to be moderately large and kept the leading

order terms for each ξi. We also neglected any strain-induced changes to the tetragonal hy-

perfine coupling tensor. As expected from symmetry consideration, (T1T )−1anis varies linearly

with φi, whereas (T1T )−1iso varies quadratically. According to previous NMR investigations,

Aaa ≈ 0.66kOe/µB and Aac ≈ 0.43kOe/µB [4]. We do not have direct information about

Aab; however, all of the other elements of the hyperfine tensor are known. If we assume that

one of the principal axes of the tensor lies along the Fe-As bond axis, then we can constrain

Aab/Aaa = 0.37 or −0.94; thus it is reasonable to assume Aab < Aaa.

We are now in a position to analyze the experimental results displayed in Fig. 6.4. The

presence of tensile strain ε along the a axis effectively induces a conjugate field that couples

to the nematic order parameters, i.e., φi ∝ ε. As a result, the nematic phase extends to high

temperatures, and TS signals a crossover rather than an actual phase transition. Further-

more, because in our experiment tensile strain is applied along the a axis, the Q1 ordering

vector is selected by the external strain, with spins pointing along the a axis (see Fig. 6.1

and also Ref. [43]). As a result, φ1 > 0, although φ2 and φ3 could in principle have different

signs.

At temperatures much larger than the magnetic transition temperature TN , the effects
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of the spin-orbit coupling are presumably small. Therefore, in this regime, the magnetic

spectrum should display an isotropic behavior, with ξi ≈ ξ. In this regime the last term in

Eq. (6.5) dominates, and the sign of (T1T )−1anis is the opposite of the sign of φ3. According

to the data plotted in Fig. 6.4(b), within the experimental error bars, (T1T )−1anis < 0 at high

temperatures, suggesting that φ3 > 0.

As the magnetic transition is approached, the effects of the spin-orbit coupling presum-

ably become more important. In particular, because in the magnetically ordered state the

magnetic moments point parallel to the ordering vector Qi, ξ1 must be the only correlation

length that diverges at the magnetic transition, i.e., ξ1 � ξ2, ξ3 at T & TN . Consequently,

the first term in Eq. (6.5) should dominate in this regime. Because φ1 > 0 and Aab < Aaa,

we expect that (T1T )−1anis < 0 near the transition. This expectation, however, does not agree

with the observed behavior seen in Fig. 6.4(b).

We can also analyze the isotropic response, (T1T )−1iso. According to Eq. (6.6), ∆ (T1T )−1iso

is always positive. Indeed, neutron scattering experiments in both twinned [73] and de-

twinned [74] samples find enhanced magnetic fluctuations in the nematic phase. However,

our data presented in Fig. 6.4(b) shows that ∆ (T1T )−1iso is positive only at high temperatures

— roughly within the same regime in which (T1T )−1anis < 0 ¡ 0 — and becomes negative as

TN is approached, in contrast with the prediction of Eq. (6.6).

There are several possible reasons for this discrepancy between the theoretical calcula-

tion and the observed data in the temperature regime near TN , including (i) unequal strain

between the two different field orientations, (ii) crystal misalignments, and (iii) higher order

corrections due to noninfinitesimal strain. Note that this device nominally applies a constant

stress, rather than constant strain, and differential thermal contraction between the mechan-

ical clamp, the silver wires, and the sample likely leads to a temperature-dependent induced

strain. Because the nematic order parameters φi should be proportional to the strain, these

quantities may not be the same for the two different field directions in the measured values.

For example, if the wires used to suspend the sample exhibit a temperature-hysteretic effect
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due to thermal contractions that exceed the elastic regime, then the strain applied for the

two different directions will be different.

Scenario (ii), crystal misalignment, could arise from a small component of H0 along the

c direction that is different between different crystal orientations, which would contribute

an asymmetry that would not cancel out. As the crystal is suspended in free space by the

wires, it is possible that differences in thermal expansions could lead to torques that could

twist the crystal, giving rise to a difference between the crystal orientation between strained

and unstrained conditions. It’s also possible that the equilibrium positions of the crystal

were slightly different with respect to the magnetic field for the two orientations. Detailed

studies of the NMR spectra (not shown) in the ordered state of undoped BaFe2As2 under

strain in this device indicate that misalignments of 1− 2◦ are possible.

The third scenario, namely higher-order strain-induced changes to the spin-lattice relax-

ation rate, could be present, depending on the sensitivity of the nematic order parameters,

φi, to strain. Nominally, the applied strains are small and are just enough to detwin the

crystal. We observe little or no shift in the peak of (T1T )−1α at TN in Fig. 6.3, suggesting that

the main effect of strain is to detwin the crystal. However, for sufficiently high strain levels,

TN is known to increase [74], and therefore the temperature dependence of the correlation

lengths ξi will be altered.

In this regard, we note that the theoretical analysis presented here considers the linear

response of (T1T )−1anis to strain. From generic symmetry considerations, in the linear-response

regime, one expects that ∆ (T1T )−1a and ∆ (T1T )−1b display opposite behaviors. From Fig.

6.4, this does seem to be the case at higher temperatures, where in fact the theoretical

predictions for (T1T )−1anis and (T1T )−1iso are in qualitative agreement with the data. As TN is

approached, however, both ∆ (T1T )−1a and ∆ (T1T )−1b display the same behavior, indicating

the onset of nonlinear effects beyond the analysis presented here. To mitigate these issues,

it would be interesting to control precisely the applied strain using a piezo device, as was

done in Ref. [7] for resistivity measurements.
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An alternative explanation for the inhomogeneity of the relaxation rates attributes it

to the incommensurability of the magnetic ordering vector [75, 76, 77]. However, for the

concentration studied here, high-resolution resonance magnetic x-ray diffraction reported no

signs of incommensurability [78]. Neutron scattering studies have reported incommensurate

order only at higher doping levels (x > 0.056) [79].

6.5 Conclusion

In summary, we have measured the NMR spin-lattice relaxation rate in Ba(Fe1−xCox)2As2

with x = 0.048 under uniaxial tensile stress as a function of temperature and found signifi-

cant changes to the relaxation rate that persist above Ts in a detwinned crystal. The strain

field breaks C4 symmetry, and the anisotropic magnetic fluctuations probed by T−11 reflect

the impact of nematicity on the fluctuation spectrum. Surprisingly, the glassy behavior

manifested by the broad distribution of relaxation times is unaffected under strain. This

observation suggests that the local strains, introduced either by the Co dopants or by lattice

defects, exceed the applied strain. Consequently the glassy behavior is not associated with

large nematic domains.

We also compute the spin-lattice relaxation rate using a model for the anisotropic dynam-

ical spin susceptibility. By introducing nematic order parameters that reflect the changes

to the spin-spin correlation lengths along the three crystal axes, we estimate the leading

contributions to the anisotropy of the spin-lattice relaxation rate in the presence of strain.

Theoretically, we find that the strain-induced changes to
(
T1T

−1
a,b

)
should have opposite signs.

On the other hand, experimentally we find that this is the case only at high temperatures,

since both quantities are suppressed as TN is approached. This discrepancy most likely arises

due to crystal misalignments between the strained and unstrained states, and/or differences

in induced strains between the two different directions. Future measurements with more pre-

cise control over the orientation and amplitude of the strain will provide detailed information
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about the relative sizes of the nematic order parameters, φi, under strain. Nevertheless, our

experiments show that the combination of NMR and strain is a unique tool to probe the

effect of nematic order not only on the unpolarized magnetic spectrum but most importantly

on the polarized spin spectrum, revealing the interplay between nematicity and spin-orbit

coupling.
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Chapter 7

Spin Polarization under uniaxial

strain in BaFe2As2

7.1 Introduction

The close relationship between nematicity and the magnetic degrees of freedom can be seen

directly from the stripe-like nature of the antiferromagnetic state, which orders with one of

two possible wave-vectors related by a 90◦ rotation: Q1 = (π, 0) (corresponding to spins

parallel along the y-axis and antiparallel along x) and Q2 = (0, π) (corresponding to spins

parallel along x and antiparallel along y). Below TN nearest neighbor spins are parallel or

antiparallel depending on whether they are connected by a short or long bond, however, in

the nematic phase above TN but below Ts the magnetic fluctuations centered around Q1

become weaker or stronger than those centered around Q2, depending on whether the b-axis

is parallel or perpendicular to Q1, respectively. Mathematically, this allows one to define

the nematic order parameter φ̄ in terms of the (spin unpolarized) magnetic susceptibility

χ (q) according to φ ≡ χ−1 (Q2) − χ−1 (Q1)[11]. Such an interplay between nematic and

spin degrees of freedom has been indeed observed by neutron scattering [43, 42, 41, 80] and

nuclear magnetic resonance (NMR) experiments in twinned and detwinned doped BaFe2As2,
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LaFeAsO and NaFe1−xCoxAs crystals [81, 82, 23, 40, 83].

7.1.1 Orbital degrees of freedom

However, orbital degrees of freedom also participate actively in the nematic phase. This

leads to the well-known effect that tetragonal symmetry-breaking is also manifested by a

ferro-orbital polarization that makes the occupation of the Fe dxz orbitals different than the

occupation of the Fe dyz orbitals [84]. Spin-orbit coupling (SOC), which converts anisotropies

in real space into anisotropies in spin space, plays a central role controlling the interplay be-

tween spin and nematic degrees of freedom [67]. On one hand, SOC forces the spins to

point along the ordering vector direction below TN . This effect takes place even at zero ap-

plied strain, and is manifested by the fact that the three diagonal magnetic susceptibilities,

χαα (Q1), where α = x, y, z, are different already in the paramagnetic tetragonal phase. In-

deed, the distinct behavior of in-plane and out-of-plane spin fluctuations is well documented

in the literature via polarized neutron scattering measurements [85, 86], NMR measurements

[18, 87, 88], and theoretical considerations [69].

7.1.2 Spin structure of the nematic order

The evolution of the spin fluctuation anisotropy under strain has been less explored, but can

shed light on the unique spinspace structure of the nematic order parameter. This is defined

mathematically by φ̄αβ = χ−1αα (Q2)− χ−1ββ (Q1). Clearly, the nematic order parameter φ̄ de-

fined above can be understood as an average over all possible polarizations, φ̄ = 1
9

∑
αβ φαβ.

As discussed in A.1, the space-group symmetry of the iron pnictides forces many of these

combinations to vanish, yielding only three non-zero-independent components: φxy, φyx, and

φzz. This important property of spin-nematicity has not been discussed previously in the lit-

erature. Experimentally, probing the spin structure of the nematicity would require polarized

neutron scattering measurements in detwinned samples above the magnetic transition tem-

perature. Polarized experiments inside the magnetically ordered phase probe a completely
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Figure 7.1: Application of uniaxial strain. a Crystal structure of BaFe2As2, with Ba
(green), Fe (blue) and As (magenta) sites shown. Lower panel shows the Fe–As layer in
the tetragonal phase, with arrows indicating the unit cell axes of the orthorhombic phase(
a ‖ (110)tet , b ‖

(
110
)
tet

)
. b, c Orientation of the magnetic field with respect to the coil

(H1) and strain axis for H0 ⊥ c (b) and H0 ‖ c (c). For positive (tensile) strain H0 is
parallel to (b), whereas for negative (compressive) strain H0 is along (a)

different type of anisotropy, related to long-range magnetic order, and not to the fluctuation

spectrum [89, 90, 91]. Elucidating this hitherto unknown spin structure of the nematic or-

der parameter is fundamental to shed light on the intricate interplay between orbital, spin,

and lattice degrees of freedom, which are ultimately responsible for the superconducting

instability of the system.

7.2 Results

We have performed NMR spin-lattice relaxation measurements to probe the anisotropy of

the spin fluctuations under fixed strain in the paramagnetic phase of BaFe2As2. The role of

the applied uniaxial strain is to provide a small tetragonal symmetry-breaking field, akin to

externally applied magnetic fields in ferromagnets. In contrast to previous works, here we

probe the magnetic fluctuation anisotropy both in real space and in spin space—more specif-
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Figure 7.2: Strain and temperature dependence of the spin-lattice relaxation rate. T1T
−1
yz

vs. strain (a, c) and vs. temperature (b, d). The solid lines are fits as described in the
text, and error bars are determined from least squares fitting as described in A.3. The open
diamonds in b, d are reproduced from [4]. e χ2

zz (Q1), χ
2
zz (Q2), and χ2

xx (Q1) + χ2
yy (Q2) as

a function of strain at 137 K and 141 K. The data have been displaced vertically for clarity.
The dashed lines are guides to the eye, and the error bars are determined by propagating
the errors in a-d

ically, we determine each of the nematic susceptibilities associated with the three nematic

components φxy, φyx, and φzz. Our main result is that the three nematic components re-

spond differently to external strain, i.e., nematic order induces not only real-space anisotropy,

but also affects the spin-space anisotropy. In particular, we find that the out-of-plane spin

fluctuations centered at Q ‖ â are more strongly enhanced by the strain, as compared to

the spin fluctuations polarized along the longer in-plane axis. This raises the interesting

possibility of reversing the spin polarization of the system from in-plane to out-of-plane by

applying a sufficiently strong in-plane strain. Importantly, these observations were confirmed

by neutron scattering measurements [92]. The easy axis for the spins changes from in-plane

to out-of-plane depending on the applied stress. More broadly, our results thus open a new

66



Figure 7.3: Spin-space structure of the spin-nematic order parameter. Spin fluctuations in
momentum space (left) and in real space (right) and polarization directions of the Fe spins
for the three nematic components, φxy (a, b), φyx (c, d), and φzz (e, f). The red arrows
correspond to the magnetic ordering vector Q1 = (π, 0) and the blue arrows correspond to
Q2 = (0, π). The black spheres are the Fe sites, the green sphere is the As site, and the
green arrows indicate the direction of the hyperfine field

avenue toward magneto-mechanical manipulation of strongly correlated systems that display

nematic order.

7.2.1 Experimental setup

Single crystals of BaFe2As2 were cut along the tetragonal (110) direction and mounted in

the cryogenic CS100 strain cell with field oriented both parallel and perpendicular to the

crystallographic c-axis, as shown in Fig. 7.1.A free-standing NMR coil was placed around

the sample prior to securing the ends of the crystal in the strain device with epoxy. The

radiofrequency field H1 is oriented parallel to the strain axis, which is always perpendicular to

the external field, H0. In our device, strain is always applied along the x-axis defined in Fig.

7.1; since the b-axis is defined as the shorter axis, positive (i.e., tensile) strain corresponds
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Figure 7.4: Temperature dependence of the nematic susceptibilities. a Correlation lengths
ξx,z (0) at zero strain, and b nematic susceptibilities χnemxy,zz vs. temperature, based on the
fits (solid lines) shown in Fig 7.2. Also shown are the nematic susceptibilities measured by
Raman and elastoresistance measurements, reproduced from refs. [5, 6, 7], respectively. The
solid lines are fits as described in the text. The error bars are determined from least squared
minimization fits, holding the ξx,z (0) parameters fixed, as described in Supplementary Note
4

to x ‖ a and y ‖ b, whereas negative (i.e., compressive) strain gives y ‖ a and x ‖ b. When

the crystal is strained by applying voltage to the piezoelectric stacks, the displacement, x, is

measured by a capacitive dilatometer, and strain is calculated as ε = (x− x0) /L0, where L0

is the unstrained length of the crystal. To account for differential thermal contraction, the

zero-strain displacement, x0, was determined by the condition that the quadrupolar splitting

ναα satisfies the tetragonal-symmetry relationship |νxx| = |νyy| = |νzz|/2, as described in 7.3.

The linear relationship between ναα and strain (Figure 7.5) indicates that both positive and

negative strains are achieved, without bowing of the crystal. The field H0 was oriented either

along the z-direction parallel to the crystalline c-axis, or in the plane of the crystal along

the y-direction, as shown in Fig. 7.1.
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7.3 Spectral Measurements

When the crystal is strained by applying voltage to the piezoelectric stacks, the displacement,

x, is measured by a capacitive position sensor, and strain is calculated as ε = (x− x0) /L0,

where L0 is the unstrained length of the crystal. It is crucial to determine the unstrained

displacement, x0, at cryogenic temperatures due to differential thermal contraction between

the strain device and the sample. This value can be obtained by observing the asymme-

try of the electric field gradient (EFG) tensor. The spectra were measured by acquiring

echoes while sweeping the magnetic field H0 at fixed frequency. The quadrupolar satellite

resonances occur at fields Hsat = (f0 ± ναα) /γ (1 +Kαα), where f0 is the radiofrequency,

γ = 7.29019MHz/T is the gyromagnetic ratio, Kαα and ναα are the Knight shift and EFG

tensor components in the α = (x, y, z) direction [17, 12]. The central transition field is given

by: Hcen = f0
γ(1+Kαα)

(
1
2

+

√
3f20−2(νββ+ναα)

2

12

)
, where β = (y, x, z) for α = x, y, z.

Figure 7.5(b) shows a typical field-swept NMR spectrum of 75As, revealing a narrow

central transition (Iz = 1/2↔ −1/2) and two quadrupolar satellite peaks (±3/2↔ ±1/2).

The spectrum was fit to the sum of three Gaussians to extract both the Knight shift, Kαα,

and the EFG, ναα. The EFG tensor is given by ναβ = (eQ/12h) ∂2V/∂xα∂xβ, where Q is

the quadrupolar moment of the 75As and V is the electrostatic potential at the As site.

This quantity is dominated by the occupation of the dxz,yz orbitals of the neighboring Fe

atoms, and the EFG asymmetry η = (νyy − νxx) / (νyy + νxx) is a measure of the nematic

order parameter [46, 44]. Note that the magnetic field lies along the shorter b-axis under

tensile strain (ε > 0), and along the longer a-axis under compressive strain (ε < 0), as shown

in Figure A.1 of the main text. The EFG enables us to identify the zero-strain displace-

ment, x0, by the condition |νxx| = |νyy| = |νzz|. As shown in Figure 7.5(c), νyy, and hence

η (ε) = (νyy (ε)− νyy (−ε)) / (νyy (ε) + νyy (−ε)), varies linearly with strain.

Despite the fact that the EFG varies with strain, we find no significant variation of the

satellite linewidth with strain. The strong variation of the EFG with strain explains the
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Figure 7.5: Knight shift and EFG Versus Strain. (a) Knight shift versus strain at 138K. (b)
The 75As spectrum at 138K for a strain level of 0.0265% at frequency 55.924MHz. The solid
line is a fit to the spectrum as described in the text. (c) The quadrupolar splitting versus
strain, and (d) versus temperature. The zero-strain points (diamonds) are reproduced from
Ref. [4]

quadrupolar broadening observed in Co, Ni or Cu-doped Ba(Fe,M)2As2 [56, 57, 58]. The

dopant atoms create an inhomogeneous strain field that gives rise to a distribution of local

EFGs. Recently a finite value of η ∼ 0.1 was reported in the tetragonal phase of unstrained

BaFe2(As1−xPx)2 above Ts [44]. The origin of this finite nematicity is likely due to local

defects, and based on our results the strain fields are on the order of 0.05%.

The Knight shift is shown versus strain in Figure 7.5(a) for H0 ⊥ c. The in-plane Knight

shift shows little or no variation with ε, such that (Kxx −Kyy) /Kyy ≤ 3% at the highest

strain levels in this material. This result is surprising because the same quantity is approxi-

mately 6% in the nematic phase of FeSe [93]. Recent static susceptibility measurements in
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BaFe2As2 under strain indicate that χxx and χyy in the paramagnetic phase differ by only

5% [34]. This result suggests that χαα (q = 0) couples only weakly to the strain.

7.3.1 Response of spin susceptibility to strain

The 75As (I = 3/2) spin lattice relaxation rate divided by temperature, (T1T )−1µ , for different

field orientations µ = z, y is shown in Fig. 7.2 both as a function of strain ε and temperature

T . It is striking that while (T1T )−1z increases by ∼ 30% at 137K for the largest applied

strain (∼ 0.3%), (T1T )−1y increases by 500%. In both cases, both positive and negative

strain increase (T1T )−1 in a nonlinear fashion. This behavior is a manifestation of the

spin anisotropy induced by nematic order, and the enhancement of TN under strain. More

precisely, the spin lattice relaxation rate is primarily dominated by the fluctuations of the

local hyperfine field at the As site, which in turn is determined by the neighboring iron spins

according to: (
1

T1T

)
µ

=
γ2

2
lim
ω→0

∑
q,α,β

F (µ)
αβ (q)

Imχαβ (q, ω)

~ω
(7.1)

where γ is the nuclear gyromagnetic factor, F (µ)
αβ are the hyperfine form factors, which depend

on the field direction µ A.2, χαβ (q, ω) is the dynamical magnetic susceptibility, and α, β =

{x, y, z} [18]. Because the system is metallic, spin fluctuations experience Landau damping,

resulting in the low energy dynamics χ−1αβ (q, ω) = χ−1αβ (q, ω)− i~ω/Γ, where Γ is the Landau

damping, as seen by neutron scattering experiments [94]. Consequently, lim
ω→0

Imχαβ (q, ω)

~ω
=

1

Γ
χ2
αβ (q), i.e., the spin-lattice relaxation rate is proportional to the squared susceptibility

integrated over the entire Brillouin zone.

Since the magnetically ordered state has wave-vectors Q1 = (π, 0) and Q2 = (0, π),

one expects that the susceptibility is peaked at these two momenta, as demonstrated in

Fig. 7.3. Indeed, neutron scattering experiments confirm that the magnetic spectral weight

is strongly peaked at Q1 and Q2 [41]. A finite nematicity corresponds to a difference in

the relative weights of these peaks, and the physical meaning of each component of the
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nematic order, φαβ, is depicted in Fig. 7.3; for instance, φxy is a measure of the asymmetry

between spin fluctuations peaked at Q1 and polarized along the x-axis, and spin fluctuations

peaked at Q2 and polarized along the y-axis. The magnetic fluctuations associated with each

spin polarization pattern generate very different types of fluctuating local hyperfine fields

experienced by the As, which couples to the four nearest neighbor Fe spins via a transferred

hyperfine interaction (Fig. 7.3) [18].

As an initial step to elucidate the effect of strain on the spin fluctuation anisotropy, we

consider that the susceptibility is sharply peaked at these two magnetic ordering vectors.

Evaluation of the hyperfine form factors yields the following:

(T1T )−1x ∝ χ2
xx (Q1) + χ2

yy (Q2) + χ2
zz (Q2) ,

(T1T )−1y ∝ χ2
xx (Q1) + χ2

yy (Q2) + χ2
zz (Q1) ,

(T1T )−1z ∝ χ2
zz (Q1) + χ2

zz (Q2)

(7.2)

where the prefactors are approximately the same in all equations (see A.2), and proportional

to the off-diagonal hyperfine matrix element Fxz coupling in-plane Fe spin fluctuations to

out-of-plane As hyperfine fields (and vice-versa). The fact that χzz (Qi) contributes to T1

for all directions of the applied magnetic field is thus consistent with the hyperfine field

analysis depicted in Fig. 7.3, since out-of-plane spin fluctuations on the Fe sites produce

hyperfine fluctuating fields in the As sites along both in-plane directions. Similarly, the fact

that only χxx (Q1) and χyy (Q2) contribute to T1 for external fields applied along the plane

is a consequence of the fact that these spin fluctuations generate hyperfine fields in the As

site oriented out of the plane.

Because by symmetry (T1T )−1x (ε) = (T1T )−1y (−ε), the NMR data can be used to extract

the strain and temperature dependence of the three polarized spin-susceptibility combi-

nations χ2
zz (Q1), χ

2
zz (Q2), and χ2

xx (Q1) + χ2
yy (Q2), as shown in Fig. 7.2e. This analysis

provides several interesting insights. First, focusing on the out-of-plane fluctuations, in-plane

strain enhances spin fluctuations around one of the two ordering vectors (χzz (Q1) for ε > 0
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and χzz (Q2) for ε < 0) at the same time as it suppresses the fluctuations around the other

ordering vector. Therefore, in-plane strain transfers magnetic spectral weight between the

two dominant out-of-plane spin-fluctuation channels. This is consistent with neutron scat-

tering experiments in detwinned pnictides [43], which, however, only probed the unpolarized

susceptibility. More importantly, this behavior is a direct manifestation of the response of

the nematic order parameter φzz to strain, since φzz = χ−1zz (Q2)− χ−1zz (Q1).

Turning now to the average in-plane fluctuations χ2
xx (Q1) + χ2

yy (Q2), we note that,

in contrast to the quantity χ−1zz (Q1) − χ−1zz (Q2), it is an even function of the applied

strain. This behavior can be attributed to the response of the nematic order parameter

φxy = χ−1xx (Q2) − χ−1yy (Q1) to strain. Similarly to φzz, φxy promotes a transfer of magnetic

spectral weight, but now between x-polarized spin fluctuations around Q1 and y-polarized

spin fluctuations around Q2. Since only the combination χ2
xx (Q1) + χ2

yy (Q2) contributes

to the spin-lattice relaxation rate, the total magnetic spectral weight remains the same to

linear order in φxy, since what is suppressed in, say, χyy (Q2) is tranferred to χxx (Q1). Of

course, as strain is enhanced, nonlinear effects quadratic in φ2
xy take place, in agreement

with the behavior displayed in Fig. 7.2e. Note that the third nematic order parameter,

φyx = χ−1yy (Q2) − χ−1xx (Q1), does not affect the in-plane fluctuations that contribute the

most to the spin-lattice relaxation rate. This is not unexpected, since the spin fluctuations

associated with χyy (Q1) and χxx (Q2) do not generate hyperfine fields in the As sites, as

shown in Fig. 7.3.

The most striking feature of Fig. 7.2e is that the out-of-plane spin fluctuations seem to

have a larger response to in-plane strain than the in-plane spin fluctuations. This observa-

tion suggests that the nematic susceptibility associated with φzz, χ
nem
zz ≡ ∂φzz/∂ε, is larger

than the nematic susceptibility associated with φxy, χ
nem
xy ≡ ∂φxy/∂ε, and is a manifestation

of the fact that nematic order induces not only real-space anisotropy, but also spin-space

anisotropy. To make this analysis more quantitative, we fit the full temperature, strain, and

field orientation dependence of T1 to a model that incorporates the fact that the magnetic
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fluctuations are not infinitely peaked at the ordering vectors Q1,2, since the magnetic cor-

relation length is finite above the magnetic transition. In the tetragonal phase, there are

three different magnetic correlation lengths, ξx, ξy, and ξz, associated, respectively, with

the pairs of peaks (χxx (Q1), χyy (Q2)); (χyy (Q1), χxx (Q2)), and (χzz (Q1), χzz (Q2)). This

spin anisotropy is intrinsic to the tetragonal crystalline symmetry and is enforced by the

spin-orbit coupling even in the absence of nematic order as shown previously by polarized

neutron scattering [85, 86, 89, 90, 91]. Nematic order induced by strain breaks the equiv-

alence between these pairs of peaks, splitting the correlation lengths into ξ−2x = ξ−2x ∓ φxy,

ξ−2y = ξ−2y ∓ φyx, and ξ−2z = ξ−2z ∓ φzz. This model is similar to the one used previously in

ref. [23] and is described in A.2.

The fits for (T1T )−1z and (T1T )−1y in the absence of strain are shown as solid gray lines

in Fig. 7.2b, d for ξx = ξy. We find ξz/ξx = 0.88, in agreement with the fact that in the

absence of strain the spins point along the plane ((since ξx > ξz, spins are more correlated

along x)). Moreover, the temperature dependence of ξx (T ), shown in Fig. 7.4a, gives val-

ues consistent with those measured by inelastic neutron scattering [95]. Having fixed the

unstrained parameters, we perform fits in the presence of strain, shown by the solid lines in

Fig. 7.2a, c. The only parameters introduced in this case are φxy and φzz. The good agree-

ment between the fitted and the experimental curves of both (T1T )−1z and (T1T )−1y over a

wide temperature-strain regime demonstrates the suitability of the phenomenological model

employed in our analysis.

The temperature and strain behaviors of the nematic order parameters φαβ allow us to

extract the temperature dependence of the nematic susceptibilities χnemxy and χnemzz , as shown

in Fig. 7.4b. The data suggest that χnemzz > χnemxy , particularly close to the magnetic transi-

tion. This quantitative analysis corroborates the qualitative conclusion above, namely that

nematic order induces anisotropies in spin-space, and that the out-of-plane spin fluctuations

are more strongly enhanced by in-plane strain than the in-plane spin fluctuations. The in-

plane spin fluctuations, are nevertheless larger, giving rise to in-plane ordering at TN .
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It is interesting to compare χnemxy and χnemzz with the nematic susceptibility extracted from

elastoresistance [7] and from electronic Raman spectroscopy experiments [5]. As shown in

Fig. 7.4b, the values are consistent, and the NMR-extracted nematic susceptibilities also

follow a Curie–Weiss type of behavior [6], with a Curie temperature T0 = 116K comparable

to that extracted from the elastoresistance [7]. Note, however, that, in contrast to our NMR

analysis, the other probes for the nematic susceptibility are not sensitive to the spin-space

structure of the nematic susceptibility.

7.4 Conclusion

The surprising anisotropic response of different nematic components to in-plane strain reveals

that the spin polarization can be controlled by lattice distortions, similar to a piezomagnetic

effect. In particular, the result χnemzz > χnemxy implies that for sufficiently large strain ε∗,

the dominant spin polarization will shift from in-plane to out-of-plane. Recent NMR and

neutron studies in unstrained FeSe have uncovered similar evidence for a large spin suscep-

tibility along the c-axis in the nematic phase, above Tc [93, 96]. However, the observation of

large c-axis spin fluctuations in FeSe does not reveal information about the temperature de-

pendence of the various nematic susceptibility components, χnemαα , which necessarily require

the application of strain. For BaFe2As2, the value of ε∗ can be estimated from the condition

that the out-of-plane magnetic correlation length χ̃−2z = χ−2z − χnemzz ε becomes larger than

the in-plane magnetic correlation length χ̃x = χx − χnemxy ε, yielding ε∗ ≈ 0.4% close to the

magnetic transition temperature, assuming a linear strain response. Such a strain value,

which is just beyond the capability of our specific piezo device, can reasonably be achieved

by similar types of devices, however. More importantly, this analysis opens a new avenue to

control spin polarization in nematic materials without using magnetic fields, but instead by

using mechanical strain. Since nematic order has been observed in other correlated materials
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such as cuprates and ruthenates, it will be interesting to investigate whether similar sizable

effects are present in these systems as well.
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Chapter 8

Conclusion

Our studies indicate that iron-based superconductors are very sensitive to uniaxial strain.

We utilized two methods to apply strain. For our initial NMR experiments we used a

simple U-shaped horseshoe assembly that allowed us to observe T1 anisotropy in Co-doped

BaFe2As2. This motivated us to go further and use a novel piezoelectric based device that

allowed in-situ strain control to measure NMR quantities such as the T1 and the electric

quadrupole splitting versus uniaxial strain.

The EFG results on the parent BaFe2As2 showed a linear response to the external strain.

The nematic susceptibility was extracted from the slopes of EFG vs strain. The nematic

susceptibility showed a Curie-Weiss dependence. This result shows that nematicity in iron-

based superconductors acts similar to ferromagnetic materials. The sensitivity of the EFG

reponse to the applied strain allows us to determine the strain homogeneity in the sample.

Comparison of the width of the As satellites with the EFG response shows that the applied

strain across the sample was very homogeneous. This observation stimulated the idea of

non-invasive detection of defects in the materials that have strong response to the external

strain.

This work also presents the results of T1 measurements under uniaxial strain for the

parent and Co-doped BaFe2As2. For the Co-doped material, the applied strain breaks the
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C4 symmetry and the spin-lattice relaxation rate becomes anisotropic. Significant changes

of the spin-lattice relaxation rate with temperature were observed as well. T1 measurements

on BaFe2As2 were performed using a CS100 device. Detailed measurements of T1 vs strain

were made for in-plane and out-of-plane orientations and we observed non-linear changes.

The T1 response for the two orientations was highly anisotropic with 30% increase for field

parallel to z and 500% increase for y. This big response is due to strong spin-orbit coupling

in this material. This interplay between lattice and spin degrees of freedom suggests the

possible control of the material’s magnetic properties via piezomagnetism.

To the best of our knowledge, our results are the first to reveal the internal spin structure

of the nematic order parameter in iron-based superconductors. This behavior is a clear

manifestation of the entanglement between spin, orbital, and lattice degrees of freedom in

the normal state of these compounds. Since superconductivity emerges from this unique

state, the rich interplay between these different degrees of freedom revealed by our NMR

analysis will certainly affect the properties of the superconducting state.
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Appendix A

Spin-Lattice Relaxation Model

A.1 Spin-space structure of the nematic order param-

eter

To fully understand the NMR results, it is vital to understand both the spatial structure and

vector orientations of the Fe spins. This information is contained in the spin susceptibility

tensor, χαβ(r, t), where α, β = x, y, z. The nematicity in this system depends on the q-space

structure of χαβ, which is defined as:

χαβ(q) =
1

2π3

∫
dr3eir·qχαβ(r) (A.1)

The nematic order parameter naturally acquires an internal spin structure, since one defines

φαβ = χ−1αα (Q2)− χ−1ββ (Q1) where Q1 and Q2 are the propagation vectors corresponding to

stripes of anti-parallel spins along the x axis, Q1 = (π, 0), and stripes of anti-parallel spins

along the y axis, Q2 = (0, π), respectively. The space-group symmetry of the iron pnictides

forces many of these combinations to vanish, yielding only three non-independent compo-

nents: φxy, φyx, and φzz. To make these points sharper, we employ simple Ginzburg-Landau

considerations. There are two magnetic order parameters, M1 and M2, which correspond
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to the propagation vectors Q1 = (π, 0) and Q2 = (0, π), respectively. These are Heisenberg

spins, thus the vectors have 3 components. If the spins were completely uncoupled to the

lattice, the free energy F would be isotropic in spin space, and therefore would depend only

on M2
1 = M2

1,x +M2
1,y +M2

1,z and M2
2 = M2

2,x +M2
2,y +M2

2,z. Because M1 and M2 are related

by a 90◦ rotation and because the system is tetragonal, M1 and M2 are not two independent

parameters but are constrained. As a result, the free energy must depend only on the com-

bination (M2
1 +M2

2 ), i.e. F = a (M2
1 +M2

2 ) + O (M4), where a ∝ T − TN , and TN is the

mean-field transition temperature [72]. Note that, here, below TN , the magnetization can

point in any direction in spin space.

Now, in the real systems, the spins are coupled to the crystal fields via spin-orbit cou-

pling (SOC). This induces spin anisotropies that force the spins to point along certain di-

rections. As demonstrated in Ref. [69], in a tetragonal system (i.e. above TN and the

nematic/structural transition Ts), there are three spin-anisotropic terms generated by the

SOC:

F = (a+ α1)
(
M2

1,x +M2
2,y

)
+ (a+ α2)

(
M2

1,y +M2
2,x

)
+ (a+ α3)

(
M2

1,z +M2
2,z

)
+O

(
M4
)

(A.2)

The first additional term corresponds to Mi ‖ Qi, the second additional term corresponds

to Mi ⊥ Qi and in-plane, and the third additional term corresponds to Mi ⊥ Qi and

out-of-plane. Clearly, the smaller αi determines the direction of the magnetization below

the magnetic transition temperature. Importantly, note that tetragonal symmetry is fully

preserved: spin fluctuations polarized along x/y/z and centered at Q1 are equivalent to spin

fluctuations polarized along y/x/z (respectively) and centered at Q2. Polarized inelastic

neutron scattering or NMR spin-lattice relaxation rate measurements in the paramagnetic

phase probe precisely these terms. This has been widely explored in the literature.

Nematic order is manifested in the spin spectrum as an inequivalence between magnetic

fluctuations centered around Q1 and Q2. If the system had full spin-rotational invariance,

80



the spin-nematic order parameter would be then simply:

φ = 〈M2
1 〉 − 〈M2

2 〉

This is precisely the order parameter that has been widely explored in the theoretical

literature, and measured experimentally in unpolarized inelastic neutron scattering mea-

surements in detwinned samples. However, because the SOC introduces spin anisotropies,

there are actually different combinations of spin-polarized fluctuations centered around Q1

and Q2. They can be derived from symmetry considerations: as shown in the free energy

A.2, tetragonal symmetry imposes that spin fluctuations polarized along x/y/z and centered

at Q1 are equivalent to spin fluctuations polarized along y/x/z (respectively) and centered

at Q2. Thus, there are three different combinations that break the equivalence between

fluctuations centered around Q1 and Q2:

φxy = 〈M2
1,x〉 − 〈M2

2,y〉

φyx = 〈M2
1,y〉 − 〈M2

2,x〉

φzz = 〈M2
1,z〉 − 〈M2

2,z〉

(A.3)

The fact that these three terms break the same tetragonal symmetry implies that they

must be either all zero or all non-zero. However, the SOC enforces different values for these

three order parameters. In other words, the nematic order parameter naturally acquires a

spin structure due to the SOC, i.e. the real-space anisotropy becomes entangled with the

spin-space anisotropy.

The uniaxial strain ε applied to the system breaks explicitly the tetragonal symmetry

and induces an additional contribution to the free energy:

δF = λ1ε
(
M2

1,x −M2
2,y

)
+ λ2ε

(
M2

1,y −M2
2,x

)
+ λ3ε

(
M2

1,z −M2
2,z

)
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By varying the external strain ε, we can then extract the nematic susceptibility of each

spin-nematic order parameter separately:

χnemxy =
∂φxy
∂ε

, χnemyx =
∂φyx
∂ε

, χnemzz =
∂φzz
∂ε

A.2 Spin-Lattice Relaxation Model

As stated in the main text, the spin-lattice relaxation rate is given by:

(
1

T1T

)
µ

=
γ2

2

∑
q,α,β

F (µ)
αβ (q)

Imχαβ (q, ω)

~ω
(A.4)

where γ is the gyromagnetic ratio of the nuclear spin, and F (µ)
αβ is a form factor that depends

on the direction of the applied field (indicated by µ), and α, β = {x, y, z}. The coordinate

system is defined such that x and y connect nearest neighbor Fe atoms. Ref. [18] derived

the form factor for an As nucleus subject to an arbitrary field direction. In the paramagnetic

state, one obtains (see also Ref. [23]):

(
1

T1T

)
µ

=
γ2

2

∑
q

∑
α=x,y

[
R̄(µ) · Āq · ¯̃χ(q) · Ā†q ·

(
R̄†
)]
αα

(A.5)

All quantities with an overbar are 3 × 3 matrices. The matrix ¯̃χ is diagonal; its matrix

elements are related to the magnetic susceptibility elements according to:

χ̃αα (q) ≡ lim
ω→0

Imχαα (q, ω)

~ω
=

1

Γ
χ2
αα (q) (A.6)
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where Γ is the Landau damping term. Furthermore, we have the hyperfine tensor:

Āq = 4


Axx cos

(
qx
2

)
cos
( qy

2

)
−Axy sin

(
qx
2

)
sin
( qy

2

)
iAxz sin

(
qx
2

)
cos
( qy

2

)
−Ayx sin

(
qx
2

)
sin
( qy

2

)
Ayy cos

(
qx
2

)
cos
( qy

2

)
iAyz cos

(
qx
2

)
sin
( qy

2

)
iAzx sin

(
qx
2

)
cos
( qy

2

)
iAzy cos

(
qx
2

)
sin
( qy

2

)
Azz cos

(
qx
2

)
cos
( qy

2

)
 (A.7)

and the rotation matrix:

R̄(µ) =


sin2 φ+ cos θ cos2 φ − sin 2φ sin2 θ

2
cosφ sin θ

− sin 2φ sin2 θ
2

cos2 φ+ cos θ sin2 φ sinφ sin θ

− cosφ sin θ − sinφ sin θ cos θ

 (A.8)

This is the rotation matrix to go from the basis that diagonalizes the hyperfine tensor to the

crystalline basis [18]. Here, the field direction µ is described by the angles θ, φ according

to ĥ = cosφ sin θx̂ + sinφ sin θŷ + cos θẑ. Because the lattice distortion is very small, we

consider hereafter that the hyperfine tensor remains essentially tetragonal, i.e. Axx = Ayy,

Ayz = Axz, and Axy = Ayx.

It is now straightforward to obtain the expressions for 1/ (T1T )µ for different field direc-

tions µ. We find:

(
1

T1T

)
x

=8γ2
∑
q

[
sin2

(qx
2

)
sin2

(qy
2

)
A2
xy + sin2

(qx
2

)
cos2

(qy
2

)
A2
xz

]
χ̃xx (q)

8γ2
∑
q

[
cos2

(qx
2

)
cos2

(qy
2

)
A2
yy + cos2

(qx
2

)
sin2

(qy
2

)
A2
yz

]
χ̃yy (q)

8γ2
∑
q

[
cos2

(qx
2

)
sin2

(qy
2

)
A2
yz + cos2

(qx
2

)
cos2

(qy
2

)
A2
zz

]
χ̃zz (q)

(A.9)
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(
1

T1T

)
y

=8γ2
∑
q

[
cos2

(qx
2

)
cos2

(qy
2

)
A2
xx + sin2

(qx
2

)
cos2

(qy
2

)
A2
xz

]
χ̃xx (q)

8γ2
∑
q

[
sin2

(qx
2

)
sin2

(qy
2

)
A2
xy + cos2

(qx
2

)
sin2

(qy
2

)
A2
yz

]
χ̃yy (q)

8γ2
∑
q

[
sin2

(qx
2

)
cos2

(qy
2

)
A2
xz + cos2

(qx
2

)
cos2

(qy
2

)
A2
zz

]
χ̃zz (q)

(A.10)

and:(
1

T1T

)
z

=8γ2
∑
q

[
cos2

(qx
2

)
cos2

(qy
2

)
A2
xx + sin2

(qx
2

)
sin2

(qy
2

)
A2
xy

]
χ̃xx (q)

8γ2
∑
q

[
cos2

(qx
2

)
cos2

(qy
2

)
A2
yy + sin2

(qx
2

)
sin2

(qy
2

)
A2
xy

]
χ̃yy (q)

8γ2
∑
q

[
sin2

(qx
2

)
cos2

(qy
2

)
A2
xz + cos2

(qx
2

)
sin2

(qy
2

)
A2
zz

]
χ̃zz (q)

(A.11)

If we approximate the magnetic susceptibility as delta-functions peaked at the magnetic

ordering vectors Q1 = (π, 0) and Q2 = (0, π), we obtain:

(T1T )−1x =
8γ2A2

xz

Γ

[
χ2
xx (Q1) + χ2

yy (Q2) + χ2
zz (Q2)

]
(A.12)

(T1T )−1y =
8γ2A2

xz

Γ

[
χ2
xx (Q1) + χ2

yy (Q2) + χ2
zz (Q1)

]
(A.13)

(T1T )−1x =
8γ2A2

xz

Γ

[
χ2
zz (Q1) + χ2

zz (Q2)
]

(A.14)

These equations can be inverted to extract the quantities:

χ2
zz (Q1) =

Γ

16γ2A2
xz

[
−(T1T )−1y (−ε) + (T1T )−1y (ε) + (T1T )−1z (ε)

]
(A.15)

χ2
zz (Q2) =

Γ

16γ2A2
xz

[
(T1T )−1y (−ε)− (T1T )−1y (ε) + (T1T )−1z (ε)

]
(A.16)

χ2
xx (Q1) + χ2

yy (Q2) =
Γ

16γ2A2
xz

[
(T1T )−1y (−ε) + (T1T )−1y (ε)− (T1T )−1z (ε)

]
(A.17)

84



using the fact that (T1T )−1x (ε) = (T1T )−1y (−ε). These quantities are plotted in 7.2(e) of the

main text.

Although useful for a qualitative analysis, this approximation neglects the important

fact that the magnetic fluctuations have finite correlation length ξ. To model this effect, we

consider susceptibilities peaked at Q1 and Q2, as seen by the neutron scattering experiments

(the amplitude χ0 of the susceptibilities is absorbed in Γ, for convenience) [43].

Γχ̃xx (q) =
1

[(ξ−2x − φxy) + (cos qx − cos qy + 2)]2
+

1[(
ξ−2y + φyx

)
+ (− cos qx + cos qy + 2)

]2
Γχ̃yy (q) =

1[(
ξ−2y − φyx

)
+ (cos qx − cos qy + 2)

]2 +
1

[(ξ−2x + φxy) + (− cos qx + cos qy + 2)]2

Γχ̃zz (q) =
1

[(ξ−2z − φzz) + (cos qx − cos qy + 2)]2
+

1

[(ξ−2z + φzz) + (− cos qx + cos qy + 2)]2

(A.18)

Note that we have three different correlation lengths: ξx corresponds to in-plane spin fluc-

tuations with spins parallel to the ordering vector direction; ξy corresponds to in-plane spin

fluctuations with spins perpendicular to the ordering vector direction; and ξz corresponds to

out-of-plane spin fluctuations. This spin anisotropy originates from the spin-orbit coupling,

as shown in Ref. [69]. The nematic order parameters φαβ split the tetragonal degeneracy

between χxx (Q1) and χyy (Q2), between χxx (Q2) and χyy (Q1), and between χzz (Q1) and

χzz (Q2). They are related to the external strain ε according to the nematic susceptibilities

χnemαβ , i.e. φαβ = χnemαβ ε.

Substituting these expressions in Eqs. A.9, A.10, and A.11 give:

Γ

8γ2

(
1

T1T

)
x

=A2
xy

[
J1
(
ξ−2x − φxy

)
+ J1

(
ξ−2y + φyx

)]
+ A2

xz

[
J3
(
ξ−2x − φxy

)
+ J2

(
ξ−2y + φyx

)]
+ A2

yy

[
J1
(
ξ−2y − φyx

)
+ J1

(
ξ−2x + φxy

)]
+ A2

yz

[
J2
(
ξ−2y − φyx

)
+ J3

(
ξ−2x + φxy

)]
+ A2

yz

[
J2
(
ξ−2z − φzz

)
+ J3

(
ξ−2z + φzz

)]
+ A2

zz

[
J1
(
ξ−2z − φzz

)
+ J1

(
ξ−2z + φzz

)]
(A.19)
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as well as

Γ

8γ2

(
1

T1T

)
y

=A2
xx

[
J1
(
ξ−2x − φxy

)
+ J1

(
ξ−2y + φyx

)]
+ A2

xz

[
J3
(
ξ−2x − φxy

)
+ J2

(
ξ−2y + φyx

)]
+ A2

xy

[
J1
(
ξ−2y − φyx

)
+ J1

(
ξ−2x + φxy

)]
+ A2

yz

[
J2
(
ξ−2y − φyx

)
+ J3

(
ξ−2x + φxy

)]
+ A2

xz

[
J3
(
ξ−2z − φzz

)
+ J2

(
ξ−2z + φzz

)]
+ A2

zz

[
J1
(
ξ−2z − φzz

)
+ J1

(
ξ−2z + φzz

)]
(A.20)

Γ

8γ2

(
1

T1T

)
z

=A2
xx

[
J1
(
ξ−2x − φxy

)
+ J1

(
ξ−2y + φyx

)]
+ A2

xy

[
J1
(
ξ−2x − φxy

)
+ J1

(
ξ−2y + φyx

)]
+ A2

yy

[
J1
(
ξ−2y − φyx

)
+ J1

(
ξ−2x + φxy

)]
+ A2

xy

[
J1
(
ξ−2y − φyx

)
+ J1

(
ξ−2x + φxy

)]
+ A2

xz

[
J3
(
ξ−2z − φzz

)
+ J2

(
ξ−2z + φzz

)]
+ A2

yz

[
J2
(
ξ−2z − φzz

)
+ J3

(
ξ−2z + φzz

)]
(A.21)

Here, we defined the integrals:

J1 (r) =

∫ π

−π

∫ π

−π

dqxdqy
2π

cos2
(
qx
2

)
cos2

( qy
2

)
[r + (cos qx − cos qy + 2)]2

≡
∫ π

−π

∫ π

−π

dqxdqy
2π

sin2
(
qx
2

)
sin2

( qy
2

)
[r + (cos qx − cos qy + 2)]2

J2 (r) =

∫ π

−π

∫ π

−π

dqxdqy
2π

cos2
(
qx
2

)
sin2

( qy
2

)
[r + (cos qx − cos qy + 2)]2

J3 (r) =

∫ π

−π

∫ π

−π

dqxdqy
2π

sin2
(
qx
2

)
cos2

( qy
2

)
[r + (cos qx − cos qy + 2)]2

(A.22)

In the limit ξ−2i ± φαβ � 1, we can approximate the integrals by expanding the integrand

near (π, 0), yielding:

J1 (r) ≈ 1

4π
ln

(
Λ1√
r

)
J2 (r) ≈ 1

8π

[
1− r

2
ln

(
Λ2√
r

)]
J3 (r) ≈ 1

2πr

(A.23)
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where Λ1 ≈ 1.45, and Λ2 ≈ 3.2 for r < 0.5, according to numerical evaluations of the

integrals. Note that, as expected from symmetry considerations, (T1T )−1x (−ε) = (T1T )−1y (ε)

and (T1T )−1z (−ε) = (T1T )−1z (ε).

A.3 Fitting The Spin-Lattice Relaxation Rate Data

The expressions for (T1T )−1α given above depend on six parameters: ξx, ξy, ξz, φxy, φyx, and

φzz. We first fit the zero-strain data shown in Figs. 7.2(b) and 7.2(d) of the main text assum-

ing all the φαβ = 0, and that ξy = ξx. Because the Landau damping term, Γ, is unknown, one

cannot simply extract the ξx,z directly from the data. However, the ratio of (T1T )−1x / (T1T )−1z

does constrain the data and enable us to fit the data using the temperature-dependent cor-

relation lengths shown in Fig. 7.4(a) of the main text. The hyperfine coupling constants are

given by: Axx = Ayy = 0.66T/µB, Azz = 0.47T/µB, and Axz = Ayz = 0.43T/µB [4], and we

assume the value Axy = 0.33T/µB[23].

Using these values for ξx,z and assuming that ξy = ξx, we then proceed to fit the strain-

dependent (T1T )−1 data to the three nematic order parameters, φxy = χnemxy ε, φyx = χnemyx ε,

and φzz = χnemzz ε where the χnemαβ are the static nematic susceptibilities of the three com-

ponents of the nematic order. These data are shown in Fig. 7.4(b) of the main text as a

function of temperature.

A.4 Sample Characterization and Resistivity Anisotropy

In Fig. A.1 we plot the resistivity of the two samples used in this study (in H ‖ a and

H ‖ c configurations). The samples had residual resistivity ratios (RRR)) of 7.1 and 6.2,

respectively, with very similar ρ (T ) temperature dependences. For reference we show the

temperature-dependent resistivity of As-grown samples studied by Tanatar et al. [3] with

residual resistivity ratio ∼ 3, and long-term annealed samples with residual resistivity ratio

of ∼ 30 [8]. Reducing residual resistivity in the samples leads to an increase of the structural

87



Figure A.1: Resistivity Versus Temperature of Measured Samples. (a) Temperature-
dependent electrical resistivity ρ (T ), of the samples used in this work for H ‖ a and H ‖ c
configurations, shown using a normalized ρ/ρ (300K) scale. For reference we show data on
as-grown samples (Green, Tanatar et al. [3][2]), and on annealed samples (Blue, Ishida et
al. [8]). The inset shows the same data focusing on the structural/magnetic transition,
revealing a systematic shift of the Ts feature to higher temperatures with increase of residual
resistivity ratio. (b) The in-plane resistivity difference ρb− ρa in the orthorhombic phase for
the same samples.

transition temperature, as shown in inset in the left panel. For the two samples studied

Ts was 136.7K (H ‖ a) and 135.6K (H ‖ c), intermediate between low and high residual

resistivity ratio samples.

In the right panel of Fig. A.1 we plot the difference of the principal components of the

in-plane resistivity in the orthorhombic phase, ρb − ρa, for low (green line, RRR∼ 3, Ref.

[3]) and high (blue line, RRR∼ 30, Ref. [8]) residual resistivity ratio samples. While in the

former a big anisotropy is found in the T = 0 limit, negligible anisotropy is found in the

later. The samples used in this study show negligible difference in T = 0 limit, similar to

high quality samples.

This sample characterization suggests that the samples used in this study do not reveal

extrinsic high anisotropy in T = 0 limit. They are representative of high quality annealed

samples. Comparisons of the difference curves for annealed samples [8] and samples of our

study reveal comparable differences in magnitude at the maximum immediately below Ts,

supporting this conclusion.
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Figure A.2: TN Versus Strain. TN versus strain measured directly (solid black circles) and
based on the measured fit parameters for ξa and χnemxy (open squares). The solid line is a
guide to the eye.

A.5 Enhancement of TN Under Strain

Fig. A.2 shows TN versus strain for three data points based on our observations of the NMR

spectra for H0 ⊥ c. When the system orders antiferromagnetically, a static internal field

develops along the c axis that shifts the resonance frequency. The strain and temperature

values shown in the figure represent the points where we observe shifts of the spectrum

consistent with the presence of such a field. This behavior arises because the large nematic

susceptibility increases the correlation length, ξ, which gives rise to a non-linear effect in

which TN is enhanced by strain. In fact, one can estimate the strain dependence of TN

because χ diverges when ξ−2x (T ) − χnemxy (T ) ε = 0. Using the fitted parameters for ξx and

χnemxy we estimate TN versus ε, and the result agrees well with the measured values. These

results agree with previous neutron scattering studies [74].
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