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Gels to Mammalian Cells 
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Magic angle spinning (MAS) nuclear magnetic resonance (NMR) spectroscopy 

is a structural biology technique capable of characterizing complex and heterogenous 

samples. Here, we develop novel ways of performing MAS NMR to characterize two 

complex systems - the phase separated environment formed by heterochromatin protein 
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1α (HP1α), and the cellular interior of mammalian cells. HP1α is a protein fundamental 

to the organization and gene regulation of heterochromatic genome territories. HP1α 

can undergo a process called liquid-liquid phase separation, generating concentrated 

hubs of heterochromatin components. We applied MAS NMR to track the structural 

dynamics of phase separated HP1α through its development into a gel which resembles 

the matured state of heterochromatin in cells. Beyond the capabilities of other structural 

techniques, our methodology was able to identify the residues in HP1α that participated 

in the crosslinking interactions in the gel state. The gelation process slowed in the 

presence of chromatin, leading us to further probe the interactions between HP1 and 

nucleosomes.  We investigated the interactions of HP1 with the nucleosome, and studied 

how HP1 phase separation might influence other proteins that act on the nucleosome, 

such as transcription factors and chromatin remodelers. We have also developed 

structural biology methodology for proteins in mammalian cells. Our efforts center 

around dynamic nuclear polarization (DNP), a tool to enhance the sensitivity of NMR, 

aiding the detection of biomolecules directly in their native cellular environment. To 

conduct DNP, samples must be doped with a biradical polarization agent (PA) that 

transfers polarization to nearby nuclei. We first designed and synthesized a novel bio-

orthogonal PA, TTz, that employs a tetrazine-based reaction to target proteins in the 

cellular milieu. Our strategy was generalized to several proteins and was able to 

selectively enhance the NMR signal of our protein of interest over the background. We 

then developed the PA, POPAPOL, to address the susceptibility of PAs to radical 

reduction in the cellular environment. POPAPOL exhibited longer radical lifetimes than 

other popular PAs, promising a new design route for future PAs for applications in cells. 
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Chapter I 

 

 

Heterochromatin Introduction 
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1.0 Synopsis 

 This thesis spans concepts from atomic-level protein motions to gene regulation 

networks to mechanisms of nuclear magnetic resonance. To cover such breadth, the 

introduction will be divided into a structural biology and a magnetic resonance section.  

 The structural biology section will cover the role of chromatin in gene regulation 

(1.1), the importance of heterochromatin protein 1 (1.2), the principles of liquid-liquid 

phase separation 1 (1.3), and the influence of heterochromatic components in liquid-

liquid phase separation (1.4).  

 The nuclear magnetic resonance section will begin with the fundamentals of 

nuclear magnetic resonance (2.1), the application of solution (2.2) and solid-state 

methodologies to study protein structure and motion (2.3), magnetic resonance signal 

enhancement using dynamic nuclear polarization (2.4), and developments to conduct 

nuclear magnetic resonance spectroscopy in living cells (2.5).  

1.1 Chromatin 

 A crucial principle and central theme for this thesis is that proteins, as we do, 

require community. The most immediate example of this principle is the formation of 

protein complexes, where distinct proteins group up non-covalently. One example is the 

nucleosome, a stable complex responsible for efficient packaging of the genome, 

composed of DNA and two copies of each histone protein H2A, H2B, H3, and H4 

(Figure 1.1).[2]  

When extended, the DNA contained in each human cell can reach six feet in 

length. DNA must therefore be tightly packaged to fit inside the micrometer sized 
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nucleus, while retaining the dynamics and organization necessary to support life, all 

while avoiding entangling throughout the many drastic morphological changes during a 

cell’s life. This is done in part by the nucleosome, which is repeated lengthwise 

throughout the genome like beads on a string, forming a polymer called chromatin.[3]   

The nucleosome structure is possible because of the histone octamer design. It 

can be helpful to think of histones as having two structural domains, the core and the 

tail (Figure 1.1). The core of a histone is an alpha helical domain sandwiched between 

other histones and wrapped by DNA. The extensive electrostatic interactions between 

DNA and the histone core allows the DNA to bend in a spiral around the surface of the 

histone octamer. The histone tail on the other hand, is a dynamic disordered peptide that 

extends from the nucleosome surface. The tail can hold onto the outside of the DNA 

spiral to stabilize the nucleosome or it can recruit many of the chromatin effector 

proteins that regulate genes. An important feature of the nucleosome is that the bound 

 

Figure 1.1. Architecture of the nucleosome. (Left) One H3-H4 tetramer and two H2A-H2B dimers 
are required for octamer formation. The folded alpha helical histone core is outlined. (Right) DNA is 
wrapped around the histone octamer to form the nucleosome. Disordered tails extending from the 
nucleosome are labeled. 
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DNA is sterically excluded from DNA-binding proteins that may initiate transcription, 

therefore the nucleosome is a basal repressor of aberrant gene expression. 

Zooming out from the nucleosome, chromatin has its own folding patterns.[4] 

Neighboring nucleosomes can stack in a zig-zag pattern or can open and adopt flexible 

conformations, and these structures may relate to the accessibility of nucleosomal 

DNA.[5] The detection of stacked chromatin in cells has evaded researchers,[6] 

popularizing the view that in vivo chromatin is flexible and heterogenous.[7] The 

juxtaposition between in vitro ordered structures and in vivo heterogeneity can likely be 

attributed to several factors, including, but not limited to: the length of DNA between 

nucleosomes, histone variants and post-translational modifications, the ionic strength of 

the intracellular environment, the DNA sequence, the presence of chromatin effectors, 

and active enzymatic processes. 

Importantly, the differing nucleosome packing structures may indicate a division 

of chromatin type, most broadly separated into heterochromatin and euchromatin 

(Figure 1.2A).[8] Heterochromatin makes up >25% of the genome,[9] has a dense 

physical structure, encapsulates genes from the center and edges of chromosomes, and 

reduces gene expression.[10] Euchromatin forms the opposing force with active gene 

expression and an open structure. These chromatin territories were first found by their 

different staining densities under the microscope.[8] Soon followed the discovery of the 

territorial association to gene expression. Now, high resolution sequencing methods can 

directly map out how the genome is compacted and expressed as a result of its 

biochemical profile.[11]  
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Chromatin polymers occupy the entire area of the nucleus, which enables atomic 

level modification of the nucleosome to have micron-scale organizational.[12] In 

particular, the histone tails are primary targets for post-translational modifications 

(PTMs) and protein binding. The modification landscape of histone tails spurred the 

histone code hypothesis,[13] which posits that the organization and function of chromatin 

stems from the assortment of tail modifications which can include methylation, 

acetylation, phosphorylation, ubiquitylation, and many more (Figure 1.2C). The 

common modifications in heterochromatin regions are the trimethylation of the lysine 

9 in histone H3 (H3 K9me3), trimethylation of lysine 20 in histone H4 (H4 K20me3), 

and trimethylation of lysine 27 in histone H3 (H3 K27me3).[14] Associated with these 

modifications are the methyltransferases that install such modifications (SUV39H, 

SUV420H, etc.), and the proteins that recognize these marks, such as heterochromatin 

protein 1 (HP1) (Figure 1.2B). 

 

Figure 1.2. Heterochromatin organization from the nucleus to the nucleosome. (A) The nucleus 
generally contains two distinct territories, heterochromatin and euchromatin. Heterochromatin often 
shows as dense puncta. (B) The heterochromatin territory is distinguished by specific post-
translational modifications (PTMs)  and chromatin modulators, such as HP1. These features dictate 
the compaction of adjacent nucleosomes and higher order chromatin folding. (C) The nucleosome is 
a platform for PTMs which often target the histone tails, sites of DNA contact, and the acidic patch 
of H2A/H2B. Adapted from Ackermann and Debelouchina.[1] 
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 The histone tail modification H3 K9me3 was foundational to the genesis of the 

histone code hypothesis and is imperative to the work in this thesis. The histone code 

predicts that a set of protein readers can decode histone marks and signal gene regulatory 

events.[13] This was supported by discovery of the specific affinity of HP1 for the H3 

K9me3 mark,[15] and the enrichment of H3 K9me3 in heterochromatin.[16] Histone marks 

may change the dynamics of the tail to adjust its accessibility to binding partners. For 

example, H3 K9me3 has been shown to help release the tail from DNA for better 

chromodomain binding.[17] Histone marks may also have their own structural effects on 

chromatin. H4 K20me3, a mark also associated with heterochromatin, is sufficient to 

condense chromatin,[18] whereas H4 acetylation marks associated with euchromatin are 

sufficient to open up chromatin.[19] Additionally, the code must be written and erased, 

which involves the concerted action of distinct methyltransferases and demethylases.[20] 

Combinatorial code complexity can be added through adjacent residues or incompatible 

marks. For example H3 serine 10 phosphorylation can prevent chromodomain binding 

to H3 lysine 9,[21] and H3 lysine 9 can be acetylated rather than methylated,[22] both of 

these cases are associated with more active gene expression.[23] Altogether there exists 

a system of heterochromatin construction, maintenance and disassembly.  

  At the heart of this thesis is determining how a heterochromatin protein such as 

HP1 can influence chromatin and use nucleosome modifications to create these separate 

domains and govern their level of gene expression.  

1.2 Heterochromatin protein 1  

 HP1 was aptly named, being one of the first proteins discovered to be associated 

directly with heterochromatin territories.[24] Evidence that HP1 was critical to positional 
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gene silencing solidified the significance of HP1 to heterochromatin.[25] HP1 is 

particularly enriched in constitutive heterochromatin regions marked by H3 K9me2/3. 

These genomic regions are regularly silenced in most cell types, bearing “selfish” genes 

and sequence repeats that can disrupt a healthy genome if left uncontrolled.   

 Beyond this early characterization, work during the past several decades has 

been aimed at determining how the HP1 protein family promotes gene repression. In 

humans, HP1 has three paralogs, α, β, and γ, each with a conserved overall structure and 

overlapping functions. The work in this thesis is primarily concerned with the α paralog.  

HP1α is a small ~25 kDa multi-domain protein, bearing a chromodomain (CD) for 

recognition of H3K9me2/3, and a chromoshadow domain (CSD) responsible for 

dimerization and binding of protein partners (Figure 1.3). The CD is responsible for the 

primary heterochromatic localization of HP1α, using H3K9me2/3 to discriminate from 

the sea of differentially modified nucleosomes, while the CSD dimer functionally adds 

the ability to link two separate nucleosomes through space. The CSD and CD each have 

disordered tails and are interspersed by a flexible hinge region capable of interacting 

 

Figure 1.3. Domain map of HP1α. Known domain functions are shown. The NTE is a site of 
constitutive phosphorylation, the chromodomain binds H3 K9me2/3, the hinge interacts with 
nucleic acids, and the CSD leads to dimerization and effector binding.  
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with nucleic acids. The N-terminal tail of HP1α is a constitutively phosphorylated site 

that helps add specificity for H3 K9me2/3 binding.[26]  

 The first proposed role of HP1 was physical compaction of chromatin. In those 

studies, the mutation of the HP1 gene caused decompaction of Drosophila 

heterochromatin.[27] Then followed evidence that heterochromatin domains had more 

ordered, regularly spaced nucleosomes than euchromatin. This finding suggested that 

HP1 can function like a clamp that stacks adjacent nucleosomes.[28] This was supported 

by studies with a construct that contained a mutation that prevented dimerization. This 

construct gained diffusion mobility, was unable to compact chromatin, and no longer 

linked separate heterochromatin regions through space.[29] Clearly, the ability of HP1 to 

bind two H3 K9me2/3 marks simultaneously was critical to its function. However, 

original beliefs of a stable clamped structure are complicated by more recent studies 

showing HP1 to rapidly associate and dissociate from nucleosomes.[29c, 30] However, the 

H3 K9me2/3  binding does not tell the complete story. In fact, when the CSD of HP1 is 

mutated to prevent binding to partner proteins, HP1 dissociates faster from nucleosomes 

and the functions of partner proteins in heterochromatin regulation are perturbed.[29c, 30a, 

31] 

 The CSD-CSD dimer has a large number of interacting partners that contain a 

distinct PXVXL binding motif (P is proline, X is any amino acid, V is valine, and L is 

leucine).[31a, 32] HP1 can interact with over 100 distinct proteins, including SUV39H1/2 

which installs its localization mark, thus generating a feedback loop for heterochromatin 

maintenance.[31a, 33] Of this protein partner library, many members have important 

functions of their own and also disrupt heterochromatin if deleted.[34] For example, HP1 
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often complexes with transcription regulation factors such as zinc-finger proteins which 

target specific DNA sequences.[33, 35] HP1 also complexes with chromatin remodelers 

spanning all families (CHD3/CHD4,[36] ACF1,[31b] FACT,[37] ATRX,[38] Brg1,[39] 

SNF2[40]). Chromatin remodelers enzymatically slide nucleosomes to expose or hide 

sequences of DNA that would elicit transcription. With such a breadth of binding 

partners, HP1 appears to be a hub for other DNA or chromatin modifying proteins.  

 Finally, these interaction landscapes may all exist within the physical process of 

liquid-liquid phase separation (LLPS). HP1α was recently found to undergo LLPS upon 

phosphorylation of its N-terminal tail or upon the addition of nucleic acids. Such a 

discovery carries the weight of explaining many features of heterochromatin. Therefore, 

much of the work in this thesis was done with LLPS in mind and will be considered in 

detail below. 

1.3 Liquid-liquid phase separation 

To rewrite equilibrium, cells require the means to compartmentalize reactions in 

time and space, and to control the crossing of molecules from one compartment to 

another. This fact is most obviously highlighted by the lipid membrane, a structure 

shared by all organisms. The lipid membrane is a structural wall where entry is enforced 

by proteins embedded in the membrane. Interestingly, completely different forms of 

barriers can take place. Barriers can form between two liquids of different composition 

similarly to the way oil separates from water (Figure 1.4). These barriers, formed by 

the process of liquid-liquid phase separation, can create membrane-less compartments 

that decide their molecular composition, retain liquidity throughout, adopt spherical 

shapes, and fuse together upon contact. Without the obvious wall of lipids, this 
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phenomenon evaded microscopes for decades.[41] Only recently have scientists scraped 

the surface of how LLPS intricately organizes the interior of a cell by the phase 

separation properties of proteins and other biomolecules.[42] Phase separation is a 

thermodynamic process where the chemical potential of the mixture is minimized by 

creating entirely separate phases. Proteins contribute to the solvent composition and can 

therefore nucleate and join new phases based on their chemical properties. This 

ultimately leads to the popular model of cellular organization where the cell is divided 

into many separate liquid compartments that sculpt their composition based on 

molecular properties. These new phases have the potential to completely change the 

context of a biomolecule, controlling reaction kinetics, material properties, and 

macromolecular structure. Examples include substrates being prohibited from entering, 

compartment transformation into a gel, and protein restructuring because folding is 

dependent on solvent composition. The incredible result of such a process is that 

 

Figure 1.4. LLPS overview. LLPS generates compartments with selective barriers. These liquid 
compartments are spherical and fuse on contact.  
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biomolecules can rapidly organize to direct critical cell functions (that may never 

happen outside of the new phase context!) such as manufacturing proteins, signaling 

cell death, degrading toxins, and of course, regulating genes.[43] 

 There are several general properties that drive biomolecules to create and shuttle 

between phase separated compartments.[44] The first requirement is for weak and 

transient interactions with neighboring biomolecules. Such a condition is routinely 

possible in the cell interior where molecules regularly bump into each other.[45] 

However, to generate any specificity for compartment formation, the second 

requirement is a directional force by specific interactions. This is commonly done by 

short range interactions between: positively and negatively charged amino acids, 

positively charged amino acids and aromatic amino acids, or between two aromatic 

amino acids (Figure 1.5).[46] Finally, these interactions must happen at multiple sites on 

a single molecule, a mechanism termed multivalency. This favors intrinsically 

disordered proteins which have no singular stable protein fold, permitting them to 

 

Figure 1.5. Molecular principles of LLPS. LLPS is favored by multivalent transient interactions 
among disordered proteins. These interactions are typically driven by electrostatics and aromatic 
side-chains.   
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contort through space and satisfy many weak interactions simultaneously (becoming 

more solvent-like). Once these conditions are satisfied - weak and directed interactions, 

multivalency, flexibility, and high concentration - a new liquid phase is formed 

separated from molecules in an incompatible interaction landscape.[47] 

 Unsurprisingly, the LLPS mechanism has become an attractive model for the 

organization of the nucleus. Chromatin itself,[48] and many important chromatin 

effectors, have displayed the tendency to phase separate,[49] including HP1α,[50] 

polycomb proteins,[51] histone H1,[52] DNA and histone methyltransferases,[53] and 

transcription factors.[48a, 54] The LLPS model is attractive for heterochromatin (and 

chromatin in general) because it can explain the unexplained hallmarks of 

heterochromatin: selective exclusion, dense condensation, responsive architecture, 

enzymatic precision, and epigenetic spreading.[14, 55] What remains to be seen is how the 

structure and dynamics of chromatin and heterochromatin proteins, like HP1, generate 

and maintain heterochromatin territories.  

 

1.4 HP1 and chromatin in the LLPS context 

 HP1α was initially found to undergo liquid-liquid phase separation in vitro upon 

N-terminal phosphorylation or in the presence of DNA.[50b] The negatively charged 

phosphates or DNA were proposed to engage transiently with the positively charged 

hinge region, leading to phase separation conditions. These HP1α droplets transformed 

into gels over the course of days, suggesting that the HP1α- HP1α interactions settle 

into a more rigid cross-linked network. These results were supported by a study of 

Drosophila and mammalian nuclei that showed the heterochromatin domains to exhibit 
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characteristics of phase separation like fusion and the presence of a barrier.[50a] These 

nuclear domains developed into less liquid-like compartments over time as HP1 and 

chromatin began immobilizing. In the nucleus, the biophysical properties of chromatin 

likely have a major influence on the material properties of phase separating proteins 

such as HP1.[56]  

 Under certain buffer conditions in vitro, small arrays of nucleosomes can 

undergo their own phase separation.[48a] The addition of a number of chromatin 

effectors, including HP1, further enhances this phase separation.[48b, 57] In fact, while 

only HP1α can phase separate on its own, both HP1β, and HP1γ can phase separate 

readily in the presence of nucleosome arrays with the H3 K9me3 modification.[58] The 

ability to link two separate H3 tails proves essential to promoting this chromatin 

condensation and may be central to the solidifying effect of heterochromatin.[29b, 48c, 50a, 

57] These results support a model of heterochromatin formation where HP1 serves as a 

dynamic linker between H3 K9me3 nucleosomes to promote a new phase.[48c, 59]  

A deeper look into the interaction landscape between HP1 and the nucleosome  

suggests that HP1 has extensive interactions with DNA and the histone cores. These 

 

Figure 1.6. HP1α LLPS and nucleosomal interactions. (A) The phosphorylated NTE of HP1α 
interacts with the hinge region of neighboring HP1α dimers. Over time, these interactions reduce in 
dynamics and the system evolves toward a gel-like state. (B) The chromoshadow domain binds to 
the histone H3 αN-helix and this may require extensive histone dynamics to access the helix in the 
nucleosomal context. 
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interactions may induce chromatin condensation by loosening the DNA around 

nucleosomes and increasing the histone dynamics within the nucleosome core.[48b, 60] 

These results were shown only with the yeast homolog Swi6 which may have unique 

function. However, there is literature suggesting that  HP1α can interact with the histone 

core as well.[32b, 61] For example, peptide binding studies have shown that the CSD can 

bind to the H3 αN-helix,[32b, 62] the last folded helix of the H3 histone core. This helix, 

which contains a PXVXL-like binding motif, is at the DNA entry/exit site and may 

become exposed upon DNA unwrapping. However, this interaction has never been 

shown in the context of chromatin. The proposed HP1-nucleosome core interaction may 

elucidate how HP1 can transmit nucleosome binding information to the formation of 

mesoscale gene regulatory domains.  

 This thesis is driven to uncover the role and mechanism of HP1α LLPS in the 

formation and gene regulation of heterochromatin domains. In Chapter 3, we elucidate 

dynamic changes of the HP1α N-terminal domain within phase separated droplets while 

following the droplets as they solidify into gels (Figure 1.6A). We also show that the 

gelation effect persists in droplets which contain chromatin arrays, but to a lesser extent. 

In Chapter 4, we further characterize the interaction landscape between HP1 and the 

nucleosome, focusing on the CSD and the proposed docking site at the H3 αN-helix 

(Figure 1.6B). Lastly, we probe how HP1-nucleosome interactions prevent the binding 

of transcription factors and chromatin remodelers. Together, this thesis offers insight 

into the phase separation and gelation mechanism of HP1α, the scope of multivalent 

interactions between HP1 and chromatin, and the competitive landscape of transcription 

factors and HP1 for chromatin binding sites.  
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2.1 Fundamentals of nuclear magnetic resonance 

 Nuclear magnetic resonance (NMR) is a spectroscopic technique that relies on 

a property of atomic nuclei called spin. Most atoms have non-zero spin, an inherent 

property of the nucleus which is affected by local magnetic environments. The nuclear 

spin has no effect on the chemistry of molecules, making it a useful target to probe while 

leaving the sample unperturbed. For this reason, hospitals can use magnetic resonance 

imaging (MRI) to probe the nuclear spins of the hydrogen atoms from water directly in 

humans. NMR spectroscopists, on the other hand, are often interested in more than just 

water. NMR spectroscopists aim to uncover the atomic structure and dynamics of 

molecules, opting for smaller samples, stronger magnets, and a variety of atoms.  

 Fortunately for the structural biologist, there are stable NMR-active (half-integer 

spin) isotopes for three prominent atoms found in proteins, 1H, 13C, and 15N. While spin 

is an abstract concept to us in the macroscopic world, it can be classically described as 

an object spinning with angular momentum and a magnetic moment susceptible to 

magnetic fields (Figure 2.1A).[1] Some population of the spins will align in the direction 

of an applied external magnetic field B0, scaling with the strength of B0 and the 

magnetism of the nucleus given by its gyromagnetic ratio (γ) (Table 2.1). The 

 

Figure 2.1. Nuclear spin precession and net magnetization. (A) The nuclear spin precesses around 
an applied external field at the Larmor frequency, which scales with the intrinsic gyromagnetic ratio. 
(B) NMR signal is generated by rotating the aligned net magnetization and recording the return to 
equilibrium over time.  
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population difference of proton spins using a common 14.1 Tesla magnet would be 

0.0042%, estimated by ℏγB0/2kT. Here, ℏ is Planck’s constant, k is the Boltzmann 

constant, and T is temperature. The relationship between the gyromagnetic ratio and the 

given magnetic field can be described as the Larmor frequency (ω = -γB0), which is also 

the precession frequency of the spin around the axis of the external field. It is common 

to refer to NMR magnets as the Larmor frequency of the 1H nucleus, for example a 14.1 

Tesla magnet is referred to as a 600 MHz magnet (the ωo of 1H at this magnetic field).  

 To spectroscopically probe nuclear spins, NMR spectroscopists apply 

radiofrequency pulses (B1) that are in resonance with the Larmor frequency but at an 

angle perpendicular to B0 (Figure 2.1B). This breaks equilibrium and rotates all nuclear 

spins by 90 degrees. Once the pulse is removed, the nuclear spins can precess back 

towards the B0 axis to return to equilibrium. This return process creates an oscillating 

electric current which is captured by the NMR coil and generates the NMR signal. 

Because every atom in a molecule is situated in a different chemical environment, each 

atom experiences a slightly different magnetic field and resonates at a slightly shifted 

Larmor frequency. This idea is ingrained in the axes of NMR spectra which are called 

chemical shifts. The precession of an ensemble of spins is tracked over time as a free 

Table 2.1. Nuclear isotope properties. NMR-active and inactive nuclei relevant to this thesis are 
shown. Nuclear properties can be found on the website www.webelements.com. 
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induction decay. This time domain signal is Fourier transformed into the frequency 

domain which assists in visualizing the unique resonances from distinct atoms (Figure 

2.2). The main observables of NMR are the resonance frequency, which reports on the 

chemical environment; the lineshape, which reports on the environment inhomogeneity 

surrounding the atom; and the intensity, which reports on quantity and/or dynamics of 

the atom.   

  The assignment of each resonance to a specific atom within the molecule of 

interest is critical to analysis. This can be straightforward for small molecules, but 

becomes unfeasible for the thousands of atoms in proteins. Therefore, protein NMR 

spectroscopy often uses multidimensional experiments that spread the signals into two 

or more dimensions (Figure 2.3A). Experiments that correlate two proximal atoms can 

open up the available spectral space, reducing spectral overlap. Conducting a two-

dimensional correlation experiment involves four steps: preparation, evolution, mixing, 

and detection (Figure 2.3B). Preparation is the initial stage of pulses rotating the nuclei 

 

Figure 2.2. Fourier transform NMR spectroscopy. The free induction decay which detects the 
oscillation of nuclei over time is Fourier transformed into the frequency domain for interpretation. 
The intensity and length of the FID is translated into the height and width of peaks in the NMR 
spectrum.  
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of interest, evolution is an incremented time block that is used to create the indirect 

dimension (t1), mixing is a period of signal transfer to nearby atoms, and detection is 

the recorded free induction decay of the remaining signal (t2). Fourier transformation of 

each time domain gives a two-dimensional spectrum correlating nucleus 1 (from t1) and 

nucleus 2 (from t2). The axes show the chemical shift, a value in units of parts per million 

(ppm) that is normalized to the Larmor frequency of the chosen nucleus. This makes for 

facile comparison between magnets of different strengths. 

 Beyond two dimensions, three-dimensional experiments are commonly used for 

proteins to correlate a longer chain of adjacent atoms. Several overlapping 3D 

experiments allow  “walking” through the backbone of a protein and assignment of each 

resonance to an amino acid atom based on the known sequence. Resonance assignments 

and the ability to correlate between them is fundamental to protein NMR, allowing for 

spatial and dynamic information to be extracted. 

2.2 Solution NMR spectroscopy of proteins 

 

Figure 2.3. Multi-dimensional NMR spectroscopy. (A) An example of spectral space gained 
through expanding from 1D to 3D experiments. (B) Generic pulse experiments for generating 1D and 
2D NMR spectra.  
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 Solution state NMR spectroscopy has been the “bread and butter” of protein 

NMR. Since first recording a protein spectrum[2] and later solving the first structure of 

a protein,[3] solution NMR is now an essential tool for structural biologists to gain 

insight into the structure, motion and interactions of proteins at an atomic level.  

 Standard procedure for solution NMR starts with the recombinant production of 

the protein of interest from isotopically enriched growth media (13C/15N) to ensure 

~99% NMR-active isotope labeling of the protein. Isotope enrichment ensures that there 

are more active nuclei for improved sensitivity and that the active nuclei are adjacent to 

each other for correlation experiments. The enriched protein is purified and concentrated 

in a suitable buffer to the micromolar-millimolar range. From here, the sample is simply 

 

Figure 2.4. Amino acid atom correlations for solution and solid-state experiments. (Left) Solid-
state experiments used to detect rigid protein segments. A 1D 1H-13C CP transfers polarization from 
protons through space to nearby carbon atoms. A 2D 13C-13C DARR begins with the 1H-13C CP 
transfer, then allows carbon atoms to interact through space. (Right) Solid-state and solution-state 
experiments to detect proteins regions with rapid motions. A 1D 1H-13C INEPT transfers spin 
polarization to bonded carbon atoms. A 2D 13C-13C TOBSY begins with the 1H-13C INEPT transfer, 
then allows carbon atoms to transfer information through covalent bonds. A 2D 1H-15N HSQC 
correlating amide proteins and their bonded backbone nitrogen.  
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inserted into the NMR magnet and regulated at a temperature that ensures protein 

stability for hours or days. 

 One of the most popular experiments for solution NMR is the Heteronuclear 

Single Quantum Coherence (HSQC) experiment (Figure 2.4). HSQC is used to 

correlate 1H-15N or 1H-13C which provide highly resolved signals for the amino acid 

backbone amide or side chain carbons, respectively. Because each amino acid only has 

a single backbone nitrogen, each amino acid in the protein matches a single 1H-15N 

cross-peak. This is a valuable way to monitor each protein residue during dynamic and 

structural changes from biomolecular interactions, mutations, and modifications.  

 One caveat of solution NMR is its reliance on the rapid tumbling of molecules 

in solution. Proteins beyond 45 kDa or even small proteins engaging in weak 

interactions, begin to rotate, or “tumble”, too slowly to be measured effectively. At any 

time point, the proteins in the sample have a distribution of orientations with respect to 

the magnetic field. Each of these orientations has a unique shielding effect on the atom 

of interest. Molecular tumbling assists by averaging out any orientation differences 

among protein molecules. If fast enough, tumbling will average all orientations, 

maintaining coherence between all proteins and providing a sharp isotropic signal. If 

tumbling is too slow, the coherence is not maintained, and the signal is broadened and 

often undetectable. This is especially problematic for 2D or 3D experiments which 

require coherence for long periods of time.  

 To alleviate the tumbling dilemma; the temperature of the sample can be 

increased, the protein can be partially deuterated (2H) to reduce the broadening effect of 

the large coupled 1H network, higher magnetic fields can be applied, and smaller 
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truncations of the protein can be studied in isolation. Truncation works effectively for 

studying proteins like HP1α which have folded domains connected by disordered 

regions. Truncations, however, cannot reproduce holistic events such as LLPS. 

Additionally, LLPS is a phenomenon that emerges from abundant weak interactions that 

reduce molecular tumbling, therefore different NMR approaches altogether may be 

necessary for phase separated systems. One suitable option is solid-state NMR 

spectroscopy. 

2.3 Solid-state NMR spectroscopy of proteins 

 Solid-state NMR spectroscopy has been developed to study the molecular details 

of powders, crystals and sediments. In the absence of tumbling, anisotropic interactions 

that carry spatial information present themselves in the NMR spectra. One anisotropic 

interaction is the chemical shift anisotropy (CSA), where the chemical shift of a nucleus 

is subject to the local electron environment which depends on orientation with respect 

to the external field. Dipolar couplings also impose anisotropy on a nucleus. Dipolar 

coupling is the through-space interaction between magnetic dipoles and is dependent on 

the angle between nuclear vectors with respect to the magnetic field. Altogether, these 

 

 

Figure 2.5. Magic angle spinning effects on anisotropy. (A) Molecules with different orientations 
with respect to the external magnetic field result in a wide range of chemical shifts for the same atom. 
MAS can average out all orientations. (B) The experimental procedure for MAS requires a sample 
rotor that is angled at 54.7°. The rotor spinning is typically propelled by nitrogen gas. 
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anisotropic interactions can spread the chemical shift range of a nucleus up to 100 kHz 

depending on the nucleus (Figure 2.5A).  Without tumbling, these signal broadening 

interactions must be removed in a different way.  Magic angle spinning (MAS) NMR 

resolves this by rapidly spinning the sample at the magic angle (54.74°) with respect to 

the external magnetic field (Figure 2.5B). The magic angle represents the orientation in 

which anisotropic interactions that depend on the term, 3cos2θ – 1, can be reduced to 

zero (where θ is the angle between nuclei). Spinning on this axis at a rate greater than 

the frequency impact of the anisotropic interactions (~10-100 kHz) will average all 

orientations during the NMR experiment and provide a sharp isotropic peak. This 

method is necessary to obtain high-resolution spectra in the solid-state comparable to 

those of solution NMR spectroscopy.  

 Importantly, these same anisotropic interactions can also be harnessed to gain 

structural information in solid-state NMR experiments. For example, the dipolar 

coupling of protons with carbon or nitrogen is utilized in the fundamental solid-state 

experiment cross-polarization (CP) (Figure 2.4). CP transfers magnetization through 

space and actually requires that molecules remain rigid to retain their orientation 

throughout the NMR experiment. A CP experiment typically generates magnetization 

on the higher gyromagnetic ratio nucleus (1H) and transfers this magnetization to less 

sensitive nuclei such as 13C or 15N. After generating polarization through CP, the 

common 2D fingerprinting experiment for MAS NMR is the Dipolar Assisted 

Rotational Resonance (DARR) experiment (Figure 2.4).[4] This experiment correlates 

13C-13C pairs through space, reaching atoms several bonds away. The DARR fingerprint 

shows entire amino acid side chains and can therefore sense more structural changes 
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than the amide backbone alone. Similar to solution NMR, these resonances can be 

assigned by several overlapping experiments which “walk” sequentially through the 

protein. 

Solid-state NMR can also borrow experiments from solution NMR, such 

as the Insensitive Nuclei Enhanced by Polarization Transfer (INEPT) experiment which 

is the building block of the HSQC experiment described above (Figure 2.4). INEPT 

transfers spin information through-bond and therefore requires rapid dynamics. To 

probe the mobile dynamic regime, polarization can be generated through INEPT and 

correlated between 1H-13C or 1H-15N similar to the HSQC, or 13C-13C using the Total 

Through Bond Correlation Spectroscopy (TOBSY) experiment. Using these two 

experiments, INEPT and CP, alongside each other, allows for the protein of interest to 

be detected in two separate dynamic regimes. Solid-state MAS NMR is then uniquely 

suited to simultaneously study large complexes and rigid systems that have highly 

flexible domains. This pairs well with chromatin, a large polymer with rigid histone 

cores and dynamic histone tails,[5] as well as gel-like materials which require rigid cross-

links as well as dynamic bridges.[6] Altogether, large biomolecules that are beyond the 

limitations of solution NMR can be studied in their entirety by solid-state NMR, in 

contrast to other popular structural techniques such as x-ray crystallography and 

cryogenic electron microscopy which typically miss dynamic regions.  

2.4 Dynamic nuclear polarization signal enhancement 

 Solid-state NMR possesses the power to atomically characterize any molecule 

or material, however, suffers from low sensitivity. While isotopic enrichment certainly 

addresses the issue, the inability to produce or fit enough of the expensive sample into 
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the NMR rotor can extend NMR experiments to last weeks to months. If we expand 

beyond the realm of nuclear spin, we find that the electron spin can be harnessed to 

enhance NMR signal, an idea akin to the cross-polarization experiment which transfers 

the greater polarization of the proton to less sensitive nuclei such as 13C or 15N.[7] This 

process is called dynamic nuclear polarization (DNP). DNP uses the spin of an unpaired 

electron which has a gyromagnetic ratio 660 times that of the proton. If fully utilized, 

experimental NMR times can be reduced up to 660 x 660 (435,600) fold, since signal-

to-noise scales with the square root of the number of scans (S/N ∝ √scans) during signal 

acquisition. In this thesis we focus on a form of DNP typically used for biological 

samples which performs MAS NMR at high magnetic field and cryogenic temperatures.   

 DNP MAS NMR currently achieves optimal signal enhancement using a 

polarization transfer mechanism called the cross effect.[8] The cross effect requires a 

cooperation between three spins coupled through space (two electron and one nuclear) 

 

Figure 2.6. Cross-effect mechanism for DNP sensitivity enhancement. (A) The cross-effect 
mechanism requires coupling between two unpaired electron spins and a nuclear spin. This is 
commonly achieved through the addition of a biradical PA (TOTAPOL pictured here). To satisfy the 
cross-effect condition, the difference in nutation frequencies between the two electron spins must be 
equal to the nutation frequency of the nuclear spin. (B) Microwave irradiation saturates the electron 
energy transition to induce the cross-effect. Hyperpolarized nuclei spread polarization through the 
sample via spin diffusion. Polarization can finally be transferred to the nuclei of interest through cross-
polarization. 
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(Figure 2.6A). To satisfy the conditions of polarization transfer, the difference in 

nutation frequency between the electron spins must be equal to the nuclear Larmor 

frequency (ω1e  - ω2e = ωn) (Figure 2.6A). This condition allows for mixing between the 

electron and nuclear spin energies such that the nuclear spin can achieve the polarization 

level of the electrons when the electrons are excited by microwave irradiation. From 

here, the coupled proton can distribute polarization throughout the sample by 1H-1H spin 

diffusion (Figure 2.6B).[9] Spin diffusion transfers magnetization to nearby spins with 

similar Larmor frequencies. In biological samples, H2O molecules serve as a powerful 

matrix for this diffusion of polarization. For a typical aqueous matrix, 5-10 % 

protonation is optimal for spin diffusion and achieved through the judicial use of D2O. 

Spin diffusion eventually reaches the molecule of interest and can be transfered over to 

13C or 15N nuclei through the standard cross-polarization experiment.  

 DNP requires additional practical considerations that include instrumentation 

and sample preparation. The first consideration is the source of unpaired electron spins, 

these are typically synthesized molecules called polarization agents (PAs) that are added 

to the sample in millimolar quantities. To efficiently enable the cross effect, PAs 

typically link together two unpaired electrons.[8] One of the earliest examples of this is 

TOTAPOL (Figure 2.8A).[10] PAs are actively being developed because of their 

massive influence on signal enhancement. Some engineerable characteristics of PAs 

include solubility, orientation between radicals, radical stability, size, and bonus 

features such as fluorescence or chemically reactive groups. PA design is discussed 

further in section 2.6.   
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A major instrumental need for DNP is a source of microwave irradiation to 

saturate the electron polarization. For high-field setups like ours, this is typically done 

using a gyrotron, a separate magnet alongside the NMR magnet that is used to generate 

high power microwaves on resonance with the electron frequency (395 GHz to scale 

with our 600 MHz NMR magnet) (Figure 2.7).[11] The microwave travels through a 

waveguide to irradiate the sample inside the NMR magnet continuously throughout the 

experiment.  

 Another requirement for DNP is low temperature operation. Electron spins 

return to thermal equilibrium much faster than nuclei, interfering with the cross effect 

by preventing sufficient time for polarization transfer. Lowering the sample temperature 

slows down this relaxation process and is currently necessary to achieve large DNP 

enhancements. A routine way to cool is through a liquid N2 cooling system that produces 

gas flows down to 100 K and is accompanied by a cryo-friendly DNP NMR probe under 

 

Figure 2.7. DNP instrument layout. A NMR magnet is shown in the center connected to a gyrotron by 
a waveguide, and a cooling system by a cryogenic transfer line.  
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constant vacuum. A bonus feature of low temperature is the generous temperature 

dependence of spin polarization. For our experimental setup at 14.1 T and 100 K, the 

electron spin can achieve 9.5 % polarization (~3.2 % at room temperature), compared 

to the .014% proton polarization. Another consequence of low temperature occurs 

during sample freezing. Ice formation can destroy the structure of macromolecules and 

can cause PA aggregation that diminishes signal enhancements. Therefore, glassing 

agents like d8-glycerol are added (up to 60% of the volume) to prevent ice formation 

during slow cooling. The greatest consequence of low temperatures is the loss of 

spectral resolution. Inhomogeneous broadening of the NMR signal derives from 

freezing out many molecular conformations. At room temperature, these different 

conformations continually interchange to result in a sharp averaged peak. Low 

temperature traps all conformational variation which adds valuable structural 

information to the spectra but also complicates analysis by overlapping peaks.  

 DNP MAS NMR is a promising technique, but still requires improvements to be 

routinely used for structural biology. The approach to gain structural information by 

DNP must be designed carefully to work around the significant peak broadening. 

Protein structural biology applications have found the most success in vitro with 

amyloids, viral capsids, membrane proteins, chromatin, proteins undergoing disorder to 

order transitions, and active sites of proteins.[12] These systems succeed for several 

reasons. Rigid structures, like amyloids, maintain highly resolved peaks at low 

temperature because there is little conformational heterogeneity. DNP provides enough 

signal enhancement for amyloids to determine the distance between protein monomers 

and therefore build a model for fibril structure. Proteins undergoing major structural 
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rearrangement also succeed with DNP because secondary structure (alpha helix, beta 

strand, and disorder) have a predictable effect on the chemical shift of an atom. Lastly, 

proteins with unique chemical shifts simplify the identification of structural change. For 

example, an active site that binds a small molecule cofactor or an active site that 

transitions through a distinctive functional group. In these cases, DNP may enhance 

NMR signals to detect low population states during enzyme activity. DNP offers such 

large sensitivity improvements that the field is excited to perform these experiments on 

molecules naturally residing within cells.  

2.5 DNP NMR in cells 

 Conducting NMR on proteins within the cell has long captured the imagination 

of spectroscopists. Methodology to do so was originally developed for solution 

NMR.[13] However, it was quickly realized that NMR signal is deteriorated by the many 

non-specific biomolecular interactions experienced within the cell.[14] DNP MAS NMR, 

 

 

Figure 2.8. Polarization agent design. (A) Popular commercially available polarization agents. (B) 
Nitroxide modifications for increasing resistance to reduction.  
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on the other hand, both disregards tumbling rates and enhances the weak signal of 

intracellular proteins (ng-μg quantities per one million cells).  

 The majority of studies implementing DNP for native environments have 

reported on bacterial membrane proteins. The focus of this thesis looks to the future 

application of DNP NMR to soluble proteins within mammalian cells. Only a few 

studies have successfully performed DNP in cells, from which we glean insight for 

development. Most have tracked the presence of a biomolecule of interest using 1D 

experiments or characterized the general cellular biomass using 2D experiments.[15] 

Narasimhan et al. paved the way to using the full multi-dimensional NMR toolkit on the 

intracellular protein ubiquitin.[16] They used electroporation to deliver recombinant 13C-

15N ubiquitin into HeLa cells. The cells were cryoprotected with glycerol and incubated 

with the PA AMUPol (Figure 2.8A). They were able to achieve signal enhancements 

ranging from 35 to 130, which produced enough signal to unambiguously assign one-

third of the ubiquitin residues.  

 Recent efforts have focused on maintaining cellular integrity during the DNP 

freezing process. The two main factors at play are the glassing agent used (DMSO or 

glycerol) and the rate of freezing (slow or rapid).[15c, 17] Based on these studies, as well 

as in our hands, rapid freezing drastically reduces cell viability. Further, the 60% 

glycerol ideal for in vitro DNP is likely lethal to mammalian cells. While the evidence 

of low glycerol and slow freezing conditions that maintain cell integrity is encouraging, 

the bulk of work now needed is in describing biologically relevant consequences in the 

cellular environment. On one hand, this requires clever experimental design and protein 

selection to be able to identify spectral changes and their relation to structure. On the 
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other hand, the protein of interest must have significant signal enhancement by DNP 

and be detectable beyond the abundant 13C and 15N atoms present in the cellular milieu. 

We suggest that developments in PAs may assist in both of these demands.  

2.6 Polarization agent design 

 Since the initial creation of the biradical, BTnE,[8] two nitroxides stitched 

together became the standard for generating the cross effect. From here, TOTAPOL 

became popular for its improved water solubility.[10] Soon after, AMUPol was 

generating signal enhancements four times greater than those of TOTAPOL.[18] Because 

of its commercial availability and reliable performance, AMUPol is still the most 

commonly used PA. However, as DNP studies continue to test new ground, the PAs 

must adapt as well. For example, PAs are designed for general enhancement 

improvements (AsymPolPOK) (Figure 2.8A),[19] performance at high magnetic fields 

(SNAPol-1),[20] or highly protonated environments (cAsympolPOK).[21] For DNP in 

cells, however, PA design must consider redox resistance and localization.  

The cell interior is a reducing environment, in part to protect against oxidative 

species. The nitroxide radicals of PAs which are stable in water, may be become rapidly 

reduced to hydroxylamine upon cell entry. A PA like TOTAPOL becomes ineffective 

in bacterial cells,[22] and AMUPol only excels in mammalian cells if added in great 

excess.[23] Fortunately, there are design strategies to increase the resistance to reduction. 

This includes switching the 6-membered ring nitroxide to a 5-membered ring, or adding 

ethyl groups adjacent to the nitroxide rather than methyl groups present on TOTAPOL 

(Figure 2.8B).[24] These changes focus on shielding the radical from solvent exposure 
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but may also interrupt cross effect properties. Future PAs must be fine-tuned to balance 

bioresistance and enhancement.  

Bioresistance becomes particularly important for PA-targeting strategies which 

promise to localize to the protein of interest within the cell.[25] Some ways to do this are 

through cysteine chemistry,[26] a ligand linked PA,[27] or bio-orthogonal tetrazine 

chemistry.[28] These strategies rely on a stoichiometric ratio of PA to protein of interest, 

therefore each PA that gets reduced depletes the signal of its bound protein. The future 

of PA-targeting must develop PAs that are efficient at the low concentrations of 

intracellular proteins. Targeting chemistry that proceeds faster than nitroxide reduction 

is also needed. In this thesis we develop and characterize two novel PAs; TTz designed 

for versatility and highly specific targeting in biological settings (Chapter 5), and 

POPAPOL designed for improved bioresistance (Chapter 6). 
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Abstract 

 Heterochromatin protein 1α (HP1α) is a conserved protein prominent in 

heterochromatin formation and maintenance, associated with the repression of gene 

expression. While HP1α is a relatively small protein, it has several domains with distinct 

functions. The chromodomain binds to the epigenetic histone marks H3 K9me2/3, the 

hinge binds to DNA, and the chromoshadow domain (CSD) binds to a long list of 

partner proteins. Here, we investigate whether the αN helix of histone H3 is a binding 

target of the CSD to induce gene repression. We use NMR spectroscopy and gel-based 

assays to assess CSD binding to an αN helix peptide and mononucleosomes. Based on 

recent structural models of transcription factors and chromatin remodelers unwrapping 

DNA from contact with the αN helix, we introduce these proteins to prompt HP1α  

binding to nucleosomes. However, we are unable to detect CSD docking to the 

nucleosome. Moving beyond binding assays, we design a chromatin remodeling assay 

to detect any effect of the HP1α CSD on nucleosome accessibility. We discover that it 

is not binding to the αN helix but rather the compaction of nucleosome arrays by HP1α 

that exerts repressive effects on the gene regulatory machinery. 

 

4.1 Introduction 

 Heterochromatin is well-known for its role as a gene silencing feature of the 

eukaryotic genome. The constitutive heterochromatin territory can be recognized by its 

DNA content (telomeres, tandem repeats, pericentromeres, late-stage replication), post-

translational modifications (H3 K9me3 and H4 K20me3), and effector proteins such as 

heterochromatin protein 1α (HP1α).[1] However, viewing heterochromatin only as a 
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gene silencing domain oversimplifies its active roles in establishing inheritance,[2] 

driving nuclear topology,[3] fine-tuning (rather than preventing) transcription,[4] guiding 

cell differentiation,[5] and segregating chromosomes during cell division.[6] And while 

these diverse functions are enacted by a wide range of biomolecules, central to these 

actions is the protein HP1α. 

 HP1α is a heterochromatic protein intertwined in seemingly all heterochromatin 

events. It is exactly this widespread distribution, existence of partially redundant 

paralogs (β, and γ) and vast list of binding partners that makes it difficult to describe 

what it is that HP1α does. HP1 is haunting in its contradiction, simultaneously localizing 

to transcriptionally silent and active regions,[7] both rapidly diffusing and immobile,[8] 

paralogs unique but also redundant.[9] We are interested in characterizing the interaction 

and structural capabilities of HP1α to construct a base for its cellular complexity. In 

particular, we aim to probe the interactions of HP1α with the nucleosome because such 

interactions may be foundational to gene regulation.  

 The interaction between the chromodomain (CD) and the di/trimethylated lysine 

9 on histone H3 is well documented and critical to the localization, maintenance and 

spreading of heterochromatin (Figure 1.3).[8, 10] The hinge domain is able to interact 

with nucleosomal DNA and can even distinguish DNA tertiary structures like G-

quadruplexes.[11] HP1α is also suggested to bind directly the folded regions of histones 

H3 and H2A.Z.[12] While the mechanism of binding to H2A.Z is unknown, the binding 

to H3 is believed to be through the CSD domain on HP1α and the H3 αN helix.[13] The 

H3 αN helix has been co-crystalized as a small peptide with the CSD of HP1γ, and can 

interact with all paralogs of HP1.[14] Further, the phosphorylation of the H3 αN helix is 
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associated with cell-cycle dependent removal of HP1α.[15] The CSD can interact with 

the PXVXL motif (where X is any amino acid), but has known sequence deviation.[14] 

For example, the CSD can bind the non-canonical motif on H3 (PGTVAL), in addition 

to a vast array of chromatin effectors that enact their own function of methylation, 

nucleosome remodeling, DNA sequence recognition, and many more.[16] A direct 

interaction to the H3 core predicts HP1α to have a direct and disruptive interaction that 

would have significant impact on many nucleosome regulating processes. With such 

implications, we sought to better probe the interaction of the CSD with nucleosomes in 

the presence of chromatin effectors that require access to the histone cores and the 

wrapped DNA.  

 Assessing the interaction between the CSD and the αN helix (or any binding 

partner) in cells is challenging because any manipulation of the PXVXL-binding region 

abrogates interaction with hundreds of binding partners and therefore complicates any 

causal relationships. For this reason, such interactions are typically studied with purified 

components. This chapter focuses on the interplay of HP1 (transcription repressor),  

BRG1 (remodeler), and OCT4/SOX2 (transcription factors) in the context of the 

nucleosome (Figure 4.1A). HP1 has been shown to interact with every family of 

chromatin remodelers through its CSD,[12b, 17] making it clear that one function of HP1 

is to affect the proper sliding or removal of nucleosomes. BRG1 in particular is a 

common hit for proteomic studies looking for HP1α interactions in cells. In vitro studies 

have even identified the PXVXL region of BRG1 and shown a competitive relationship 

between HP1α and BRG1 over access to the nucleosome.[12b, 18] Interestingly, both 

HP1α and BRG1 were been shown to interact with the H3 αN helix.[18] The location of 
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the H3 αN helix is important because it establishes the entry/exit site of the nucleosome, 

the last DNA-histone interface to complete DNA wrapping. This DNA site is called the 

super helical location (SHL) +/- 6 and SHL +/- 7. Access to this region would be 

required to enact major structural changes to the nucleosome. Unsurprisingly, this helix 

is a hotspot for post-translational modifications that impact DNA wrapping and binding 

partners. For example, the H3 K56 acetylation mark forces the DNA to unwrap partially 

from the nucleosome, exposing new sites of DNA for transcription factors.[19] This helix 

can also be phosphorylated at H3 T41 and T45, which disperses HP1α in cells, and 

prevents binding by the CSD in in vitro peptide binding assays.[15b] While preliminary 

studies have laid the groundwork for the BRG1-HP1α relationship, more work is 

required to elucidate the source of competition between them and the biological 

implication.  

 Beyond remodelers, HP1 may have similar relationships with transcription 

factors. Recent structures have revealed that OCT4 and SOX2 bind directly to 

nucleosomal DNA at SHL -6 and induce slight DNA unwrapping. OCT4 and SOX2 are  

pluripotency factors, able to orchestrate the conversion of differentiated cells into a 

pluripotent state, essentially erasing the identity of a cell.[20] Being able to bind directly 

to the nucleosome and thus bypass the steric exclusion of the histone octamer, means 

that these special transcription factors must be strategically regulated. HP1 may be in 

part responsible for this regulation, especially with the understanding that constitutive 

heterochromatin (likely involving all three HP1 paralogs) is an impediment to OCT4-

SOX2-induced pluripotency.[21] Both H3 K9me3 and HP1γ must be removed for OCT4 

to initiate cell reprogramming to pluripotency.[5c, 22] Upon initiation by OCT4, BRG1 is 
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recruited to open up chromatin and establish a landscape for new gene expression.[23] 

Interestingly, while OCT4 can bind to closed heterochromatic regions, BRG1-

dependent remodeling is necessary to make chromatin accessible to other factors.[23b] 

Additionally, HP1γ was able to interact with OCT4 and other pioneer factors, but 

interaction interfaces were not fully determined.[5c] Altogether, the regulation of 

pluripotency may in part depend on a regulatory triad of HP1, OCT4, and BRG1 where 

all components have proven interactions with each other, and their interactions are either 

 

Figure 4.1. Landscape of nucleosome interactions. The H3 αN helix, tucked into the 
nucleosome, is shown in red. The PXVXL-like sequence (PGTVAL) is the last folded sequence of 
H3 before the disordered N-terminal tail begins. Three types of chromatin effectors are shown; 
nucleosome remodelers, transcription factors, and repressors. Each type benefits from access to the 
nucleosome surface and likely the H3 αN helix. PDB structures used (1KX5, 3Q6S, 6T93, 5X0X). 
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required for function (OCT4 and BRG1) or prevention of function (HP1 and 

BRG1/OCT4). 

 This chapter was built from the desire to describe the observed cellular 

relationships between these three protein families on a molecular level. The model 

described above, while captivating, is complicated by the reliance on αN helix binding 

experiments that only use peptides or free histones (without DNA) when probing 

interactions with the CSD.[12b, 14] The αN helix is largely folded and buried within the 

nucleosome and remains that way in most currently determined structures, even with 

bound proteins.[24] However, there has been a recent appreciation of histone core 

flexibility accounting for significant structural movement within the nucleosome,[25] a 

phenomenon exacerbated by remodeler and HP1 binding.[26] The first aim of this chapter 

is to determine if the CSD of HP1α is sufficient to bind to the nucleosome, as it is for 

free histones. The following aim is to test how HP1α or HP1γ  competes or cooperates 

with transcription factors (OCT4 and SOX2) and remodelers (BRG1, CHD1, ACF) for 

access to the nucleosome. Finally, we aim to identify the mechanism of HP1α regulation 

of active chromatin remodeling and if it relies on interaction with the αN helix. 

4.2 Results  

HP1 interactions with the nucleosome 

 It has been suggested through a range of studies that the CSD of HP1 can bind 

to the H3 αN helix.[12b, 14, 15b] To test this in our own hands, we sought to repeat the 

known interaction with the H3 αN helix peptide and progressively increase the 

complexity of the system toward a fully wrapped nucleosome. We started by testing for 

interactions between the HP1α CSD and the H3-H4 histone tetramer. Co-elution of the 
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tetramer and CSD from size-exclusion chromatography shows a strong interaction 

 

Figure 4.2. Chromoshadow domain binding to histone H3 in the absence of DNA. A) SDS-
PAGE of two peaks eluted from size-exclusion chromatography. Peak 1 co-elutes the histone 

tetramer and CSD, peak 2 contains unbound CSD. B) SDS-PAGE of wildtype (WT) CSD co-
eluting with the histone octamer, while the I165E construct shows no co-elution. C) 1H-15N HSQC 

of HP1α CSD (black) and HP1α CSD with equimolar H3 αN helix peptide (purple). D) 1H-15N 
HSQC of HP1α CSD and HP1α CSD 1:0.1 with the H3-H4 tetramer. E) 1H-15N HSQC of HP1α 
CSD W174A (black) and HP1α CSD W174A with equimolar H3 αN helix peptide (purple). D) 1H-

15N HSQC of HP1α CSD W174A and HP1α CSD W174A 1:0.1 with the H3-H4 tetramer. G) 
Structural model of the HP1 CSD dimer bound to the H3 αN helix peptide (PDB: 3Q6S). Purple 

residues are the first peaks to disappear upon tetramer addition, while orange peaks are those still 
remaining. H) CSD dimer colored by residue electrostatics, acidic surface adjacent to the PXVXL 

pocket is circled. 
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between the two components (Figure 4.2A). We repeated this test with fully formed 

octamers and included a mutant I165E that is deficient in dimerization and thus cannot 

make the PXVXL binding surface (Figure 4.2B). In this case, the dimer mutant was 

unable to co-elute with octamers, initially suggesting that binding the PGTVAL motif 

of H3 was necessary for complex formation.  

 To gain more insight into the interaction, we employed solution nuclear 

magnetic resonance (NMR) spectroscopy. We started with a peptide of the H3 αN helix  

previously used to determine a bound CSD crystal structure, where the otherwise 

disordered peptide adopts a beta strand inside the binding pocket (Figure 4.2G). Mixing 

a stoichiometric amount of peptide and HP1α CSD dimer, we observed several 

significant chemical shift perturbations and many vanishing peaks, consistent with 

previously studies of the CSD with PXVXL peptides (Figure 4.2C).[13] Next, we tested 

if this pattern is the same for folded histones, which would require a helix to beta strand 

structural transition. The binding signature appears to match the peptide, albeit there is 

even greater peak loss at the lower stoichiometric ratio used (1.0 CSD: 0.1 H3-H4 

tetramer) (Figure 4.2D). The loss of peak intensity commonly comes from an 

intermediate exchange rate between bound and unbound states that broadens the signal 

between each conformation. Alternatively, a complex may become too large to be 

detected by solution NMR. The peak loss with the small peptide suggests that this is a 

case of intermediate exchange and that the H3-H4 tetramer interacts with a much larger 

surface area of the CSD.  

 To ensure that the CSD binding is specific for the PXVXL-like sequence, we 

tested the mutant, W174A, which removes the affinity for PXVXL peptides. Repeating 
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the same NMR experiment with the W174A mutant and the H3 αN helix peptide 

confirmed that this interaction is completely abrogated in the mutant (Figure 4.2E). 

Surprisingly, the addition of H3-H4 tetramer returned the same binding signature with 

similar affinity as wildtype CSD (Figure 4.2F). This could be explained by the strong 

electrostatic interactions with the rest of the histone core dominating the interaction. 

Notably, the overall signal remaining is not generally broadened, which would occur if 

a stable complex formed with the core of the ~52 kDa H3-H4 tetramer. Looking at the 

structure of the CSD, the area which has the greatest signal loss from the spectra aligns 

with the PXVXL pocket and the acidic surface, while the peaks remaining in the spectra 

are opposite to the pocket or apart of the disordered c-terminal extension (Figure 4.2G, 

H). We interpret these results to mean that the acidic surface of the CSD drives 

interaction with histone H3. This is supported by the relatively weak binding of the H3 

αN helix compared to other peptides, as well as the loss of binding upon phosphorylation 

(reduction of positive charge) of the peptide. Extensive interactions throughout the CSD 

have been seen before for other PXVXL-bearing proteins,[17g] however, it is still unclear 

how the presence of DNA would influence these interactions. 

 We therefore transitioned our focus to mononucleosomes (MNs) which allowed 

us to detect binding using an electrophoretic mobility shift assay (EMSA). Here, the 

negative charge of DNA draws the nucleosomes down the gel and any change to the 

shape, size or charge of the molecule would shift the band. First, we compared wildtype 

HP1α and the W174A mutant for binding affinity to MNs, finding that the W174A 

mutation has no bearing on affinity for MNs (Figure 4.3A). We sought binding with 

the CSD domain alone, however, even in conditions of ~1000 fold CSD excess, no 
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interaction was detected. We repeated the EMSAs with H3 K9me3 MNs and a 

phosphorylated HP1α construct, as well as a chromodomain truncation (Figure 4.S1). 

The presence of H3 K9me3 appears to slightly increase affinity for full-length HP1α but 

is insufficient to detect interaction from just the chromodomain. Notably, 

phosphorylated HP1α has significantly reduced affinity to MNs, confirming that much 

of the affinity is derived from the basic hinge domain and that the H3 tail interaction 

does not drastically expose the H3 αN helix for stable docking by the CSD.  

 Because the EMSAs may be too insensitive to weak interactions, we again 

turned to NMR to see if MNs could induce the same binding signature as the H3 αN 

helix and tetramer. We found that at a ratio 1.0 CSD to 0.8 MN was insufficient to detect 

an interaction (Figure 4.3B, C). This sample has more H3 than the tetramer sample, but 

the wrapped DNA most likely precludes access to the H3 αN helices. To increase the 

likelihood of DNA unwrapping and H3 αN helix exposure, we prepared tetrasomes 

(TSs), which only contain the H3-H4 tetramer and are not canonically wrapped. 

Subjecting TSs to EMSAs and NMR with the HP1α CSD failed to produce any 

interaction (Figure 4.S2). Therefore, the presence of DNA may be sufficient to prevent 

the necessary histone rearrangement for CSD docking. To test this again from the MN 

point of view, we used a pulldown assay that utilizes the high affinity of streptavidin for 

a biotin tag placed on the DNA of mononucleosomes. In this way, we could use high 

salt buffers that favor unwrapped MNs and may give a more physiological landscape of 

MN dynamics. However, once again the interaction by full-length HP1α or CSD was 

not improved with the high salt unwrapping condition (Figure 4.3D). Overall, we were 

unable to detect a CSD-MN interaction and were unable to see a cooperative effect of 
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Figure 4.3. Chromoshadow domain binding to mononucleosomes. A) EMSA of 200 nM MN 
with HP1α, HP1α W174A, and HP1α CSD with protein concentration ranging from 5 to 100 
μM.B) 1H-15N HSQC of HP1α CSD (black) and HP1α CSD 1:0.8 with MN (purple). C) Native 
polyacrylamide gel of MN used for NMR. D) SDS-PAGE of biotinylated MN pull-down. HP1α, 
HP1α W174A, and HP1α CSD were tested for binding in a range of NaCl concentrations.  
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having the full-length HP1 besides the DNA-hinge interaction. A limitation of our 

experiments may be the lack of other chromatin effectors that may act in concert with 

HP1α to make the H3 αN helix more accessible. 

HP1 competition with chromatin effectors 

We then aimed to harness the recently discovered MN binding mechanism of 

OCT4-SOX2 to activate CSD binding,[27] potentially offering functional mechanistic 

insight in an elusive HP1 function. To generate a docking site for OCT4-SOX2, we 

replaced the 601 sequence at SHL -6 with the recognition sequence for the OCT4 POU 

domain and SOX2 HMG domain (Figure 4.4A). A more challenging undertaking is 

generating recombinant OCT4 and SOX2. Much of these proteins are disordered 

regions involved in activating downstream components, however, because we were 

primarily interested in the nucleosome interface, we constructed the DNA-binding 

domains only. While the recombinant SOX2 HMG domain behaved well, the OCT4 

POU domain required several precautions (Figure 4.S3A, C, D). The POU domain has 

high affinity for DNA regardless of sequence and the protein fold is unstable without its 

DNA interaction. For this reason, a GFP tag was added to the POU domain to assist 

with solubility and DNA was removed as a last step before experiments (more details 

can be found in the methods section and supplemental figure 4.S3). Using these 

strategies, we were able to produce some active OCT4 and SOX2 which were able to 

cooperatively bind DNA with a preference for SHL -6 containing DNA (Figure 4.4B). 

The OCT4/SOX2 complex was able to shift the SHL -6 MN, but we were unable to 

reproducibly achieve significant band shifts, likely due to a large population of 

misfolded OCT4/SOX2. Nonetheless, we were able to test binding competition via 
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EMSA (Figure 4.4C). Here, we used HP1γ because of its cellular relationship to OCT4 

and because it lacks DNA binding that would interfere with the EMSA. We did not 

 

Figure 4.4. Binding relationships on the nucleosome surface. A) MN with the SHL-6 DNA 
region modified to the OCT4-SOX2 recognition sequence (PDB:1KX5). B) EMSA of 3 μM OCT4 
and SOX2 with 300 nM 601 DNA, SHL-6 DNA, or MN SHL-6. C) EMSA of 1.05 μM MN SHL-6 
with 10 μM OCT4 and SOX2, and 36 μM HP1γ. D) EMSA with 250 nM MN SHL-6 with 846 nM 
BRG1 ATPase and 50 μM HP1γ. E) EMSA with 100 nM MN SHL-6 with 1.12 μM BRG1 ATPase 
and 100 μM HP1γ. F) EMSA with 200 nM SHL-6 DNA or 500 nM MN SHL-6 mixed with a range 
of NFkB and 17 μM HP1γ.  
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detect any effect from HP1γ, where a band shift down would suggest the removal of 

OCT4-SOX2 and a shift up would be a complex between all 4 components.  

 After HP1γ and OCT4-SOX2 showed lack of binding competition, we tried 

another transcription factor known to bind the nucleosome, NFkB.[28] Again, HP1γ in 

excess was unable to assist or disrupt the complex of MN and NFkB (Figure 4.4F).  

 Unable to show any effect of HP1γ on the purely structural effect of transcription 

factors, we sought to determine if an active process is required for HP1γ interaction. We 

used the ATPase domain (BRG1-C) of BRG1, which lacks the PXVXL motif, to test 

this hypothesis. Upon initial testing, BRG-1 was only able to form a complex with MN 

in the presence of ATP, and the addition of 50 μM HP1γ had no effect (Figure 4.4D). 

Increasing HP1γ up to 100 μM appeared to disassemble the BRG1-MN complex, 

however, adding this much protein tends to smear lanes and is likely just an artifact 

(Figure 4.4E). Altogether, we were unable to show a reproducible effect of HP1 on the 

binding of chromatin effectors to the nucleosome.  

HP1 regulation of chromatin remodeling 

 We next wanted to probe the relationship of HP1 with chromatin effectors while 

bypassing the limitations of EMSA experiments which necessitates a strong interaction. 

We chose to focus on a chromatin remodeling assay that can test the impact of HP1 

through a functional readout of remodeling. We started with designing a 205 bp H3 

K9me3 nucleosome with a PstI cleavage site at base pairs 23-28. PstI has been regularly 

employed to cut exposed DNA in remodel assays.[29] Successful remodeling will shift 

the DNA up to 60 base pairs and expose the PstI site for cleavage (Figure 4.5A). We 

were able to conduct this assay with three different families of remodelers; BRG1 
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(SWI/SNF), CHD1 (CHD), and ACF (ISWI). This set of remodelers exposes HP1α to 

many possible modes of action. HP1α has known interaction with both BRG1 and 

ACF,[12b, 17b] while CHD1 dramatically removes the DNA from the H3 αN helix.[30] 

First, we were able to determine conditions to achieve an intermediate level of 

remodeling by tuning time and remodeler concentration (Figure 4.S4A), this dynamic 

range would best allow us to detect any remodeling inhibition. With chosen remodeler 

concentrations, we allowed remodeling to proceed for 30 minutes in the presence of PstI 

 

Figure 4.5. Mononucleosome remodeling in the presence of HP1. A) Scheme of the remodeling 
assay. PstI is available for restriction enzyme digest only upon remodeling. B) Above: 
Deproteinized DNA products of ACF remodeling assay with 50 nM ACF and 250 nM, 500 nM, 1 
μM, 5 μM, and 25 μM HP1α or HP1α CSD. Below: Bar graph of average cutting percentages with 
standard error for each condition (n = 3). C) Same as (B) but remodeled with 250 nM CHD1 (n = 
3).  
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and titrated in either HP1α or HP1α CSD (Figure 4.5B, C). With the presence of H3 

K9me3 and the known hinge interaction, we expect HP1α to have extensive contact 

with the nucleosomes during remodeling. Following the titration, we don’t see a trend 

for repression or activation of either CHD1 or ACF. Due to insufficient enzyme 

quantity, we were unable to quantify remodeling with BRG1 in triplicate, but the result 

appears to be the same (data not shown). The general repression of all samples with 

HP1α/CSD is a result of the protein buffer, we were able to show this same repression 

with buffer alone (data not shown). These assays are highly sensitive to buffer 

conditions, yet are insensitive to the presence of excess levels of HP1α.  

Perplexed with our nucleosome remodeling results in conflict with previous 

studies on HP1,[12b, 17b] we decided to probe for repression on 12-mer nucleosome arrays. 

This context may align better with the bridging model for HP1 function.[17b] For 

nucleosome arrays, we used the HpaII restriction enzyme site already within the 601 

sequence, as this approach has been used previously to study ACF and HP1.[17b] In this 

case, there are 12 HpaII sites per DNA strand that create a ladder of products as each 

individual nucleosome is consecutively remodeled and cut (Figure 4.6A). For this 

reason, we opted to conduct this assay as a time course to follow the band laddering. 

The 601 sequences aim to position each nucleosome 30 bp apart, however, equilibrium 

has slight variation that allows for some HpaII cutting even without remodeling. 

Nonetheless, a noticeable reduction of the complete 12-mer band is observed upon 

addition of CHD1 or BRG1, (Figure 4.6B, C). ACF was not used here because ACF’s 

function is to space nucleosomes evenly, which has little effect on these already regular 
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Figure 4.6. Nucleosome array remodeling in the presence of HP1. A) Nucleosome array 
remodeling assay scheme. Consecutive remodeling steps continually expose new HpaII sites to 
create a ladder of products. B) Above: Deproteinized nucleosome array remodeling products. Time 
points (5, 15 and 30 minutes) were taken for remodeling assays performed with 25 nM 
(nucleosome site concentration) chromatin, 500 nM CHD1 and 5 μM or 25 μM HP1α, or 25 μM 
HP1α CSD. Below: Mononucleosome remodeling assay matching the conditions above but with 
time points taken at 15, 30 and 60 minutes. C) Same as in (B) but remodeled with 66 nM BRG1. D) 
Deproteinized nucleosome array remodeling products for unmodified or H3 K9me3 arrays with or 
without 25 μM HP1α. E) Microscopy images of nucleosome arrays intercalated by YOYO-1 dye. 
Scale bars 20 μm. 
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12-mer arrays.[31] The addition of HP1α appears to significantly reduce the remodeling 

rate of both CHD1 and BRG1, while the CSD has either no effect on CHD1 or a minor 

effect on BRG1. A CHD1 MN time course remodeling assay confirms that this 

phenomenon only occurs with nucleosome arrays (Figure 4.6B). Because this was 

specific for the multi-nucleosome setting, we wondered if the bridging of nucleosomes 

through H3 K9me3 binding was required. Comparison of unmodified and H3 K9me3 

arrays show drastically more repression with the lysine trimethylation (Figure 4.6D). 

Looking at these samples under the microscope with a DNA intercalating dye, it is clear 

that the H3K9me3 arrays make large domains of collapsed chromatin consistent with 

previous studies (Figure 4.6E),[11b, 32] however this has never been linked to remodeling 

efficacy. We used a two-step assay variation to show that HP1-mediated compaction is 

affecting remodeling and not the restriction enzyme (Figure 4.S4B). Finally, we 

showed that the HP1α W174A mutant represses no differently than HP1α WT, 

suggesting that tethering via the H3 K9me3 mark is the dominating mode of repression 

(Figure 4.S4C).  

4.3 Discussion 

In this chapter we were driven to discover how HP1 interacts with the 

nucleosome and represses other chromatin effectors as a result. We started with the 

interaction between the HP1α CSD and the H3 αN helix, showing that the CSD can bind 

to H3-H4 tetramers in the absence of DNA. While the structural switch between helix 

and beta strand seems possible in a tetramer, the binding appeared not to rely on the 

PXVXL binding pocket. Therefore, the main contacts between the CSD and H3, either 

on the tail or core, may be regions typically shielded by DNA or histone chaperones. 
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We were unable to show any binding between the CSD and nucleosomes. It is possible 

that because the 601 DNA is an artificially strong positioning sequence, it prohibits  

DNA dynamics that would allow for the CSD to bind. Our attempts to address this 

possibility with high salt buffers or tetrasomes showed no interaction. While the EMSAs 

we conducted require a high affinity interaction, the SEC co-elution between the CSD 

and tetramer show that these two components can maintain a stable complex. We 

therefore conclude that the CSD alone and full-length HP1α and γ cannot bind to the 

H3 αN helix in a chromatin setting. These results suggest that the recently discovered 

nucleosome loosening effect of Swi6 (HP1 homolog) may not involve the H3 αN helix, 

but may be dependent on liquid-liquid phase separation, or may be specific to the yeast 

homolog Swi6.[26a]  

In a cellular chromatin environment, many chromatin effectors are 

simultaneously interfacing with the nucleosome. We intended to utilize the DNA 

unwrapping feature of OCT4 and SOX2 to induce HP1γ binding, but were unable to 

show a relationship between these chromatin effectors. This was the case as well for 

NFkB and the ATPase domain of BRG1. At this point, we have been unable to detect 

binding in the presence of DNA. 

We employed functional chromatin remodeling assays to provide more insight. 

With these assays, an active ATP-driven process can open the nucleosome, and a 

functional readout is used rather than relying on binding detection. Again, HP1α initially 

displayed no effect on the remodeling of ACF, BRG1, or CHD1. This is in contrast to 

previous studies that suggest the act of remodeling may open up the nucleosome to 

release the H3 αN helix.[12b, 26b]  
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We transitioned the remodeling assay to nucleosome arrays to test if repression 

derives from HP1α working in concert with a crowd of nucleosomes and other HP1α 

molecules. The addition of HP1α to arrays significantly repressed chromatin remodeling 

by BRG1 and CHD1. This repression was dependent on H3 K9me3 which suggests 

HP1α mediates a compact state by transiently tethering arrays. Additionally, the CSD-

PXVXL interaction was not required to repress remodeling. This mechanism fits well 

into the model of heterochromatin formation by liquid-liquid phase separation and 

polymer collapse.[33] We propose that the interaction with the H3 αN helix is not 

necessary for direct repression by HP1α, especially considering the PXVXL pocket is 

likely bound by other chromatin effectors which on their own can regulate phase 

separation.[33b, 34] We add onto the current model by positing that in addition to being 

able to organize the nucleus and dictate its material properties via the H3K9me3 mark, 

HP1α-mediated chromatin compaction may also be sufficient for chromatin remodeler 

inhibition.[33d, 35]  

4.4 Future outlook 

In this chapter we continued unpacking the direct biophysical effects of HP1 on 

active chromatin processes. The results presented here offer many springboards into 

new understanding. Fluorescently labeled remodelers can be used to test if chromatin 

remodelers are able to enter the chromatin foci created by HP1α. Nucleosome arrays 

with different patterns of H3 K9me3 marks can be used to learn if mark erasure at a 

nucleosome is sufficient to allow remodeling. Other factors such as histone 

modfiications, Mg2+ or histone H1 can also compact nucleosome arrays. Is there a 
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difference in the way these compact arrays are interpreted in chromatin function and 

regulation processes? 

It will be important to develop a protocol to routinely produce active OCT4 and 

BRG1. Both proteins are unstable through the purification process and limit assay 

reproducibility. Further, more complete constructs and complexes may be desired. For 

example, full length OCT4 potentially has a binding site for HP1γ, how does that affect 

their cooperation? Full length BRG1 has an HP1α binding site, but this site may be 

concealed in the physiological BAF complex.[36] BAF and other full remodeler 

complexes may have different relationships with HP1α. 

NMR of the CSD should be continued with excess quantities of nucleosomes 

and tetrasomes to favor the formation of low population binding states if they exist. It 

will also be extremely powerful to determine the extent to which the H3 αN helix can 

unfold, since it unveils the possibilities of nucleosome dynamics and if CSD binding is 

ever feasible. There is evidence the H3 αN helix can become dynamic during 

unwrapping,[25a] but the extent and implications are unclear. While the histone cores are 

not detectable by solution NMR in the nucleosome, they may be in the tetramer alone. 

It  would be informative to isotopically label H3 and H4 to determine which regions are 

contacting HP1 and if the helix does unfold. Overall, we hope to have inspired thought 

and provided groundwork for many future discoveries of the mechanisms underlying 

HP1 function. 
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4.5 Methods 

Lab Techniques 

All commonly used reagents were purchased from Sigma-Aldrich or Fisher 

Scientific. Isotopically enriched reagents were purchased from Cambridge Isotope 

Laboratories. Primer synthesis and gene synthesis were completed by Integrated DNA 

Technologies and Genewiz, respectively. PCR was performed using a Bio-Rad T100 

thermocycler, while purification of the DNA relied on kits from New England BioLabs. 

Phusion polymerase and TEV protease were gifts from the Corbett Lab at UCSD. 

Dialysis kits were purchased from Thermo Fisher Scientific and protein concentrators 

were obtained from Sartorius. Reverse-phase (RP) HPLC was performed on a 2545 

Binary Gradient Module Waters system equipped with a 2484 UV/vis detector. For 

prep-scale RP-HPLC  purification, we relied on a Waters XBridge BEH C18 19 mm x 

250 mm, 10 μm particle size column, while for analytical measurements we used a 

Symmetry300 C18 4.6 mm x 150 mm, 5 μm particle size column. HPLC solvent A 

contained 100% H2O + 0.1% trifluoroacetic acid (TFA), while solvent B contained 

100% acetonitrile + 0.1 % TFA. For size-exclusion chromatography, a Superdex 200 

10/300 column (GE Healthcare Life Sciences) was used with an ÄKTA pure protein 

purification system (GE Healthcare Life Sciences). LC-ESI-TOF MS analysis was 

conducted on an Agilent 6230 Accurate-Mass TOFMS. Gel images were acquired using 

a camera and light box from Fotodyne Incorporated. Protein and fluorophore 

absorbances were measured using a Nanodrop One Spectrophotometer by Thermo 

Scientific.  

Constructs 
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The HP1α gene was excised from a GST HP1α plasmid provided by Naoko 

Tanese[37] (Addgene plasmid # 24074 ; http://n2t.net/addgene:24074 ; 

RRID:Addgene_24074) and cloned into the vector backbone of a 2BT MacroLab 

plasmid (generously provided by Dr. Kevin Corbett) using NEBuilder® HiFi DNA 

Assembly Master Mix. The resulting plasmid contained a His6-TEV-HP1α construct. 

CK2 was created by excising CK2beta from the pAB46 plasmid, a gift from David 

Litchfield[38] (Addgene plasmid # 27085; http://n2t.net/addgene:27085; 

RRID:Addgene_27085) and cloned into a pCDF-Duet-CK2alpha plasmid generously 

provided by Dr. Neel Shah. The resulting plasmid contained CK2alpha and CK2beta 

constructs that could be co-expressed.  

For E.coli expression, SOX2 and OCT4 genes were excised from pGem-Sox2 and 

pGem-OCT4, a gift from James Thomson[39] (Addgene plasmid # 16353; 

http://n2t.net/addgene:16353; RRID:Addgene_16353). These genes were placed into 

the 2BT plasmid using NEBuilder® HiFi DNA Assembly Master Mix. 

For Sf9 baculoviral expression, a codon-optimized OCT4 gene was ordered from Gene 

Strings by GeneArt by ThermoFisher. This gene was placed into the pFastBac_HT_A 

plasmid using NEBuilder® HiFi DNA Assembly Master Mix. 

Histone H3 K9C was created from a pET30-histone H3.1 plasmid with three mutations, 

C96A, C110A and K9C. All mutations were made using the NEBuilder® HiFi DNA 

Assembly Master Mix.  

The following are the sequences of purified proteins used in this study: 

HP1 alpha: 
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MKSSHHHHHHENLYFQ/SGKKTKRTADSSSSEDEEEYVVEKVLDRRVVKGQV

EYLLKWKGFSEEHNTWEPEKNLDCPELISEFMKKYKKMKEGENNKPREKSES

NKRKSNFSNSADDIKSKKKREQSNDIARGFERGLEPEKIIGATDSCGDLMFLM

KWKDTDEADLVLAKEANVKCPQIVIAFYEERLTWHAYPEDAENKEKETAKS* 

HP1 alpha W174A: 

MKSSHHHHHHENLYFQ/SGKKTKRTADSSSSEDEEEYVVEKVLDRRVVKGQV

EYLLKWKGFSEEHNTWEPEKNLDCPELISEFMKKYKKMKEGENNKPREKSES

NKRKSNFSNSADDIKSKKKREQSNDIARGFERGLEPEKIIGATDSCGDLMFLM

KWKDTDEADLVLAKEANVKCPQIVIAFYEERLTAHAYPEDAENKEKETAKS* 

HP1 alpha CSD-CTE: 

MKSSHHHHHHENLYFQ/SNDIARGFERGLEPEKIIGATDSCGDLMFLMKWKDT

DEADLVLAKEANVKCPQIVIAFYEERLTWHAYPEDAENKEKETAKS* 

HP1 alpha CSD-CTE I165E: 

MKSSHHHHHHENLYFQ/SNDIARGFERGLEPEKIIGATDSCGDLMFLMKWKDT

DEADLVLAKEANVKCPQIVEAFYEERLTWHAYPEDAENKEKETAKS* 

HP1 alpha CSD-CTE W174A: 

MKSSHHHHHHENLYFQ/SNDIARGFERGLEPEKIIGATDSCGDLMFLMKWKDT

DEADLVLAKEANVKCPQIVIAFYEERLTAHAYPEDAENKEKETAKS* 

HP1 alpha CD: 

MKSSHHHHHHENLYFQ/SEYVVEKVLDRRVVKGQVEYLLKWKGFSEEHNTW

EPEKNLDCPELISEFMKKYKKMKEG* 

HP1 gamma: 
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MKSSHHHHHHENLYFQ/SGKKQNGKSKKVEEAEPEEFVVEKVLDRRVVNGK

VEYFLKWKGFTDADNTWEPEENLDCPELIEAFLNSQKAGKEKDGTKRKSLSD

SESDDSKSKKKRDAADKPRGFARGLDPERIIGATDSSGELMFLMKWKDSDEA

DLVLAKEANMKCPQIVIAFYEERLTWHSCPEDEAQ* 

OCT4 POU: 

MKSSHHHHHHENLYFQ/SDIKALQKELEQFAKLLKQKRITLGYTQADVGLTLG

VLFGKVFSQTTICRFEALQLSFKNMCKLRPLLQKWVEEADNNENLQEICKAET

LVQARKRKRTSIENRVRGNLENLFLQCPKPTLQQISHIAQQLGLEKDVVRVWF

CNRRQKGKRSSS* 

OCT4 FL 5CS (all POU domain cysteines mutated to serine): 

MKSSHHHHHHENLYFQ/SMAGHLASDFAFSPPPGGGGDGPGGPEPGWVDPRT

WLSFQGPPGGPGIGPGVGPGSEVWGIPPCPPPYEFCGGMAYCGPQVGVGLVP

QGGLETSQPEGEAGVGVESNSDGASPEPCTVTPGAVKLEKEKLEQNPEESQDI

KALQKELEQFAKLLKQKRITLGYTQADVGLTLGVLFGKVFSQTTISRFEALQL

SFKNMSKLRPLLQKWVEEADNNENLQEISKAETLVQARKRKRTSIENRVRGN

LENLFLQSPKPTLQQISHIAQQLGLEKDVVRVWFSNRRQKGKRSSSDYAQRED

FEAAGSPFSGGPVSFPLAPGPHFGTPGYGSPHFTALYSSVPFPEGEAFPPVSVTT

LGSPMHSN* 

eGFP-TEV-OCT4 FL: 

MKSSHHHHHHGMVSKGEELFTGVVPILVELDGDVNGHKFSVSGEGEGDATY

GKLTLKFICTTGKLPVPWPTLVTTLTYGVQCFSRYPDHMKQHDFFKSAMPEG

YVQERTIFFKDDGNYKTRAEVKFEGDTLVNRIELKGIDFKEDGNILGHKLEYN

YNSHNVYIMADKQKNGIKVNFKIRHNIEDGSVQLADHYQQNTPIGDGPVLLP
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DNHYLSTQSALSKDPNEKRDHMVLLEFVTAAGITLGMDELYKENLYFQ/SDIK

ALQKELEQFAKLLKQKRITLGYTQADVGLTLGVLFGKVFSQTTICRFEALQLS

FKNMCKLRPLLQKWVEEADNNENLQEICKAETLVQARKRKRTSIENRVRGNL

ENLFLQCPKPTLQQISHIAQQLGLEKDVVRVWFCNRRQKGKRSSS* 

TEV eGFP-OCT4 FL (from Sf9): 

MSYYHHHHHHDYDIPTTENLYFQ/GAMDPVSKGEELFTGVVPILVELDGDVN

GHKFSVSGEGEGDATYGKLTLKFICTTGKLPVPWPTLVTTLTYGVQCFSRYPD

HMKQHDFFKSAMPEGYVQERTIFFKDDGNYKTRAEVKFEGDTLVNRIELKGI

DFKEDGNILGHKLEYNYNSHNVYIMADKQKNGIKVNFKIRHNIEDGSVQLAD

HYQQNTPIGDGPVLLPDNHYLSTQSALSKDPNEKRDHMVLLEFVTAAGITLG

MDELYKELMAGHLASDFAFSPPPGGGGDGPGGPEPGWVDPRTWLSFQGPPG

GPGIGPGVGPGSEVWGIPPCPPPYEFCGGMAYCGPQVGVGLVPQGGLETSQPE

GEAGVGVESNSDGASPEPCTVTPGAVKLEKEKLEQNPEESQDIKALQKELEQF

AKLLKQKRITLGYTQADVGLTLGVLFGKVFSQTTICRFEALQLSFKNMCKLRP

LLQKWVEEADNNENLQEICKAETLVQARKRKRTSIENRVRGNLENLFLQCPK

PTLQQISHIAQQLGLEKDVVRVWFCNRRQKGKRSSSDYAQREDFEAAGSPFSG

GPVSFPLAPGPHFGTPGYGSPHFTALYSSVPFPEGEAFPPVSVTTLGSPMHSN* 

SOX2 HMG: 

MKSSHHHHHHENLYFQ/SSPDRVKRPMNAFMVWSRGQRRKMAQENPKMHN

SEISKRLGAEWKLLSETEKRPFIDEAKRLRALHMKEHPDYKYRPRRKTKT* 

Histone H3 K9C: 

ARTKQTARCSTGGKAPRKQLATKAARKSAPATGGVKKPHRYRPGTVALREIR
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RYQKSTELLIRKLPFQRLVREIAQDFKTDLRFQSSAVMALQEAAEAYLVGLFE

DTNLAAIHAKRVTIMPKDIQLARRIRGERA* 

Histone H3 αN helix peptide: 

KKPHRPGTVALREIRRYQKST 

HP1  expression and purification 

The following procedure could be used for all constructs and truncations of HP1 

used in this study. BL21(DE3)-Rosetta cells were transformed with the HP1 (and CK2 

for pHP1α) plasmids. Pre-cultures were grown at 37 °C overnight under ampicillin 

antibiotic selection in LB. Pre-cultures were pelleted in the morning, LB was removed 

and the pellet was resuspended in 13C, 15N enriched M9 media and added to 1L 13C, 15N 

enriched M9 expression cultures for NMR samples, or LB for rest of samples. Many of 

the following steps have been previously described for HP1α.[33b, 40] Cells were grown 

at 37 °C until OD600 = 0.6 (~12 hours), transferred to 18 °C  and induced with 0.3 mM 

IPTG. Cells were collected 20 hours later by centrifuging at 5,000 xg. The cell pellet 

was resuspended in lysis buffer  (1x PBS, pH 7.4, 300 mM NaCl, 10% glycerol, 7.5 mM 

imidazole, Roche protease inhibitor tablet) and sonicated at 4 °C. Cell debris was 

cleared by centrifuging for 30 minutes at 30,000 xg. Roughly 5mL of Ni-NTA resin (per 

1L culture) was added to the lysate and rotated at 4 °C for one hour. The lysate-resin 

mixture was loaded into a Bio-Rad Econo-Column and washed with wash buffer (1x 

PBS, pH 7.4, 300 mM NaCl, 10% glycerol, 7.5 mM imidazole). Elution buffer (20 mM 

HEPES, pH 7.2, 300 mM KCl, 400 mM imidazole, 1 mM DTT) was then ran over the 

column. The resulting elution was incubated with TEV-protease during dialysis against 

imidazole-free buffer overnight at 4 °C. The sample was analyzed by SDS-PAGE to 
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ensure the complete removal of the His tag. The HP1α solution was adjusted to 6 M 

Guanidinium HCl concentration and filtered. This solution was loaded onto a Waters 

XBridge BEH C18 prep-size reverse-phase HPLC column and fractions were collected 

using a gradient of 10%-60% solvent B. HP1α eluted around 40% solvent B and due to 

protein retention on the column, multiple runs were required to collect the protein.  The 

elution product was lyophilized and stored at -80 °C. Purity was assessed by SDS-PAGE 

and analytical RP-HPLC. 

OCT4 and SOX2 expression and purification from E.coli 

           eGFP-OCT4, and SOX2 were expressed and purified similarly, following 

guidance of previously published E.coli strategies.[41] Pre-cultures were grown at 37 °C 

overnight under ampicillin antibiotic selection in LB. Pre-cultures were used as seeds 

for 1 L flasks which were induced with 0.05 mM IPTG at OD = 0.6-1.0 and expressed 

overnight at 20 °C. OCT4 without eGFP formed inclusion bodies, however, eGFP-

OCT4 and SOX2 remain soluble. Cell pellets were resuspended at 4 °C in 20 mM 

HEPES pH 7.2, 500 mM NaCl, 100 mM KCl, 10 mM imidazole, 10% glycerol, and 1 

Pierce protease inhibitor tablet. Resuspension was sonicated, centrifuged at 30,000g and 

the supernatant was bound to Ni-NTA beads for 1 hour. High salt wash buffer was used 

to remove non-specific DNA, 20 mM HEPES pH 7.2, 1.5 M NaCl, 250 mM KCl, and 

40 mM imidazole. Finally, protein was eluted with 20 mM HEPES pH 7.2, 1 M NaCl, 

and 400 mM imidazole. The elution A260/A280 shows that DNA is co-eluted in OCT4 

samples, but not SOX2. The elution was then ran on Superdex 75 10/300 GL in 20 mM 

HEPES pH 7.2, 1 M NaCl, 1 mM DTT. SOX2 was separated from DNA, whereas OCT4 

co-eluted with DNA. SOX2 was then concentrated and 10% glycerol was added before 
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snap-freezing and storage at -80 °C. Caution that the frozen aliquots had less binding 

efficiency than freshly purified SOX2. The eGFP-OCT4 sample required DNA 

digestion by MNase to remove DNA from OCT4. eGFP-OCT4 post-digestion can be 

separated using a Ni-NTA column and must be used immediately, as the protein 

aggregates without the presence of DNA.  

OCT4 (POU domain) purification and refold 

            This procedure was based loosely on previous work.[42] Pre-cultures were grown 

at 37 °C overnight under ampicillin antibiotic selection in LB. Pre-cultures were used 

as seeds for 1 L flasks which were induced with 0.05 mM IPTG at OD = 0.6-1.0 and 

expressed overnight at 20 °C. An inclusion body purification was used, cells were 

pelleted at 4,000 g and resuspended in 20 mM HEPES pH 7.4, 250 mM NaCl, 10% 

glycerol, 1 mM BME and 1 Pierce protease inhibitor tablet. Resuspension was sonicated 

and centrifuged at 30,000 xg. The pellet was resuspended in 6M G-HCl, 20 mM HEPES 

pH 7.4, 250 mM NaCl, 10 mM imidazole, and rotated at 4 °C until dissolved. Sample 

was spun at 30,000 g to remove undissolved material. The supernatant was bound to Ni-

NTA beads for 1 hour, beads were washed with 6M G-HCl, 20 mM HEPES pH 7.4, 40 

mM Imidazole, 250 mM NaCl, and eluted with 6M G-HCl, 20 mM HEPES pH 7.4, 400 

mM Imidazole, 250 mM NaCl, 1 mM TCEP. OCT4 was then refolded against 20 mM 

HEPES pH 7.2, 150 mM NaCl, 1 mM DTT. Several refold strategies were tested, rapid 

dilution of sample into a large volume of 0 M G-HCl, slow gradient dialysis, and an 

extremely dilute refold. Results from dilute refolding (< 500 nM OCT4) showed best 

OCT4 recovery. (Supplementary Figure 3). Because of OCT4 aggregation, the sample 

reduces in purity and can be concentrated, filtered, and loaded onto Superdex 75 GL 
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10/300 column in dialysis buffer for purification. OCT4 should be used fresh after 

purification. 

eGFP-OCT4 expression and purification from Sf9 

Expression from Sf9 cells was utilized to assist the folding of OCT4.[27] 1 μg of 

His-eGFP-OCT4 bacmid (generated through DH10Bac cells) was transfected into Sf9 

cells with a Cellfectin/DNA mix for 6 hours. Cellfectin was removed, then cells 

incubated for 5 days at 27 °C. The media was collected as P1, and used at a 1:20 volume 

ratio to generate P2 which also incubated for 5 days. P2 was used at a 1:2 volume ratio 

to generate P3, which showed green fluorescence 24 hours after infection. P3 media was 

collected at 108 hours and a 1:20 volume ratio was used to generate 20 mL of P4. P4 

was collected at 48 hours, 0.1% BSA was added and the viral titer was filtered. For 

protein production, a suspension of 1.5 million/mL cells was infected with 5 mL of P4 

and expressed for 48 hours shaking at 27 °C.  

The cells were collected and spun down at 4,000g to a visibly green pellet. The 

pellet was resuspended in lysis buffer (50 mM Tris pH 7.5, 1 M NaCl, 100 mM PMSF, 

0.25 mM DTT, 1 Pierce protease inhibitor tablet). The suspension was sonicated at 4 

°C, centrifuged at 30,000g, and the supernatant was incubated with Ni-NTA beads for 

15 minutes at 4 °C. The slurry was washed with wash buffer (20 mM Tris pH 7.5, 1 M 

NaCl, 20 mM imidazole) and eluted with 20 mM Tris pH 7.5, 500 mM NaCl, 300 mM 

imidazole. Resulting protein ran small on SDS-PAGE and was unable to bind DNA, 

possible truncations or unfolding likely occur during the expression and purification.  

Commercial and gifted nucleosome remodelers and peptides 
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BRG1 used for binding competition assays on the mononucleosome was a 

BRG1-C construct gifted by Zelin Shan and Sriram Aiyer from the Lyumkis Lab at Salk 

Institute. This construct was residues 558-1647 which contains the ATPase domain but 

lacks the purported HP1 binding domain. 

NFkB used for binding competition assays was gifted by Hannah Baughman 

from the Komives Lab at UC San Diego.  

BRG1 used for remodeling assays was produced by EpiCypher (Catalog No 15-

1014), recombinant full length human BRG1 (SMARCA4) was expressed in Sf9 cells.  

ACF used for remodeling assays was produced by Active Motif (Catalog No: 

31509), this was a recombinant complex of Drosophila Melanogaster Acf1 and Iswi 

expressed in Sf9 cells. 

CHD1 used for remodeling assays was produced by Active Motif (Catalog No: 

81607), recombinant full length human CHD1 was expressed in Sf9 cells. 

The H3 αN helix peptide used for solution NMR was synthesized by ABclonal Science 

as crude product, then purified by RP-HPLC on a C18 semi-prep column.  

HP1 preparation 

HP1 was prepared the same way as done before,[40] for all constructs and 

truncations used here. Preparation starts by refolding the lyophilized stock in 

resuspension buffer (20 mM HEPES pH 7.2, 6 M G-HCl, 20 mM KCl, 2 mM DTT), 

dialyzing against 1 M Guanidinium-HCl for 5 hours, then dialyzing against 

guanidinium-free buffer with 300 mM KCl (pHP1α) or 150 mM KCl (all other 

constructs) overnight at 4 °C. We routinely achieved 70% yield during the refolding 

process with proper refolding confirmed by solution NMR. The dialysis product was 
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first centrifuged at 4,000 x g to remove any precipitate, then concentrated using 

Sartorius centrifugal concentrators. The sample was concentrated to completion and 

either stored at -80 °C with 10% glycerol or used immediately. Assay buffers using HP1 

were typically 20 mM HEPES pH 7.2, 150 mM KCl, 1 mM DTT, unless specified 

otherwise.  

Histone H3 methyl-lysine installation 

To install the methyl-lysine analog we followed a previously established 

protocol.[43] Briefly, histone H3 K9C, C110A was expressed, purified and lyophilized 

as previously described.[44] 5 mM of H3 K9C was completely reduced at 50 ˚C for an 

hour in 1M HEPES pH 7.8, 4M GuanidiniumHCl, 10 mM D/L-methionine and 20 mM 

DTT. Afterwards, 400 mM of (2-bromoethyl)-trimethylammonium bromide (Sigma) 

was added to the solution. The sample was kept in the dark at 50 ˚C and occasionally 

inverted to mix. After 2.5 hours, 10 mM of fresh DTT was added, and the reaction was 

allowed to proceed for another 2.5 hours. The reaction was finally quenched with 700 

mM 2-mercaptoethanol. The product was purified by reverse-phase HPLC and 

confirmed by ESI-TOFMS. 

Octamer and 12-mer nucleosome array design and assembly 

DNA and histones were prepared using established protocols.[45] 12x601 DNA 

(12 repeats of the 601 DNA sequence separated by 30 bp linkers) for the 12-mer array 

and MMTV for buffer DNA were expressed in DH5α cells. Plasmids were digested and 

the DNA fragments were purified by phenol-chloroform extraction and ethanol 

precipitation. The DNA pellets were redissolved in 10 mM Tris pH 8.0, 0.1 mM EDTA 

buffer and stored at –20 ˚C.  
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The 601-site sequence is: 

5’CTGGAGAATCCCGGTGCCGAGGCCGCTCAATTGGTCGTAGACAGCTCTA

GCACCGCTTAAACGCACGTACGCGCTGTCCCCCGCGTTTTAACCGCCAAGG

GGATTACTCCCTAGTCTCCAGGCACGTGTCAGATATATACATCCTGTGCAT

GTAAGATCCAGTACTACGCGGCCGCC3’ 

Extinction coefficient A260 = 2822957 for a single nucleosome site within the 12-mer 

DNA.  

The MMTV sequence is: 

5’ACTTGCAACAGTCCTAACATTCACCTCTTGTGTGTTTGTGTCTGTTCGCCA

TCCCGTCTCCGCTCGTCACTTATCCTTCACTTTCCAGAGGGTCCCCCCGCAG

ACCCCGGCGACCCTGGTCGGCCGACTGCGGCACAGTTTTTTG3’ 

Histones were expressed in BL21(DE3)-Rosetta cells, purified from inclusion bodies by 

reverse-phase HPLC and lyophilized. The histones were co-dissolved in 6M 

Guanidinium-HCl, 20mM Tris pH 7.5, then dialyzed against 0 M Guanidinium-HCl to 

refold and form octamers that were further purified with a size-exclusion Superdex 200 

10/300 column (GE Healthcare Life Sciences) as in published protocols.[46] Octamers 

were stored in buffer containing 1M NaCl and 50% glycerol at –20 ˚C. 

12-mer nucleosome arrays were prepared using previously described 

protocols.[44] Briefly, 1.6:1 12-mer DNA to octamer and 0.3:1 MMTV DNA to octamer 

were added to 2M TEK buffer (2 M KCl, 10 mM Tris pH 7.5, 0.1 mM EDTA) and 2 

μM octamers in 10 mL of solution. Samples were dialyzed into 10 mM TEK buffer (10 

mM KCl), precipitated by the addition of 4 mM MgCl2 and resuspended in assay buffer 

(20 mM HEPES pH 7.2, 75 mM KCl, 2 mM DTT, 0.01% NaN3) to be used 



 

93 
 

immediately. Chromatin arrays were analyzed by native 1% agarose/2% 

polyacrylamide (APAGE) gels stained with SyBr Gold (Life Technologies). 

Mononucleosome and tetrasome DNA design and production 

            The DNA used for mononucleosome and tetrasome assembly is 147 bp with an 

OCT4-SOX2 recognition site (bold): 

5’CTGGAGACTTTGTTATGCAAATCCGCTCAATTGGTCGTAGACAGCTCTA

GCACCGCTTAAACGCACGTACGCGCTGTCCCCCGCGTTTTAACCGCCAAGG

GGATTACTCCCTAGTCTCCAGGCACGTGTCAGATATATACATCCTGT3’ 

            Extinction coefficient A260 = 2411308. The forward primer of 

5CTGGAGACTTTGTTATGCAA3 and reverse primer of 

5ACAGGATGTATATATCTGACAC3 were used. For biotinylated nucleosomes, 

biotin-5CTGGAGACTTTGTTATGCAA3 was used. 

            The DNA used for mononucleosome remodelling assays is 205 bp, the linker 

extension (bold) is the continued 601 sequence[47] and PstI cut site (underlined text): 

CTGGAGAATCCCGGTGCCGAGGCTGCAGAATTGGTCGTAGACAGCTCTAG

CACCGCTTAAACGCACGTACGCGCTGTCCCCCGCGTTTTAACCGCCAAGGG

GATTACTCCCTAGTCTCCAGGCACGTGTCAGATATATACATCCTGTGCATG

TATTGAACAGCGACCTTGCCGGTGCCAGTCGGATAGTGTTCCGAGCTC

CCTGT 

           Extinction coefficient A260 = 3379062. The forward primer of 

5CTGGAGAATCCCGGTGC3 and reverse primer of 

5ACAGGGAGCTCGGAACAC3 were used.  
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These DNA strands were produced by PCR, simultaneously reacting 80 tubes of 100 μl 

to generate ~0.5 mg of DNA. Standard Phusion PCR conditions were used with the 

addition of 3 times the concentration of dNTPs (final concentration of 0.6 mM of each 

nucleotide), a final primer concentration of 200 nM, and a template concentration of .02 

ng/μl. The annealing temperature was 58 ˚C and extension time was 20 seconds. PCR 

product was purified using Zymogen Midiprep DNA purification columns. Pure DNA 

was eluted in TE 10/0.1 buffer and stored at -20 ˚C. 

Mononucleosome and tetrasome assembly 

The mononucleosome/tetrasome samples were prepared similarly to arrays with 

some modifications. Briefly, 1.8:1 DNA to octamer/tetramer were added to 2M TEK 

buffer (2 M KCl, 10 mM Tris pH 7.5, 0.1 mM EDTA) with a target of 0.3  μM 

octamer/tetramer in up to 20 mL of solution. Samples were dialyzed into 1.4 mM TEK 

which was then slowly brought to 500 mM TEK buffer (500 mM KCl) by pump. The 

dialysis bag was then switched to 10 mM TEK overnight. Samples were centrifuged at 

21,000g to remove precipitate and were analyzed by native 5% polyacrylamide gels in 

TBE buffer stained with SyBr Gold (Life Technologies). For NMR samples, 

nucleosome/tetrasomes were ran over FPLC in 10 mM TEK on a Superdex 200 GL 

10/300 column. The octamer, the complex, and the free DNA overlap in elution, so this 

was primarily used to remove any free histones that could complicate NMR analysis. 

Otherwise, no further purification was done after centrifugation. Tetrasomes were 

confirmed by reference to gel retention behavior described by Morrison et al.,[48] and 

kept at low salt (10 mM KCl) during all experiments.  
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Solution NMR spectroscopy 

Experiments were performed using a Bruker Avance Neo 800 MHz (1H Larmor 

frequency) NMR spectrometer equipped with a triple resonance TCO cryoprobe. 

Chemical shifts were referenced to the TMS frequency.  The 1H-15N TROSY-HSQC 

spectra were acquired using the standard Bruker trosyf3gpph19 pulse sequence. 

Experiments used the following parameters: interscan delay of 1.25 s, 1H center 

frequency of 4.7 ppm, 15N center frequency of 120 ppm, and JNH = 90 Hz. All samples 

were prepared in 20 mM HEPES pH 7.2, 75mM KCl (10 mM KCl for tetrasome 

sample), 1 mM DTT with 10% D2O. 

 

Electrophoretic mobility shift assays (EMSAs) Figure 2 A/B 

Samples were mixed to a final volume of 10 μl at room temperature and 

incubated for 10 minutes before running EMSA. All samples were set a final buffer 

concentration of 20 mM HEPES pH 7.2, 100 mM KCl, 1 mM DTT, and 10% sucrose 

to assist with EMSA loading. Protein samples were serially diluted before adding. 

Mononucleosome concentration was 200 nM in all samples, from which 1 μl (~20 ng) 

was loaded on gel. EMSAs were ran with 0.5x Tris/Borate/EDTA (TBE) buffer at 4 °C 

Sample 
Temp 

(K) Scans 
Points/Acq. 

Direct 
Points/Acq. 

Indirect Figure 
20 μM 15N HP1α CSD (+ 8 
μM H3 MN) 

298 184 2048/90 ms 96/16.4 ms 3B 

100 μM 15N HP1α CSD (+ 
50 μM H3 peptide,  5 μM 
tetramer) 

298 24 2048/90 ms 96/16.4 ms 2C, 
2D 

100 μM 15N HP1α CSD 
W174A (+ 50 μM H3 
peptide,  5 μM tetramer) 

298 24 2048/90 ms 96/16.4 ms 2E, 2F 

50 μM 15N HP1α CSD (+ 5 
μM tetrasome) 

293 32 2048/90 ms 128/21.9 ms S2 
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using power cell conditions of 120 V for 45 minutes. Gels were strained with 1:10,000 

SybrGold for 10 minutes, then imaged using a Typhoon FLA 7000 gel imager with a 

532 nm laser.  

Table for Figure 1A: 

 

Table for Figure 1B: 

 

Nucleosome binding competition EMSAs  

Figure 3B: Binding assays with OCT4 and SOX2 were performed as follows; 

20 μl of 300 nM of DNA (147 bp SHL -6 or 177 bp 601 DNA) or MN with SHL -6 

(MN -6) site was mixed with nothing, or 3 μM of OCT4 and/or SOX2. Binding buffer 

was 20 mM Tris pH 7.0 RT, 50 mM NaCl, 10 mM KCl, 1 mM MgCl2, 0.1 mg/ml BSA, 

and 1 mM DTT. Samples were incubated at room temperature for 1 hour, brought to 5% 
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sucrose then 4 μl loaded on a 5% polyacrylamide gel and ran in 0.5x TBE buffer at 4 

°C at 150 V for 1 hour. 

Figure 3C: Binding assays with OCT4, SOX2, and HP1γ were performed as 

follows; 10 μl of 1.05 μM of MN -6 in binding buffer was mixed with 10 μM of OCT4, 

20 μM of SOX2, and 36 μM of HP1γ. Samples were incubated for 30 minutes at room 

temperature before loading 1.5 μl of mixture on a 5% polyacrylamide gel as described 

above.  

Figure 3D: Binding assays with BRG1 and HP1γ were performed as follows, 10 

μl of 250 nM MN -6 in buffer (20 mM HEPES, pH 7.2, 150 mM NaCl, 1 mM TCEP, 2 

mM MgCl2, 10% glycerol, +/- 2 mM ATP) was mixed with 846 nM BRG1 and 50 μM 

of HP1γ. Samples were incubated at 4 °C for 30 minutes before loading 4 μl on a 5% 

polyacrylamide gel as described above.  

Figure 3E: Binding assays with BRG1 and HP1γ were performed as follows, 10 

μl of 125 nM MN -6 in buffer (20 mM HEPES, pH 7.2, 150 mM NaCl, 1 mM TCEP, 2 

mM MgCl2, 10% glycerol, +/- 2 mM ATP) was mixed with 1.12 μM BRG1 and 100 

μM of HP1γ. Samples were incubated at 4 °C for one hour before loading 7 μl on a 5% 

polyacrylamide gel as described above.  

Figure 3F: Binding assays with NFkB and HP1γ were performed as follows, 10 

μl of 200 nM SHL -6 DNA or 500 nM MN -6 in buffer (20 mM Tris pH 7.0 RT, 50 mM 

NaCl, 10 mM KCl, 1 mM MgCl2, 0.1 mg/ml BSA, and 1 mM DTT) was mixed with 

500 nM, 1 μM, or 3 μM NFkB and 17 μM of HP1γ. Samples were incubated at 4 °C for 

30 minutes before loading 3 μl on a 5% polyacrylamide gel as described above.  

MNase digest of OCT4 



 

98 
 

 192 μl of OCT4/DNA was at a concentration of 500 ng/ul DNA and 50 μM GFP-

OCT4 (ɛ488 = 56,000) after purification by size exclusion chromatography. 1 μl of 

MNase (NEB) was added for every 10 μg of DNA. 20 μl of MNase reaction buffer 

(NEB) was supplemented. The reaction proceeded for an hour at room temperature, then 

centrifuged at 21,000g, and finally loaded on a 5% polyacrylamide gel for analysis.  

Biotin-Strep bead pulldown   

Figure 2D: Invitrogen Dynabeads M-280 Streptavidin were washed with three 

times with assay buffer (10 mM Tris pH 7.0, 100 mM NaCl, 1 mM EDTA, 1 mM DTT, 

0.1 mg/ml BSA). 400 μl binding mixtures of 1 μM HP1α and 4.12 ng/μl 

mononucleosomes were used with 7.5 μl of magnetic beads. The mixture was incubated 

at room temperature for 30 minutes, then washed once with 400 μl of assay buffer. The 

beads were then resuspended in 1x SDS loading dye and boiled at 95 °C for 5 minutes. 

Samples were loaded onto a 18% polyacrylamide SDS-PAGE gel and ran in SDS-Tris-

Glycine at 25 °C using power cell conditions of 200 V for 45 minutes. Gels were stained 

by Coomassie blue and destained before imaging. 

Table for Figure 2D: 
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Monoucleosome remodeling assays 

 Figure 4: The mononucleosome remodeling relies on the modification of the 601 

sequence to include a PstI restriction enzyme cut site (CTGCAG) 22 base pairs into the 

nucleosomal DNA. H3 K9me3 mononucleosomes made with the 205 bp DNA (+PstI) 

were remodeled in a 10 μl volume at 3 ng/μl (22.5 nM). The mixture was formulated by 

adding 2 μl of 5x EpiCypher remodeling buffer (100 mM Tris HCl, pH 7.5, 250 mM 

KCl, 15 mM MgCl2, 0.05% (w/v) BSA, 0.05% (v/v) Tween 20). 1 μl of a 20 mM ATP 

stock, 1 μl (20 units) of PstI enzyme (NEB), 1 μl of CHD1 (2.5 μM stock) or 1 μl of 

ACF (500 nM stock), 1 μl of a range of HP1 stocks (2.5 μM to 250 μM), and filled rest 

with H2O. Final conditions had 22.5 nM MN, 2 mM ATP, and 3 mM MgCl2, with HP1 

titration spanning 250 nM, 500 nM, 1 μM, 5 μM, 25 μM. The ratio between ATP and 

MgCl2, PstI and remodeler is crucial toward remodeling efficacy. Reactions were left 

for 30 minutes at 30 °C, 30 minutes was selected due to its intermediate kinetics 

(reactions were complete at 60 minutes). After 30 minutes, reactions were quenched by 

adding 2x quenching buffer (2% SDS, 100 mM EDTA, 20% glycerol and 1:10 

Proteinase K (NEB), 2x loading dye) then left at 50 °C for 30 minutes. For Figure 6B, 

a time course of 15, 30, and 60 minutes was conducted. A target of 10 ng DNA was 

loaded in each lane of a 5% polyacrylamide gel ran at 150 V for 35 minutes at room 

temperature. Gels were stained with a 1:10000 SyBr Gold dilution, and imaged with 

Cy3 excitation/detection. Gel images were analyzed and quantified by ImageJ, using 

the integrated band intensity for cutting percentages.  

 Supplemental Figure 3: Native-PAGE remodels were done same as above 

without the addition of SDS and Proteinase K, and without the 50 °C incubation. CHD1 
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was titrated from 5 nM, 25 nM, 100 nM, 250 nM, to 500 nM. After remodeling, 

nucleosomes were kept cold, running electrophoresis at 120 V for one hour at 4 °C.  

Nucleosome array remodeling assays 

 Figure 5: Nucleosome array remodeling was done similar to mononucleosomes, 

with some minor adjustments. The concentrations used for H3 K9me3 nucleosome 

arrays were 25 nM (601 site concentration), 66 nM Brg1, 500 nM CHD1, and 1 μl (10 

units) of HpaII (NEB) as the restriction enzyme. The HpaII cut site CCGG is present 10 

base pairs into the nucleosomal DNA in all 12 nucleosomes. The final MgCl2 

concentration was raised to 4 mM from 3 mM to stimulate remodeling while staying 

below 5 mM to prevent chromatin condensation. Samples were quenched with 2x 

quench buffer after the designated time periods, incubated at 50 °C, then ran on a 5% 

polyacrylamide gel at room temperature with 150 V for 40 minutes. Gels were stained 

with a 1:10000 SyBr Gold dilution, and imaged with Cy3 excitation/detection. 

 Supplemental Figure 3: This divided remodel assay split the remodel into two 

sections. The first 30 minutes of remodeling proceeded with 25 μM HP1 for the pre- 

sample, and without HP1 or extra MgCl2  for the post- samples. After 15 minutes, 1 μl 

of HpaII was added to all samples, in addition to 25 μM HP1 or 5 mM MgCl2 to 

designated post- lanes. The reaction proceeded for another 15 minutes in the presence 

of HpaII before quenching with 2x quench buffer. These samples were then processed 

the same as above. 

Microscopy 

The samples were prepared as done for nucleosome array remodeling. 25 nM 

(nucleosome site) nucleosome arrays unmodified or H3 K9me3 were prepared in 
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remodel buffer and mixed with 25 μM HP1α or 10 mM MgCl2. Samples at room 

temperature were then stained with 0.1 μM YOYO-1 dye. Microscopy images of 

chromatin were taken using an Olympus CKX53 with a GFP filter cube. 

Spectral analysis 

Spectra were processed using Bruker TopSpin 4.0.5 and analyzed using NMR-

FAM SPARKY.[49] Peak and integrated signal intensities were quantified using TopSpin 

4.0.5.  

Structural analysis 

Molecular graphics and analyses performed with UCSF ChimeraX, developed 

by the Resource for Biocomputing, Visualization, and Informatics at the University of 

California, San Francisco, with support from National Institutes of Health R01-

GM129325 and the Office of Cyber Infrastructure and Computational Biology, National 

Institute of Allergy and Infectious Diseases.[50] 
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Supplementary figures 

 

 

 

 

Figure 4.S1. EMSA binding of HP1α and MNs. EMSA of H3 K9me3 MN with HP1α, HP1α 
W174A, and phosphorylated HP1α ranging from 5 to 100 μM, and HP1α CD ranging from 25 to 200 
μM. 
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Figure 4.S2. Chromoshadow domain interactions with tetrasomes. A) Comparison of H3 
exposure with doubly wrapped DNA in the nucleosome versus singly wrapped DNA in the 
tetrasome. The tetrasome was artificially created based off of the nucleosome structure PDB:1K5X, 
by removing the top DNA strand and H2A/H2B histones. B) Native-PAGE gel comparing the 
tetrasome (TS) to MN. The extended DNA in the TS causes it to run at a higher molecular weight. 
C) EMSA of TS with varying concentrations of HP1α CSD. D) 1H-15N HSQC of HP1α CSD 
(black) and HP1α CSD 1:0.2 with TS (purple). 
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Figure 4.S3. Protein purification of eGFP-OCT4, OCT4 POU and SOX2 HMG. A) SDS-
PAGE of eGFP-OCT4 purified from E.coli. A polyacrylamide gel stained with SyBr Gold shows 
MNase treatment of the purified eGFP-OCT4. The following SDS-PAGE of the MNase digested 
eGFP-OCT4 shows complete loss of protein. B) SDS-PAGE of purified SOX2 HMG domain. C) 
Above: SDS-PAGE of samples with different additives directly after MNase treatment. eGFP-
OCT4 quickly depleted over time after these digestions. Below: SyBr Gold stained polyacrylamide 
gel of MNase, showing the digestion of large DNA into small pieces at bottom of gel. D) Left: 
Standard single step refolding protocol causes complete loss of the OCT4 POU domain. Right: 
Different refolding strategies applied to an equivalent amount of OCT4 POU and concentrated to 
the same volume. Below: Size-exclusion chromatography fraction of OCT4 POU directly after 
refolding. 
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Figure 4.S4. Remodeling assay controls. A) Native gel of the remodeling assay where the DNA 
overhang modulates the band position on the gel. This gel complements the restriction enzyme-
based remodeingl assay by showing the effect of remodeling directly on the nucleosome band. B) 
Gel of deproteinized remodeling products after nucleosome array remodeling by CHD1. HP1α was 
either added during the remodeling period (pre-) or after (post-). C) Gel of deproteinized 
remodeling products after nucleosome array CHD1 remodeling assay using wildtype HP1α or 
HP1α W174A.  
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Abstract 

 Dynamic nuclear polarization (DNP) is a powerful tool to enhance the NMR 

signals of molecules by transferring polarization from unpaired electron spins to nuclei 

through microwave irradiation. The resulting signal enhancements can enable the 

analysis of samples that have previously been intractable by NMR spectroscopy, 

including proteins, nucleic acids, and metabolites in cells. To carry out DNP, the sample 

is doped with a polarization agent, a small molecule containing two stable nitroxide 

radicals. DNP applications in cells, however, present significant challenges as nitroxides 

are often susceptible to the reducing cellular environment. Here, we introduce a novel 

polarization agent, POPAPOL, that exhibits increased lifetimes under reducing 

conditions. We also compare its bioresistance and DNP performance with three popular, 

commercially available polarization agents. Our work indicates that pyrrolidine-based 

nitroxides can outperform piperidine-based nitroxides in cellular environments, and that 

future polarization agent designs must carefully balance DNP performance and stability 

for cellular applications.    
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The living cell maintains an internal environment that dictates the structure, 

dynamics, and interactions of its macromolecules. Understanding these environmental 

effects has presented a tremendous challenge to structural biologists who have typically 

studied biological macromolecules in isolation and in purified form. NMR 

spectroscopy, which works under physiological conditions and is nonperturbative to 

living systems, can be a powerful tool to capture these environmental effects in cells. 

Solution NMR spectroscopy has already been used to describe the structure of small 

proteins in the complex cellular milieu while solid-state magic angle spinning (MAS) 

NMR has been able to characterize the properties of membrane proteins in intact cells 

or cell envelopes.[1] However, the low sensitivity of NMR experiments limits the types 

of interactions and processes that can be studied in the cellular environment, and 

requires large amounts of the protein of interest, which is typically overexpressed or 

electroporated into the cell.[1b, 1d] One possible solution to this problem is dynamic 

nuclear polarization (DNP), a methodology that takes advantage of the inherently higher 

polarization of electron spins in magnetic fields to enhance the sensitivity of NMR 

experiments.[2] 

MAS DNP NMR is typically performed by doping a highly deuterated sample 

with millimolar quantities of a polarization agent (PA) that contains two unpaired 

electron spins. The most common PAs for biological systems, TOTAPOL, AMUPol 
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and the recently introduced AsymPolPok, contain stable nitroxide radicals and work 

through a polarization transfer mechanism called the cross effect (CE).[3] The sample is 

also cryoprotected with a glassing agent, cooled to cryogenic temperatures, rotated at 

the magic angle (54.7°), and irradiated with microwaves to transfer the large spin 

polarization of the unpaired electrons to nearby nuclei. Multidimensional solid-state 

NMR experiments are performed concurrently with microwave irradiation to collect 

structural data with enhanced sensitivity. Typical enhancements are in the 10 – 100 

range, depending on the sample properties, the choice of polarization agent, the 

experimental conditions, and the strength of the external magnetic field.  

MAS DNP NMR has enabled the structural characterization of numerous 

complex biological systems that typically suffer from low sensitivity. This has included 

amyloid fibrils, membrane proteins, bacterial secretion proteins, chromatin polymers, 

nucleic acids, cell envelopes, and plant cell walls.[4] Several recent studies have also 

demonstrated that DNP can be applied to bacterial and mammalian cells,[5] however, 

detailed structural studies of proteins inside cells have been limited by the unfavorable 

properties of nitroxide radicals which are highly susceptible to the reducing cellular 

environment.[6] This problem is particularly severe for bacterial cells, less so for 

mammalian cells where the intracellular concentration of radicals can also be boosted 

by electroporation.[5b, 6] Nevertheless, the low bioresistance of nitroxide PAs 

necessitates rapid sample preparation, limits the types of cells and time-dependent 

biological processes that can be studied, and hampers the exploration of PA-targeting 

DNP approaches that may be required to reduce the unwanted background NMR signal 

of cellular components.[6a, 7] PA lifetimes can be extended by adding oxidizing agents 



 

148 
 

to regenerate radicals, but this has had limited success in actualizing better signal 

enhancements.[6] Alternatively, the stability problem can be partially overcome by 

saturating the cells with PAs (15-30 mM).[5a, 5b] This strategy, however, can generate a 

large pool of partially reduced PAs and deteriorate DNP performance through 

paramagnetic relaxation effects. Here, we compare the bioresistance of popular PAs 

such as TOTAPOL, AMUPol and AsymPolPok with a focus on their stability in 

mammalian cells.[3] We also design and synthesize a novel PA, 1-(PROXYL-3-oxy)-3-

(PROXYL-3-amino)propan-2-ol (POPAPOL), which exhibits reasonable DNP 

enhancements and improved lifetime under reducing conditions. This work allows us to 

establish common principles and guidelines that can be used to design efficient 

bioresistant PAs for cellular applications.   

Previous literature has indicated that the stability of nitroxide radicals under 

reducing conditions can be improved if the six-membered piperidine nitroxide structure 

(i.e. TEMPO) is substituted with a five-membered pyrrolidine ring (i.e. PROXYL).[8] 

This substitution alone increases the lifetime of the nitroxide radical in ascorbic acid by 

60-fold.[8a] Inspired by this work, we designed and synthesized POPAPOL, a PROXYL 

version of the first successful PA TOTAPOL[3a] (Scheme S1 and Fig. S1). While 

TOTAPOL is no longer the best polarization agent for DNP, its facile synthesis could 

easily be adapted to POPAPOL and allowed us to directly assess the effect of the 

pyrrolidine nitroxides on the bioresistance and performance of the PA. Throughout this 

study, we documented the performance of POPAPOL alongside commercial PAs that 

bear either dual six-membered nitroxides (TOTAPOL, AMUPol) or an asymmetric split 

of one 6- and one 5-membered nitroxide (AsymPolPOK) (Fig. 1). We first assessed the 
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DNP performance of our PA pool in an optimal in vitro environment (60% d8-glycerol, 

30% D2O, 10% H2O) with 10-15 mM PA. We recorded signal enhancements (εon/off) of 

13C,15N-proline at 14.1 T and 12 kHz MAS (Fig. 1A). Our results in these conditions 

match previously published comparisons between TOTAPOL, AMUPol and 

AsymPolPOK.[3b, 3c] Importantly, the enhancements of 32 for POPAPOL and 36 for 

TOTAPOL are comparable. While these two biradicals have different dipolar coupling 

and exchange interactions due to the slightly different distance between the two 

unpaired electron spins, the flexible propanol linker likely dampens the effects on the 

DNP enhancement under these conditions.[3c, 9]  

While most in vitro DNP studies are performed with high concentrations of PA 

(10-15 mM), the DNP performance at low concentrations might be more relevant for 

experiments in cells. For example, a recent report on the delivery of PAs into 

mammalian cells by electroporation determined that only 1 mM of active PA 

successfully reached the cell interior.[5b] Here, in vitro DNP experiments with PAs at 

concentrations of 1 mM yielded reduced enhancements and some notable differences 

(Fig. 1B). For example, the enhancements of 54 for AMUPol and 46 for AsymPolPOK 

are much closer than in the high concentration condition (Fig. 1A). The improved 

efficacy of AsymPolPOK is likely due to its larger electron dipolar and J-exchange 

interactions which lead to a shorter polarization buildup time,[3c] a property that would 

be particularly advantageous for DNP at low concentrations. Similarly, the reversal 

between POPAPOL (ε=16) and TOTAPOL (ε=10) may be explained by the shorter 

electron-electron distance of POPAPOL. The enhancements we have reported so far do 

not take into account depolarization, a phenomenon that artificially reduces the intensity 
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of nuclear signals in the presence of a PA.[10] To address the depolarization effect, we 

compared the enhanced spectra of all PAs with the same spectrum of 100 mM 13C,15N-

proline collected without microwave irradiation (Fig. 1C). In this case, AsymPolPOK 

presents the best true signal enhancement, while POPAPOL performs closer to AMUPol 

than the microwave on/off enhancements suggest. These results are consistent with 

previous observations that AMUPol is particularly susceptible to depolarization 

effects.[3c, 10]  

Our in vitro DNP experiments demonstrate that POPAPOL performs equally as 

well or better than TOTAPOL depending on the conditions, and that AsymPolPOK 

gives the highest signal-to-noise ratios. Next, we assessed PA reduction resistance in 

ascorbic acid, an intracellular metabolite often used as a reducing agent to evaluate 

radical stability.[8a] PA radical lifetime was measured by EPR spectroscopy at 5-minute 

intervals upon the addition of 1 mM or 2 mM ascorbic acid to 1 mM PA (Fig. 1D). 

Since each PA has two unpaired electron spins, 2 mM ascorbic acid represents a 

stoichiometric condition where two of the PAs were completely reduced within the first 

time point (AMUPol and TOTAPOL). We therefore used 1 mM ascorbic acid to better 

compare the differences between the PAs at the early time points. As expected, 

POPAPOL had the slowest rate of reduction with a decay constant (τ) of 8.7 minutes 

compared to the 3.2 minutes of TOTAPOL in the 1 mM ascorbic acid condition (Table 

S1). AsymPolPOK, which has one six- and one five-membered nitroxide, showed an 

intermediate decay rate.  

In order to assess the stability of the PAs in more relevant reducing 

environments, we next performed experiments in HEK293 cell lysates.[2] While lysates 
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are expected to have a lower reduction capacity, they offer a similar composition to the 

cellular interior and capture the complexity of different reducing agents and 

biomolecular interactions.[4b, 11] Our lysate reduction assay was performed by incubating 

1 mM PA in lysates generated by 3 freeze-thaw cycles (Fig. 2A). Remarkably, the 

reduction decay behavior in lysates, which contain a mix of different reducing agents, 

deviates from the trends observed in ascorbic acid. In particular, POPAPOL and 

AsymPolPOK exhibit similar reduction rates, while AMUPol performs better than 

TOTAPOL. The improved stability of AMUPol and AsymPolPOK suggests that the 

spirocyclohexyl rings neighboring the nitroxide provide more protection in cellular 

lysate than their methyl counterparts.[12] Visualization of the EPR spectra during the 

experimental timecourse, however, also shows progression towards monoradicals, 

which is more dramatic in AMUPol and AsymPolPOK (Fig. 2B). Since the presence of 

two dipolar coupled unpaired electron spins is essential for DNP via the CE, we 

estimated the population of biradical, monoradical, and fully reduced PAs for each 

symmetric PA (Fig. S2).[13] Our analysis shows that at 30 minutes, 62%, 45%, and 21% 

of the PA molecules are in a biradical state for POPAPOL, AMUPol, and TOTAPOL, 

respectively. These values are likely overestimates since some radical loss already 

occurs in the first 10 min when the sample and the instrument are prepared for 

measurement.[3a] However, they still highlight the rapid loss of active PA during sample 

preparation (Fig. S3). The timescale of this process is important since previous reports 

on intact HEK293 cell preparation for DNP required 30 minutes to complete 

electroporation, washing, and slow-freezing, indicating that a significant loss of DNP-

competent PA occurs during sample handing.[5b]  
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To understand how total EPR signal loss and conversion of the biradical to the 

monoradical form affect enhancements, we performed DNP experiments in lysates as a 

function of incubation time (Fig. 2C,D). To this end, 1.25 mM PA in DNP juice (20% 

d8-glycerol, 70% D2O, 10% H2O, 1x PBS) was added to HEK293 cells, followed by 

centrifugation into the sample rotor. The samples were subjected to three freeze-thaw 

cycles inside the DNP probe to lyse the cells and achieve a more accurate zero time-

point (Fig. S4). We recorded a time course by removing the sample from the probe for 

5, 15, and 45 minutes and keeping it at room temperature in between time points (Fig. 

2C). Measurements of the absolute DNP enhancement and signal as a function of time 

indicate that AsymPolPOK clearly outperforms all other PAs in cell lysates. Even after 

45 min of incubation, AsymPolPOK exhibits an enhancement of 32, which is higher 

than the initial enhancement of any other PA. Interestingly, however, normalized data 

demonstrate that the DNP enhancements of AsymPolPOK and POPOPOL decrease at 

a similar rate (Fig. S5). Therefore, the outstanding performance of AsymPolPOK is 

likely due to its inherently higher polarization ability at low concentrations, which gives 

it an advantage at the zero time point. The poor performance of AMUPol in this 

experiment is also noteworthy. This is likely due to the low concentration of PA used 

in the study (1.25 mM initial concentration) which is far from optimal for AMUPol, as 

well as the rapid reduction of the six-membered ring nitroxides in the first few minutes 

of the time course.  

In summary, our experiments lead to the following conclusions, summarized in 

Table 1: 1) Among the four nitroxide-based PAs that we tested, the best performer for 

DNP-enhanced NMR spectroscopy in cell environments appears to be AsymPolPOK. 
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This PA has the best balance of features for bioresistance and enhancement, including 

one five-membered ring nitroxide and strong dipolar coupling and exchange interaction 

between the unpaired electron spins that allows optimal polarization transfer, even at 

low concentrations. 2) The use of five-membered ring nitroxide building blocks can 

significantly improve the bioresistance of PAs. While pyrrolidine-based nitroxides may 

not necessarily display the best DNP performance in vitro, their longer lifetimes in cells 

may still allow them to outperform popular in vitro spirocyclohexyl-bearing PAs such 

as AMUPol. Therefore, as DNP experiments in cells become more popular, future PA 

design should focus not only on optimizing the enhancement and solubility of the 

radical, but also take into consideration its stability in the cellular milieu. In addition to 

five-membered ring nitroxides, there are other design principles that can be employed 

to achieve this goal. For example, EPR experiments have shown that substitution of the 

methyl groups on the nitroxide with diethyl moieties can further improve bioresistance 

in biological settings.[8a, 8b, 14] Alternatively, PAs can also be constructed with closed 

conformation spirocyclohexyl rings.[12a] Trityl-radical PAs may also be an avenue 

toward efficient DNP at high magnetic fields,[6b] however, more work is required to 

understand their capabilities in biological settings.[15] Additionally, triradical PAs can 

be used to favor a population of polarization agents with at least two active radicals.[16]  

Finally, it is also important to consider the ability of the PAs to cross the cellular 

membrane. Published literature has shown that AMUPol is not cell permeable and that 

TOTAPOL has a high tendency to interact with bacterial membranes.[5b, 6b] Using an 

HPLC-based assay, we also confirmed that POPAPOL and AsymPolPOK are not 

efficient at entering mammalian cells (Fig. S6). Therefore, in addition to enhancement 
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and stability, future designs for in cell applications must also take into account cell 

permeability and solubility of the PAs. As cellular environments place considerable 

demands on the desired properties of DNP PAs, we hope that this study will inform the 

design and use of PAs as they become tuned for functional purposes beyond pure signal 

enhancements.  
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Figure 1. Polarization agent performance in vitro. (A) DNP enhancements of 0.25M 
13C,15N-labeled proline with 10 or 15 mM PA. (B) DNP enhancements of 0.1M 
13C,15N-labeled proline with 1 mM PA. (C) Absolute enhancement with 1 mM PA 
shown by scaling the carbonyl region to the same microwave off spectrum. Relative 
intensities are shown on the y-axis, normalized to the highest peak. (D) PA (1 mM) 
reduction time course in 1 or 2 mM ascorbic acid, recorded by EPR. E – enhancement. 
Standard error bars are shown, n = 3. 
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Figure 2. Polarization agent performance in HEK293T cell lysates. (A) 1 mM PA was 
incubated in lysates generated by three freeze-thaw cycles. First time point was 
recorded 10 minutes after final freeze-thaw. (B) EPR spectra from the lysate time 
course. (C) DNP enhancements of lysates with 1.25 mM PA. The enhancement was 
measured on the aliphatic signals at different time points after incubation at 298 K. (D) 
Raw carbonyl signals of the DNP-enhanced cell lysate samples at different time 
points. Samples contain the same number of cells. Standard error bars are shown, n = 
3. 
 

Table 1. Summary of PA performance in vitro and in cell lysates. 
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Materials and Methods 

Materials and equipment 

All reagents and solvents were purchased from Sigma Aldrich (St. Louis, MO), 

Thermo-Fisher Scientific (including Fisher Scientific and Acros Organics, Waltham, 

MA) and used without further purification unless otherwise noted. AsymPolPOK was 

received as a gift from the Sigurdsson Lab, AMUPol was purchased from CortecNet 

(Brooklyn, NY), and TOTAPOL was synthesized as described in Ref. [3a]. Isotopically 

enriched reagents and solvents for NMR were purchased from Cambridge Isotope 

Laboratories (Tewksbury, MA). TLC analyses were carried out using aluminum-

backed, precoated silica gel plates (Merck TLC silica gel 60 F254) from EMD Millipore 

(Billerica, MA). Column chromatography was performed on Acros Organics Silica gel 

(0.035-0.070 mm, 60 Å). Reverse-phase (RP) HPLC was performed on a 2545 Binary 

Gradient Module Waters system equipped with a 2484 UV/vis detector from Waters 

Corporation (Milford, MA). Analytical measurements used a Waters Symmetry300 C18 

4.6 mm x 150 mm, 5 μm particle size column. HPLC solvent A contained 100% H2O + 

0.1% trifluoroacetic acid (TFA), while solvent B contained 100% acetonitrile + 0.1% 

TFA. HR-MS analysis was conducted on an Agilent 6230 TOFMS with Jet Stream ESI. 

Quartz Q-.9x1.1 capillary tubes used for EPR spectroscopy were purchased from SP-

Wilmad-Glass (Vineland, NJ). 1.9 mm ZrO2 MAS rotors for DNP were purchased from 

CortecNet (Brooklyn, NY). 

Scheme 1: Synthesis of POPAPOL 
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POPAPOL was synthesized similar to the previously published TOTAPOL 

synthesis scheme.[3a] Briefly, tetrabutylammonium hydrogen sulfate (5.61 mg) and 

epichlorohydrin (161.64 mg) were dissolved in 50% NaOH solution at room 

temperature. PROXYL-4-OH (65.40 mg) was added to the solution and the reaction 

mixture was stirred overnight. The organic layer was extracted three times, dried with 

NaSO4, filtered and evaporated in vacuo. Silica column chromatography was performed 

using hexanes, and a pale orange liquid was obtained as the product (62.0 mg, 70% 

yield), 4-(2,3-Epoxypropoxy)-2,2,5,5-tetramethyl-1-pyrrolidin-1-oxyl [4-(2,3-

Epoxypropoxy)-PROXYL].  

 [4-(2,3-Epoxypropoxy)-PROXYL] (49.0 mg) and LiClO4 (29.19 mg) were 

dissolved in acetonitrile and combined with PROXYL-4-NH (35.95 mg). The mixture 

was stirred for 72 hours at 40 °C, then loaded directly onto silica column for 

chromatography with dichloromethane, and repeated twice for purity. A yellow liquid 

was obtained as the product (30.4 mg, 20.7% yield), 1-(PROXYL-3-oxy)-3-(PROXYL-

3-amino)propan-2-ol [POPAPOL]. The product was confirmed by HR-MS(ESI), 
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expected mass for [C19 H38 N3 O4]+ [M+H]+ is 372.2857 Da, experimentally determined 

mass is 372.2859 Da. The RP-HPLC trace and EPR spectrum are shown in Fig. S1.  

 

MAS DNP NMR setup 

Experiments were performed on an AscendTM Bruker 600 MHz (1H Larmor 

frequency) spectrometer equipped with an AVANCE NEO Bruker console and coupled 

to a 395 GHz Bruker gyrotron for high-power microwave irradiation. All spectra were 

recorded using a triple resonance (1H, 13C, 15N) 1.9 mm MAS Bruker probe 

(C.MASDVT600W2 BL1.9 X/Y/H DNP). The magic angle was set with KBr and the 

13C chemical shift was referenced to the downfield peak of the rotor silicon plug at 3.2 

ppm at low temperature. Sample temperature was maintained at 100 K with a 12 kHz 

spining rate using a 1.9 mm zirconia rotor. Temperature was determined by the T1 of a 

KBr standard.[17]  

1D 1H-13C cross polarization experiments for enhancement determination had 

the following parameters: 100 K, 12 kHz MAS rate, 5 s interscan delay, 9 ms 

acquisition, 900 points, and 13C center frequency set at 100 ppm. For cross polarization, 

a 500 μs contact time was used with the Hartmann-Hahn matching condition satisfied 

by setting the 13C power to 66 kHz and optimizing on the 1H channel. 100 kHz spinal64 

decoupling was performed during acquisition. Optimal enhancements were obtained at 

125 mA (AMUPol/AsymPolPOK) or 105 mA (TOTAPOL/POPAPOL) microwave 

irradiation. Spectra were processed with an exponential window and 30 Hz line 

broadening. 

MAS DNP NMR in vitro 
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Samples for high concentration enhancement measurements were prepared with 

250 mM 13C, 15N-Proline in DNP juice (60% d8-glycerol, 30% D2O, 10% H2O), and 

either 15 mM (TOTAPOL/POPAPOL) or 10 mM (AMUPol/AsymPolPOK) PA. The 

concentration was optimized to give the best enhancement for the particular PA. 

Samples for low concentration enhancement measurements were prepared with 100 mM 

13C, 15N-Proline in DNP juice (60% d8-glycerol, 30% D2O, 10% H2O) and 1 mM PA. 

Enhancements were determined by scaling of the microwave on and microwave off 

spectra.  

EPR in vitro 

Samples for reduction rate measurements were prepared with 1 mM PA in either 

1 mM or 2 mM ascorbic acid solution. EPR was performed with a 9.35 GHz EMXplus-

Xband CW spectrometer with consistent acquisition settings of 2 mW microwave power 

at 298 K, acquiring spectra every 5 minutes with a starting point at 5 minutes.  

Cell culture 

HEK293 cells were grown in 60 mm or 15 cm culture dishes in DMEM (Gibco), 

10% FBS, and 1% Pen-Strep at 37 °C in 5% CO2. Cells were processed at 90% 

confluency by detachment with ATV trypsin (Life Technologies) and growth media. 

Cell suspensions were centrifuged at 400 rpm to pellet. Media were removed and the 

cell pellet was used to passage cells or for experiments. Cells were counted manually 

using a phase contrast hemacytometer (Hausser Scientific). 

HPLC cell entry experiments 

HEK293 cell entry assays were performed with 6 million cells. Cells were 

removed from confluent 15 cm cell dishes with ATV solution and pelleted at 400 rpm. 
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6 million cells were washed once with 1 mL PBS, pelleted, then resuspended in PBS to 

40 μl with 15 mM PA. The starting quantity of PA was determined by pelleting the cells 

directly after mixing and removing 10 μl for HPLC. The cell slurry was then placed on 

a rotator for 60 minutes at 22 °C. Again, 10 μl was removed for the final timepoint and 

analyzed by RP-HPLC with a 30 minute 0-70% acetonitrile gradient. The A280 

chromatogram peaks were integrated to determine the difference in supernatant 

concentration of PA at 0 and 60 minutes. 

EPR in HEK293 cell lysates 

Reduction rate assays in HEK293 cell lysates were performed with 3 million 

cells. Cells were removed from confluent 60 mm cell dishes with ATV solution and 

pelleted at 400 rpm. Cells were resuspended in PBS and spun down again into a 20 μl 

pellet. PA was added to the pellet to reach 1 mM (final density at 133,000 cells/μl). The 

cell pellet was subjected to three freeze-thaw cycles with 1-minute intervals. The 

resulting lysate was pipetted into a capillary tube for EPR. The time course was started 

10 minutes after completing the freeze-thaws due to necessary time to prepare the 

sample and calibrate the instrument. Time points were recorded every five minutes. EPR 

spectrometer settings were the same as for the in vitro experiments. 

MAS DNP NMR of HEK293 cell lysates 

DNP reduction assays in HEK293 cell lysates were performed with 3 million 

cells. Cells were removed from confluent 60 mm cell dishes with ATV solution and 

pelleted at 400 rpm. Cells were resuspended in PBS and spun down again into a 20 μl 

pellet. The pellet was mixed with 20 μl solution of PBS-based DNP juice (20% d8-

glycerol, 70% D2O, 10% H2O, 1xPBS) with 2.5 mM PA (final PA concentration 1.25 
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mM, final cell density ~300,000/μl). The mixture was spun down at 400xg directly into 

the rotor. The freeze-thaw cycle, which was done inside the DNP stator, began after 15 

minutes after the PA was added to the lysate. Enhancements were determined by scaling 

of the microwave on and microwave off spectra for the aliphatic peaks upfield of the 

glycerol peaks.  

Calculation of biradical fractions 

The fraction of PA that was in a biradical, monoradical or completely reduced 

state, was estimated using the follow equation set,[13] where I(t) is the normalized double 

integral of the EPR at a given time point t. The three population fractions are normalized 

to unity at t = 0, in order to always sum up to one. 

��������� (�) =  �(�)� 

����������� (�) = 2�(�) ∗ (1 − �(�))  

�� ������� (�) = (1 − �(�))� 

The equation set can be understood as follows: I(t) is the normalized data graphed in 

Fig. 2A where it represents the signal of all active nitroxides in the sample. The 

probability of finding two active nitroxides on the same PA is then I(t)2. In that case, 1 

- I(t) represents the fractions of radicals that are reduced to hydroxylamine, and the 

probability of having two reduced nitroxides on the same PA is (1 - I(t))2. And finally, 

the probability of having one reduced and one active nitroxide in a PA is equal to 2I(t) 

* (1 - I(t)). These equations assume that both nitroxides on the same PA are reduced 

with equivalent kinetics and can therefore be applied only to symmetric PAs such as 

TOTAPOL, AMUPol and POPAPOL. 

Radical reduction rate analysis 
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The reduction rates in ascorbic acid as presented in Table S1 were obtained as 

follows: The double integral of the EPR spectra was determined using the Bruker EPR 

software Xenon or EasySpin.[18] Using GraphPad Prism version 8.2, time course data 

were fit to a single-phase decay model, where P  is the plateau and τ  is the decay 

constant.  

� = ��
�
� ∗ (1 − �) + � 

Spectral analysis 

NMR spectra were processed and analyzed using Bruker TopSpin 4.0.5. EPR 

spectra were processed and integrated using Xenon or EasySpin.[18] 
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Figure S1. Characterization of POPAPOL. A) HPLC A280 trace of POPAPOL with 
0-70% acetonitrile/TFA gradient over 30 minutes. B) HR-ESI-TOF mass spectrometry 
of POPAPOL. Expected mass for [C19 H38 N3 O4]+ [M+H]+  is 372.2857 Da, 
experimentally determined mass is 372.2859 Da. C) EPR spectrum of 1 mM 
POPAPOL dissolved in water. 
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Figure S2. Calculation of the population of biradicals, monoradicals, and fully 
reduced PAs in HEK293T cell lysates. This analysis is only performed on symmetric 
biradicals due to the assumption that each nitroxide isreduced with equivalent kinetics. 
The gray dotted lines highlight the estimated fraction of biradicals remaining at 30 
minutes. 
 

 

Figure S3. EPR spectra of 1.9 mm DNP zirconia rotors filled with 1.25 mM PA in 
water (black) or 1.25 mM PA in cell lysates, demonstrating the amount of signal that 
is lost in the five minutes necessary to prepare the sample and start the EPR 
measurement. 
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Figure S4. DNP-enhanced MAS NMR spectra of cell lysates before and after one 
freeze-thaw cycle. Samples contain 1 mM POPAPOL. The freeze-thaw procedure 
results in better dispersion of PA and cellular components, leading to higher 
enhancement compared to intact cells. 
 
 
 

 

 

Figure S5. DNP enhancements of cell lysates as a function of reduction time, 
normalized to the maximum enhancement at the initial time point. 
 



 

167 
 

 

 

 

 

Figure S6. HPLC assay to determine the propensity of PAs to interact with and/or 
enter cells. A 6 million HEK293T cells were incubated with 15 mM PA, the cells were 
spun down gently and the amount of PA left in the supernatant was determined by 
analytical RP-HPLC. A) Fraction of PA remaining in the supernatant after incubation 
in PBS. B) Fraction of PA remaining in the supernatant after incubation in PBS with 
10% DMSO or 15% glycerol. 
 
 
Table S1. Fitting parameters for the reduction of PAs in ascorbic acid solutions as 
shown in Fig. 1D. CI – confidence interval. 
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